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ABSTRACT

Currcnll}Llhc detection of learning styles from the external aspect has not produced optimal results.
This reselrch tries to solve the problem by using an internal approach. The internal approach is one
that derives from the personality of the learner. One of the personality traits that each learner
posn;scs 1s prior knowledge. This research starts with the pricnnlowlcdgc generation process using
the Latent Semantic Indexing (LSI) method. LSI is a technique using Singular Value Decomposition
(SVD) to find meaning in a sentence. LSI works to generate the prior knowledge of each learner.
After the prior knowledgl) raised, then one can predict leaming style using the artificial neural
network (ANN) method. The results of this study are more accurate than the results of detection
conducted with an external approach.
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1.Introduction

Current learning models have undergor‘m'uanges from conventional learning to online learning models;
these models are also known as e-learning, online learning, distance learning or web-based
tutorials(Santosa, n.d.). E-learning is used not only as a complement to Ieaminngut can also enrich
conventional learning (Nugroho, 2013). In its application e-learning requires a perSonalization method,
because the interaction between learners and teachers is very minimal. The various learning
environments and background knowledge of each learner are also different.

One of the personalization methods that developed to be studied is detecting learners’ learning style. In
online learning, detection of learning style is very helpful. This is in line with Graff's opinion that learning
style detection at the beginning of learning can help the learner to follow the learning more easily and
improve the motivation to n (Graf, Kinshuk, & Liu, 2008) (Hasibuan & Nugroho, n.d.). Among the
learning styles involved are Kolb’s Learning Style, Honey and Mumford, Felder-Silverman Learning Style
Meodel and Visual, Aural, Read and Kinesthetic (VARK) (Kolb, 1984)(Sangvigit, 2012).

Currently there are two approaches to learning style detection: these are conventional and
automatic(Feldman, Monteserin, & Amandi, 2015). Detection of conventional learning styles uses a
questionnaire to detect learning styles. Each learning style has itmun questionnaire that is able to
represent the learning style. This is different from the automatic learning style detection model. The
automatic learning stylaetection model works by way of learner interaction with the system. Current
detection of automatic learning styles is divided into two approaches: data-driven and literature-based
approach(Hasibuan, Nugroho, Santosa, & Kusumawardani, 2016)(Nam, 2013).

The data-drivenlapproach of learning style detection uses an artificial intelligence method to represent
the questionnaire. Both approaches are based on the interaction of learners with the system, such as
interaction with teaching materials, following discussion forums, online quizzes and online chats (Rita,
Graf, Informatica, & Politecnica, 2002) (Nam, 2013)(Hamtini, 2015)(Hasibuan et al., 2016). The approach
can be classified as an external approach because the process involves learner interaction with the
system. An external approach requires an online learning environment that has features capable of
accommodating the learner’s requirements. These include a wealth of learning management features,
access speed and user friendly interface.

The second approach is the internal approach, an approach derived from the personality and attitude of
learners (Swinke, 2012). Approaching personality and attitude, according to Swinke, is something
inherent in self-learners, such as memory (intelligent) and attitude of learners (attitude).

Intelligent dimensions are closely related to the ability of learners who can record, store and recall
previous teaching materials. Meanwhile, the attitude dimension shows the attitude of learners who
seek to have knowledge. Learner attitude can be divided into two categories, namely, able to increase
motivation or demotivation. Both of the above dimensions relate to the prior knowledge of the learner.

This research builds a learning style detection model using an internal approach, i.e. prior knowledge. So
far there are three methods to generate prior knowledge: these are brainstorming technique, cognitive
map and Know-Want To Know-Learned (KWL) chart. These three methods have limitations such as
inefficient use of time, accuracy of improper detection results and insufficient subjectivity. The solution
to the generation problem is that this research uses Latent Semantic Indexing (LSI) to generate prior
knowledge, and the result of this generation will predict learning style. Learningl style prediction is done
by using the Artificial Neural Network (ANN) method.

2. Related Literature and Study
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Learning Style Model Detection

The learning style detection process can be divided into conventional and automatic forms(Hasibuan et
al., 2016). Detection of conventional learning styles uses the questionnaire provided by each learning
style. Questionnaires include Learning Style Instrument (LSI) forfz#dib’s learning style, Learning Style
Questionnaire (LSQ) for Honey and Mumford style of learning, Indej of Learning Style (ILS) for the
Felder-Silverman learning style model and questionnairﬁr-l for Visual, Aural, Read and Kinesthetic (VARK)
learning style (Kolb, 1984) (Honey, 1992) (Fleming, Fleming, & Mills, 1992)(Felder & Silverman, 1988).
The detection of automatic learning style can be divided into two, namely data-driven and
literature-based. Data-driven is the imitation of a questionnaire that leads to one of the artificial
intelligence methods. Some research has been done with artificial intelligencj i.e. Bayesian Network,
Decision Tree and Neural Network, NB Tree algorithm, Hidden Markov and Gerletic Algorithm (Ozpolat
& Akar, 2009)(Garcia, Amandi, Schiaffino, & Campo, 2005) (Cha et al., 2006)(Yannibelli, Godoy, &
Amandi, 2006).

Patricio detected the learning style of Felder-Silverman Learning Style Model (FSLSM) using Bayesian
Network performed by Patricio (Garcia et al., 2005). The process of detection is only done to the three
dimensions that have FSLSM learning style, that is, perception, processing and understanding. The
results of the detection of learning styles performed by Patricio have a level of accuracy below 77%.

The same thing was done by Ozpolat to detect the learning style of FSLSM by using NB Tree
Classification(Ozpolat & Akar, 2009). But in the study by Ozpolat, the FSLSM learning style detection
process used four dimensions: perception, processing, understanding and input. The results of the
Ozpolat study have an accuracy of below 73.3%.

Furthermore, a study by Cha et al[i;:letaed the FSLSM learning style using the Decision Tree and Hidden
Markov approaches (Cha et al., 2006}. Cha et al{ used Decision Tree and Hidden Markov to detect FSLSM
learning styles with four dimensions, namely,' perception, processing, understanding and input. The
results of Cha et al. showed detection accuracy below 83%, a value which is better than the| studies by
Ozpolat and Garcia.

Detection of the next learning style is Literature-Based; this work is based on learner visits to teaching
materials. The learning system will retrieve the log data of the learner’s visit to the teaching materials to
determine the learning style (Rita et al., 2002) (Nam, 2013)(Popescu, Badica, & Trigano, 2008). The data
taken includes the length of visits to teaching materials and the pattern of visits.

Subsequent research by Hamtini has successfully detected the Visual Aural Kinmestic (VAK) learning
style (Hamtini, 2015). This study captures learners’ visits to learning materials (contents, case studies,
examples, exercises and assessments) and assesses learner, visit and answers mml.—ﬂae_zesults of
this VAK learning style detection yielded 52.78% accuracy.

Research by Ahmad et alj detected FSLSM learning style using iliterature-based technique (Ahmad,
Tasir, Kasim, & Sahat, 2023). The dimensions of learning styles studied were the Active and Reactive
dimensions. Both Active and Reactive dimensions work with Threshold and timing. The results of this
study have an accuracy of 79.63%.

Another study was conducted by Graf et al., who detected FSLSM learning styles using j{literaturevbased
method (Graf, Viola, & Kinshuk, 2007). This study uses the pattern of interaction learners when
accessing content, outline and examples. When a learner visits content, outline and example, this study
measures the time and number of visits. The result of FSLSM learning style detection conducted by Graf
et al. yielded 79.33% detection accuracy.|

A study by Liyanage also detects FSLSM learning styles with iliterature-based approach. Liyanage uses
two methods: questionnaire and rule-based(Pitigala Liyanage, Gunawardena, & Hirakawa, 2013). This
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study is similar to other literature-based research that uses interaction results of learners toLoutlines,
contents, examples, self-assessments and exercises. The results of the use of an approach based on
questionnaires and rules showed 77.5% accuracy.

A similar study to Liyanage's, that focused on detecting learning styles with the Learning Management
System, was done by Abdullah {Abdullah, Algahtani, Aljabri, Altowirgi, & Fallatah, 2015). Abdullah
detected all learning styles of FSLSM with an accuracy of up to 90% but only for processing dimensions.

Research on other literature-based learning style detection was done by Dung et al (Dung & Florea,
2012). Their research detects FSLSM learning style by constructing LMS POLCA. LMS POLCA provides
learning materials accessible to learners. LMS POLCA provides a variety of teaching materials that every
learner can access. Learnin% interaction process of this learning material will determine learning stylel of
learners.

LMS POLCA will calculate the time the system provides compared with the actual time accessed by the
learner. The results of this comparison will be the basis of decision making on learning styles. This study
claims to have produced learning style detection accuracy up to 79.54%.

From the results of previous studies one can see some gaps that exist, as shown in Ta blel 2.1
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Latent Semantic Indexing

Latent Semantic Indexing (LSI) is a search method that works based on the similarity or meaning of a
document. The document in question can be a sentence or text that has a hidden meaning (Retrieval,
n.d.). This research works by making the learner’s answer as input to be processed using LSI in order to
gain meaning from the learner’s answer. LSl is very effective to find the meaning of a document. In
addition to the processing of documents that have a large capacity, LSl can provide accurate
information.

Previous research has used LS| to find some traditions. Some of the traditions contained in a book can
be found in search keywords with query-based searches. In this research, the search for the meaning of
the hadith can be found as desired by the user(Nur, Tuan, & Rahim, 2016).

(o)

Artificial Neural Network

Artificial Neural Network (ANN) is an artificial intelligence method that uses the concept of biological
neural system. As for the workings of the biological nervous system, it starts with the nervous system
receiving input or input from outside the system, then each nerve is connected with other nerves. Each
nerve has a weight value. Input process that has the weights will be processed on the hidden layer and
finally produce the appropriate output. Related research with ANN successfully predicted stock with
96% detection success.




149 Another prediction done by using ANN is to predict Iran’s presidential election with 91% success. This
150 research uses LS| to generate prior knowledge. The result of the assessment of prior knowledge will be
151 used to predict learning styles.

152
153 3. Methodology Research
154

155 The Methodology Research used in this study is shown in Figure 3.1
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169 Figure 3.1 Methodology Research

170

171 The first step done in this research is the process of generating prior knowledge. Priority of prior
172 knowledge generation process uses only three methods. The three methods are Brainstorming,
173 Know-Want To Know-Learned (KWL) Chart and Cognitive Map (Thi Thanh Dieu, 2015){Gouveia,
174 1974)(MS Hasibuan, LE Nugroho, 2017). The constraints faced in previous prior knowledge generation
175 process are that it is less effective, and very subjective because there is interaction and the process
176 takes a long time. This study improves the previous constraint by using Latent Semantic Indexing (LSI)
177 method. The architecture of the use of LSI method can be seen in Figure 3.2.

178
179 Figure 3.2 Prior Science Knowledge Architecture (MS Hasibuan, LE Nugroho, 2017)
180 In Figure 3.2 it can be seen that the learner will be given an assessment before starting the learning

181 process. This assessment process is done to get the level of knowledge that has been owned by each
182 learner. The level of prior knowledgﬂor Prior Knowledge Level (PKL) can be divided into four levels:
183 Knowledge of Fact (KOF), Knowledge of Meaning (KOM), Integration of Knowledge (IOK) and Application
184 of Knowledge (AOK).
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Knowledge of Fact is the knowledge that learners have with the lowest level. This level is characterized
by the learner having only basic capacity such as being able to name, identify, name and encodeiThts
learner only remembers something new usually with visualization. The second level, Knowledge of
Meaning, is characterized by learners who already have the ability to explain, categorize, exemplify,
explain, describe and present

The Integration of Knowledge level is characterized by learners who have the ability to modify, produce,
process, simulate and performj Learners at this level already have skills and not just knowledge. The last
level is the highest level, Appli¢ation of Knowledge, which is characterized by the ability to break down,
summarize, interpret, test and createiFigure 3.3 below is a representation of prior knowledge.

Understanding Problem solving,
application of
knowledge,
remembering the meaning of producing,
) the concept classify implementing
comparing

Figure 3.3 Representation of Prior Knowledge

The second step is profiling learners by using ANN to predict VARK learning style. The profiling process is
done by taking the assessment value obtained from the application of the Latent Semantic Indexing
algorithmiThe system architecture of LSl and ANN used for profiling learners can be seen in Figure 3.4,

%ﬂ

Learning Style 1

Learning Style n

z
g
&
0
3

Input
Layer Layer

Figure 3.4 Architecture Neural Network For E-Learning

Output

In Figure 3,4Li1_: can be seen that the assessment process is done at the beginning of the learning to

generate prior knowledge of the learner. The method used to generate prior knowledge uses Latent
Semantic Indexing (LSI). Assessment results are then used to predict learning style with ANN method.

4.lmplementation Model

This research gathers prior knowledge on database subjects. Priorityi generation process uses LS|
method. Some steps in using the LS| method can be seen in Figure 4.2
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The application of LSILmethcld can be seen in Figure 4.2. The first step of the system is that each
learner is given four questions. These four questions illustrate the level of prior knowledge of the
learner. Any questions will be answered using the essay technique. The second step with the LSI
method is to compose the answer from the sentence form into a form of words in the form of matrix
A.

The nextl step after the LSI resultaken by converting the LSI value to the weight value to be used in
the ANN'method. The conversion can be seen in Tablel 1 below.

Table 1 converts the value of prior knowledge

No [ Varabel Prior | Range nilai Bobot
Knowledge
1 Knowledge of Fact| 0.8-0.9 5
(KOF) 0.6-0.7 4
0405 3
0.2-03 2
0.1-0.1 1
2 Knowledge af| 0.8-0.9 5
Meaning (KOM) 0.6-0.7 4
0.4-0.5 3
02-03 2
-0.1-0.1 1
3 Trtagration af | 0.8-0.9 5
Knowledge (TOK) 0.6-0.7 4
0.4-05 3
0.2-0.3 2
-0.1-0.1 1
4 Application af| 0.8-0.9 5
Knowledge (AOK) 0.6-0.7 4
04-0.5 3
0.2-0.3 2
0.1-0.1 1

In Table 1 above it can be seen that there are four levels of prior knowledge. Each level of prior
knowledge is grouped into five value ranges and five weighted values. The result of converting the value
to prior knowlege (y1, y2, y3 ... yn) is what will be used on the artificial network to get the learning style
learner profile prediction. Thel ANN architecture used can be seen in Figure 4.4.
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Figure 4.4 Artificial Neural Network For E-learning (ANNFE)

In Figure 4.4 above is the Architecture of Artificial Neural Network For E-learning which is a model used
to get the profile of a learner. The result of the converted LS| value being the value of y1, y2, y3 ... yn
being the input value.

The provisions of the use of artificial neural network:

Input =vy1,y2,y3,y4

Bobot =w {weight'

Number of all Input (pi) multiplied by weight (wi)

Qutputn = Zp-..w|

Where Output / Output Neuron a = f (n) f = function

The division of learner levels into four parts as in Tablelz below are:

Table 2 Level Prior Knowledge

Id Leve.\‘:'or Knowledge

X1 Knowledge of Fact

X2 Knowledge of Meaning
X3 Integration of Knowledge
X4 Application of Knowledge

In Table 2 above one can see that B:ut X1 is a representation of Knowledge of Fact. X2 is Knowledge of
Meaning, X3 is a representation of Integration of Knowledge and X4 is Application of Knowledge.

5.Conclusion
This research has succeeded in developing a model of learning style detection by using
a prior knowledge approach. The prior knowledge generation process uses the Latent
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Semantic Indexing (LSI) approach. The LSI approach has succeeded in generating
learners™ learning styles more accurately than previous detection nfEels. After the
process of generating learning styles with LSI is completed. the next step is to predict
learning style by using Artificial Neural Ncn\'orkJ Further research is expected to
develop a detection and prediction system that is integrated either with the Learning
Management System or e-learning system.
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