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Preface

The topic of this book is important. Many real-life problems/tasks are difficult to
be solved by humans due to their: complexity/difficulty, large number, and/or the
required physical human effort. Many situations in which such problems appear
are characteristic to field like healthcare that represented the principal target of our
book. Difficult problems solving by humans may involve vagueness, imprecision,
and/or uncertainty. Among the examples of difficult problem, we mention: the
diagnosis of a very difficult medical case; prescription of a medicine for treating a
patient who suffers from a very little known illness whose evolution is unpre-
dictable; analyzing a large number of medical images, signals or multimedia etc.
To exemplify situations when an increased human effort is necessary, we mention:
search for patients’ data in a large number of paper-based medical records, a
longer time checking/monitoring of a patient health status, etc.

The previously mentioned motivations suggest the necessity of human
specialists to require assistance from computing systems. ‘‘Soft’’ assistance may
vary from simple information support (data obtained by request from a database
for example) to complex forms of decision support (offered by new generations of
intelligent expert systems for example). ‘‘Hard’’ assistance could be offered by
systems that include software (for decisions and/or control) and hardware com-
ponents (for example, a wheelchair of a neurologically disabled patient that must
be controlled by software).

The main aim of this book was to offer a state-of-the-art chapters’ collection
that cover themes related to Advanced Intelligent Computational Technologies and
Decision Support Systems that could be applied for different problems solving in
fields like healthcare assisting the humans in solving problems. Efficient solving of
various problems by computing systems may require different problem solving
algorithms adapted based on the specific of the problems type, complexity and the
information/details known about the problems. Computational intelligence algo-
rithms are frequently used for different computational hard problems solving.
Computational intelligence provides algorithms for important applications in
medicine, such as diagnosis, health datasets analyzing, and drug design. Sometime
the combination/hybridization of more algorithms is necessary, in order to obtain
their combined advantages. The combination of a neural network with a genetic
algorithm represents such an example of hybridization.
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The book brings forward a wealth of ideas, algorithms, and case studies in
themes like: intelligent predictive diagnosis; intelligent analyzing of medical
images; new format for coding of single and sequences of medical images;
Medical Decision Support Systems; diagnosis of Down’s syndrome; computa-
tional perspectives for electronic fetal monitoring; efficient compression of CT
Images; adaptive interpolation and halftoning for medical images; development of
a brain–computer interface decision support system for controlling the movement
of a wheelchair for neurologically disabled patients using their electroencepha-
lography; applications of artificial neural networks for real-life problems solving;
present and perspectives for Electronic Healthcare Record Systems; adaptive
approaches for noise reduction in sequences of CT images; rule-based classifica-
tion of patients screened with the MMPI test; scan converting OCT images using
Fourier analysis; teaching for long-term memory; Medical Informatics; Intelligent
Mobile Multiagent Systems; quantifying anticipatory characteristics, anticipation
scope and anticipatory profile; Bio-inspired Computational Methods; Complex
Systems; optimization problems solving; fast cost update and query algorithms;
new generation of biomedical equipment based on FPGA; negotiation-based
patient scheduling in hospitals, etc.

July 2013 Barna Iantovics
Roumen Kountchev
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Medical Decision Support System Using
Pattern Recognition Methods
for Assessment of Dermatoglyphic Indices
and Diagnosis of Down’s Syndrome

Hubert Wojtowicz and Wieslaw Wajs

Abstract The development and implementation of the telemedical system for the
diagnosis of Down’s syndrome is described in the chapter. The system is a tool
supporting medical decision by automatic processing of dermatoglyphic prints and
detecting features indicating the presence of genetic disorder. The application of
image processing methods for the pre-processing and enhancement of dermato-
glyphic images has also been presented. Classifiers for the recognition of finger-
print patterns and patterns of the hallucal area of the soles, which are parts of an
automatic system for rapid screen diagnosing of trisomy 21 (Down’s Syndrome) in
infants, are created and discussed. The method and algorithms for the calculation
of palmprint’s ATD angle are presented then. The images of dermatoglyphic prints
are pre-processed before the classification stage to extract features analyzed by
Support Vector Machines algorithm. The application of an algorithm based on
multi-scale pyramid decomposition of an image is proposed for ridge orientation
calculation. RBF and triangular kernel types are used in training of SVM multi-
class systems generated with one-vs.-one scheme. A two stage algorithm for the
calculation of palmprint’s singular points location, based on improved Poincare
index and Gaussian-Hermite moments is subsequently discussed. The results of
experiments conducted on the database of Collegium Medicum of the Jagiellonian
University in Cracow are presented.
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1 Introduction

The diagnosis of Down’s syndrome is not always easy, especially in the newborn
infant. Clinical diagnosis of Down’s syndrome is established by finding a set of
typical small abnormalities localized in the area of face, palms and soles. The
analysis of patterns of ridges and furrows of palms and soles (dermatoglyphs) may
help in bringing the initial diagnosis. This analysis is carried out by an anthro-
pologist. The method is non-invasive highly sensitive and specific but requires a lot
of experience from a person carrying out the diagnosis. The critical stages or
differentiation of dermal ridges occur in the third and fourth fetal months. There-
fore, the dermatoglyphics are significant indicators of conditions existing several
months prior to the birth of an individual. Dermatoglyphic patterns vary in relation
to race and gender. A detection of abnormalities in the pattern distribution requires
knowledge of pattern distributions for the general population. The distinction of the
infants with Down’s syndrome does not lie in the appearance of peculiar type of
configurations, but it is rather an alteration of the frequencies of types which occur
in healthy infants. Departures from the normal distribution of sets of patterns found
in healthy infants are regarded as possible stigmata of genetic disorder. These
distinctions are indicators of aberrant conditioning of dermal traits during the
prenatal development. Diagnostic indexes were developed for several syndromes
using predicative discrimination methods [16, 20]. The calculation of the indexes’
scores allows reliable classification of infants into either normal or affected groups.

2 The Aim of the Project

The problem of pattern recognition and pattern understanding of genetic traits of
infants with Down syndrome is a difficult and complex issue. The classification of
genetic disorder on the basis of patterns is conducted by an anthropologist. A
telemedical system of pattern recognition and pattern understanding can support
anthropologist’s work in the area of screening tests of data delivered from distant
medical centers lacking specialist labs and personnel. The source of information in
the form of patterns can originate in non-invasive way in any place equipped with
a digital scanner and the Internet access. Transferred patterns can be analyzed in
regard to features characteristic for Down syndrome and then classified.

In the project a following two stage information processing scheme is proposed:

1. A text analysis of specialist domain knowledge written in the form of natural
language sentences, numerical tables, arithmetic expressions and arithmetical–
logical relations. The analysis leads to the formulation of conditions from
which the conclusion results.

2. A synthesis of digital information contained in the digitally stored pattern,
which leads to the conditions generation from which the conclusion stems.

2 H. Wojtowicz and W. Wajs



The basis of the scientific technique constitutes a system extracting features from the
digital pattern of the image. The project makes use of image processing, pattern
recognition and computational intelligence algorithms. Abnormalities of the pat-
terns treated as features of the dermatoglyph can be found in the process of data
extraction by the aforementioned algorithms. The system uses image pre-processing
methods, which help to reduce the amount of data processed in the later stages by
algorithms solving identification and classification problems. Basing on patterns of
dermal ridges, and on the images containing information about the number of ridges
and their directions it is possible to create classifiers recognizing traits of particular
genetic disorders. For the detection of Down’s syndrome the system uses rules of a
diagnostic index called dermatoglyphic nomogram [9], which was developed for the
screening test of infants suspected of having Down’s syndrome [17].

3 Clinical Issues of Down’s Syndrome

In the period of infancy a final diagnosis of Down’s syndrome and congenital
defects must be established. The diagnosis of defects, which because of its
immediate threat to life requires an early surgical intervention is particularly
important. TIt includes gastro-intestinal tract defects, which occur in 12 % of
infants with Down’s syndrome. The most common defects are duodenal atresia
(2–5 %), Hirschprung’s disease (2 %), tracheo esophageal fistula, hyperthropic
pyloric stenosis, annular pancreas and anal and (or) rectal atresia. All these defects
require an immediate surgical correction and according to the current rules infants
with Down’s syndrome must have the same standard of treatment as other patients.
Other possible defects include congenital heart diseases, which occur in 40–50 % of
infants with Down’s syndrome. The most common abnormalities are endocardial
cushion defect (atrioventricular canal), ventricular septal defect, tetralogy of Fallot
and patent ductus arteriosus. Heart diseases require an early diagnosis because of
the risk of congestive heart failure or pulmonary hypertension. An undiagnosed
heart disease may lead to the impairment of physical development. Because of this
risk every infant with Down’s syndrome must be subjected to full diagnostics of
circulatory system with respect to: ECG, chest radiography and echocardiography.
Another serious defect that may occur is a cataract. Congenital cataract, which
occurs in 3 % of infants with Down’s syndrome, may significantly limit proper
stimulation of retina. An early detection and removal of the lesion with subsequent
correction by glasses may protect from significant visual impairment or blindness.

4 Description of Dermatoglyphic Nomogram

The dermatoglyphic nomogram is based upon four pattern areas and uses four
dermatoglyphic traits chosen for their high discriminant value. These traits
include: pattern types of the right and left index fingers, pattern type of the hallucal
area of the right sole and value of the ATD angle of the right hand.

Medical Decision Support System 3



Figure 1 presents an example of the nomogram. To determine a patient’s index
score three lines are constructed:

1. The first of the lines connects a particular determined type of pattern of the
hallucal area of the sole with the selected value on the scale of the diagnostic
line representing the determined value of the ATD angle of the right palm. In
the case shown in the diagram it is the connection of the small distal loop
pattern with the angular value equal to 85�. The plotted line intersects with line
A at the point marked (1).

2. The second line connects the determined type of the pattern of the index
fingerprint of the right hand with the pattern of the corresponding index fin-
gerprint of the left hand. In this case it is the connection of the pattern type
called whorl (W) with the pattern type called ulnar loop (UL). The plotted line
intersects with line B at the point marked (2).

3. The last third line connects the point of intersection labelled as (1) with the
point of intersection labelled as (2) and crosses the main diagnostic line.
The point of intersection of the third line with the diagnostic line determines the
diagnosis. There are three diagnostic cases, which correspond to the particular
intervals of the diagnostic line. The first case corresponds to the intersection of
the lines in the interval denoted as ‘‘Down’s’’ an infant according to the
determined value of the nomogram has Down’s syndrome. The second case
corresponds to the intersection of the lines in the interval denoted as ‘‘Normal’’
an infant according to the determined value of the nomogram is healthy. The

Fig. 1 Example of the dermatoglyphic nomogram. TbA tibial arch, SDL small distal loop, LDL
large distal loop, FL fibular loop, W whorl, UL ulnar loop, A arch, TA tented arch, RL radial loop

4 H. Wojtowicz and W. Wajs



third case corresponds to the intersection of the lines in the interval between
‘‘Down’s’’ and ‘‘Normal’’ it cannot be determined whether the infant has a
genetic disorder or not.

Designations referring to the anatomy of the hand are used in describing palmar
dermatoglyphics and in presenting methods of interpreting them. Terms of ana-
tomical direction (proximal, distal, radial, ulnar) are employed in describing the
locations of features and in indicating directions toward the respective palmar
margins. Fingerprint pattern left loop is called ulnar loop when found on any of the
fingers of the left hand and it is called radial loop when found on any of the fingers
of the right hand. Pattern right loop in the left hand is called radial loop and in the
right hand is called ulnar loop [4].

5 Literature Overview

Automatic systems exist for fingerprint classification. They are one of the tasks of
dermatoglyphic analysis. These systems are not used in medical applications and
don’t take into account features appearing in dermatoglyphic impressions of the
patients with genetic disorders. No research is carried out concerning problems
like automatic counting of ridges between palmprint’s singular points or automatic
calculation of palmprint’s ATD angle on the basis of singular points locations. No
research is conducted in the area of automatic classification of patterns of the
hallucal area of soles.

Support Vector Machine (SVM), applied to the classification of fingerprint
patterns and hallucal area patterns, is a relatively new learning method which
shows excellent performance in many pattern recognition applications. It maps an
input sample into a high dimensional feature space and tries to find an optimal
hyper plane that minimizes the recognition error for the training data by using the
non-linear transformation function. SVM was originally designed for binary
classification, and later extended to the multi-class problems.

Several systems for the classification of fingerprint impressions using SVM
algorithms were described in the scientific literature. Min et al. [12] propose an
approach combining supervised and non-supervised classification methods. A
feature extracted in this approach from the images of fingerprint impressions is
called FingerCode. FingerCode feature was proposed by Jain in (1999) [11].
FingerCode is extracted from the fingerprint image using a filter-based method.
The algorithm sets a registration point in a given fingerprint image and tessellates
it into 48 sectors. Then, it transforms the image using the Gabor filter of four
directions (0�, 45�, 90�, and 135�). Ridges parallel to each filter direction are
accentuated, and ridges not parallel to the directions are blurred. Standard devi-
ations are computed on 48 sectors for each of the four transferred images in order
to generate the 192-dimensional feature vector. Vectors created in this way for
each of the fingerprint impressions are classified by the ensemble of one-vs-all

Medical Decision Support System 5



SVM algorithms. Values of one-vs-all decomposition scheme are stored in the
decision templates. The decision templates (single-DTs) are generated for each of
the classes by averaging the decision profiles (DPs) for the training samples. In the
test stage the distance between the decision profile of a new sample and
the decision templates of each class is computed. The class label is decided as the
class of the most similar decision templates. In the described work a concept of
single decision templates is extended to multiple decision templates. Multiple
decision templates contain decision profiles generated from each of the OVA SVM
ensemble classifiers. Multiple decision template contains all decision profiles for
all of the five classes from each of the ensemble classifiers. The MuDTs decom-
pose one class into several clusters to produce decision templates of each cluster.
Decision profiles are clustered using self organizing maps algorithm. The classi-
fication process of the MuDTs is similar to that used with single-DTs. The distance
between the decision profile of a new sample and each decision template of
clusters is calculated, and then the sample is classified into the class that contains
the most similar clusters. Euclidean distance is used to measure the similarity of
decision profiles. The proposed method is tested on the NIST-4 database. From the
fingerprint impressions contained in the database a FingerCode feature is extrac-
ted. Achieved classification accuracy on the test set is 90.4 %. Rejection ratio for
the training set is 1.8 % and for the test set is 1.4 %.

In Hong and Cho [7] and Hong et al. [8] a method is proposed based on
combination of outcomes from OVA SVM ensemble and naive Bayes classifier. In
order to improve OVA SVM ensemble classification accuracy, all ensemble
classifiers are dynamically ordered with naive Bayes classifiers on the basis of
posterior probability of each class given the observed attribute values for a tested
sample. The naive Bayes estimates the posterior probability of each class from the
features extracted from the fingerprint images, which are singular points and
pseudo ridges, while the OVA SVM ensemble is trained with FingerCode feature
and generates probability margins for the classes. A subsumption architecture is
used to cope with cases of ties and rejects in the process of voting fusion of OVA
SVM ensemble. The evaluation order of the OVA SVMs is determined by the
posterior probability of each class that the naive Bayes produces. The corre-
sponding OVA SVM of a more probable class takes precedence in the sub-
sumption architecture over the other OVA SVMs. The input sample is sequentially
evaluated by each of the OVA SVM ensemble classifiers in order of decreasing
probabilities calculated by naive Bayes classifier until an OVA SVM is satisfied.
After the evaluation process, if the OVA SVM is satisfied, the sample is classified
in the corresponding class of the OVA SVM. If none of the OVA SVM ensemble
classifiers ascertains class membership of the sample it is classified into the class
of the highest probability calculated by the naive Bayes classifier. Ordering the
OVA SVMs properly for an input sample produces dynamic classification. Sin-
gular points used for the training of the naive Bayes classifier are detected by the
Poincare index calculated from the orientation map of the ridges. Number and
locations of fingerprint singular points unambiguously and uniquely determine
fingerprint class to which the pattern of fingerprint impression belongs. Second of

6 H. Wojtowicz and W. Wajs



the analyzed features by the naive Bayes classifier is a PseudoCodes also known as
PseudoRidges. PseudoRidges were proposed by Zhang and Yan [22] and they
consist of a predefined number of points (100 points in the described work). A
pseudo ridge is composed of 200 points based on orientation in two opposite
directions from the starting point C. Proposed classification approach achieves
classification accuracy of 90.8 % on the test set from the NIST-4 database.

In Min et al. [13] a comparison of approaches described in Min et al. [12] and
Hong and Cho [7] was made. The first of the approaches uses multiple decision
templates generated by OVA SVM ensemble of classifiers. The second approach
uses naive Bayes classifier for the dynamic ordering of the OVA SVM ensemble
classifiers. Both of the proposed approaches are tested on the NIST-4 database.
The approach using multiple decision templates achieves classification accuracy of
90.8 % on the test set, while the approach using OVA SVM ensemble dynamically
ordered witch the naive Bayes classifier produces classification accuracy of 90.4 %
on the test set. In the chapter training and testing results are also presented for the
OVA SVM ensemble, which achieves classification accuracy of 90.1 % on the test
set and for naive Bayes classifier, which yields classification accuracy of 85.4 %
on the test set.

In Ji and Yi [9] six class fingerprint classification scheme is used. The scheme
used in the chapter classifies fingerprint patterns into the following classes: left
loop (LL), right loop (RL), twin loop (TL), whorl (W), arch (A) and tented arch
(TA). From the impression image gradients of local ridge directions are extracted
and then in order to decrease calculations time these values are averaged to the
four directions of values equal to (0, p=4, p=2 and 3p=4). For each of these
averaged directions a ratio of the number of the image segments which directions
are equal to the particular direction to the number of all image segments is
determined. Percentage ratios calculated for all of the four averaged directions
create a vector classified by the OVA SVM ensemble. Experiment is conducted on
the DB1 database from the FVC 2004 competition. The database contains 800
fingerprint impressions, 8 impressions for each of the fingerprints. Half of the data
is used for the training of the OVA SVM ensemble, the other half is used in the
testing phase of the classification. For the six class scheme achieved classification
accuracy on the test set is 95.17 %.

In Li et al. [10] features of orientations of ridges and singular points locations
are used to construct vectors which are classified by the SVM algorithm. In the
proposed approach candidate singular points are extracted using filter based
methods. These candidate singular points are then used to reconstruct the original
orientation image using constrained nonlinear phase model of fingerprint orien-
tation. The verification of the candidate singular points is achieved by computing
the difference between the reconstructed orientation and the original orientation
with high confidence level near the candidate singular points. The scheme in which
orientation and singularities validate one another can be considered as an inter-
active validation mechanism. The best results for both the singular points and
orientation image are selected to form the feature vectors for classification. Pro-
posed feature extraction approach using SVM algorithms for the classification
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stage achieves 93.5 % classification accuracy on the test set coming from the
NIST-4 database.

In all of the works basing on the NIST-4 database 17.5 % of the images are
cross-referenced with two class labels due to the ambiguity of the pattern class,
which is a result of simultaneous large intraclass variability and small interclass
variability of the fingerprint patterns. The first label was only considered in
training of the classifiers while in the testing phase outputs that corresponds to
either the primary class or secondary class are taken as a correct classification. In
our approach all of the fingerprint impressions in the database coming from the
CMUJ are labeled with only a single label by an anthropologist and cross-labeling
is not used in the testing phase of classification.

6 Classification Method of Fingerprint Patterns

Fingerprint classification is one of the tasks of dermatoglyphic analysis. Many
classification methods were developed and described in the literature. The clas-
sification method used in dermatoglyphic analysis is called the Henry method. It
classifies fingerprints into five distinct classes called: left loop (LL), right loop
(RL), whorl (W), arch (A) or plain arch (PA) and tented arch (TA) (Fig. 2).

Fig. 2 Example fingerprints: a left loop; b right loop; c whorl; d plain arch; e tented arch
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The classification scheme based on the Henry method is a difficult pattern
recognition problem due to the existence of small interclass variability of patterns
belonging to the different classes and large intraclass variability of patterns
belonging to the same class. The upper row in Fig. 3 shows three fingerprint
impressions of different topology all belonging to the whorl class, the lower row in
Fig. 3 shows from the left impressions of the fingerprints belonging to the classes:
plain arch, tented arch and right loop, respectively.

In the chapter a classification scheme based on the extraction of fingerprint ridge
orientation maps from the enhanced images has been presented. Vectors constructed
from the directional images are used for training of SVM multi-class algorithms. For
the induction process of SVMs we use RBF and triangular type kernels.

7 Classification Method of Patterns of the Hallucal Area
of Sole

The classification of patterns in the hallucal area of soles is another task for
dermatoglyphic analysis. The patterns in the hallucal area are classified into five
distinct classes called: large distal loop (LDL), small distal loop (SDL), whorl (W),
tibial arch (TA) and tibial loop (TL) (Fig. 4).

Fig. 3 The upper row contains patterns belonging to the same class but of different topology
(large intraclass variability), the lower row contains patterns belonging to the different classes but
of similar topology (small interclass variability)
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The classification of the patterns in the hallucal area of soles is also a difficult
pattern recognition problem due to the existence of small interclass variability of
patterns belonging to the different classes and large intraclass variability of pat-
terns belonging to the same class. The upper row in Fig. 5 shows three impressions
of different topology all belonging to the whorl class, the lower row in Fig. 5
shows on the left impression belonging to the class tibial arch, and on the right
impression belonging to the class small distal loop.

8 The Method of ATD Angle Calculation

The hypothenar pattern of the palmprint creates an axial triradius (t) from which an
ATD angle can be measured. The position of this axial triradius can be proximal
(t), intermediate (t’), or distal (t’’). The four triradii labeled A, B, C and D are
located in a proximal relation to the bases of digits. The higher the axial triradius,
the larger the ATD angle. Mean value of the ATD angle for normal infants is
� 48�. The mean value of ATD angle for infants with Down’s syndrome is � 81�.

The locations of palmprint’s singular points are calculated from the orientation
map. The orientation map is computed using algorithm based on the principal
component analysis and multi-scale pyramid decomposition of the image.

Fig. 4 Example patterns in the hallucal area of soles: a large distal loop, b small distal loop,
c tibial arch, d whorl, e tibial loop
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Principal Component Analysis is applied to the image to calculate maximal
likelihood estimations of the local ridge orientations and the multi-scale pyramid
decomposition of the image helps to improve the accuracy of the calculated ori-
entations. The algorithm calculating ridge orientations is robust to noise and
allows for reliable estimation of local ridge orientations in the low quality areas of
images. After the process of estimation of ridge orientations, Poincare index is
calculated, which in turn allows for extraction of singular points from the palm-
print image. Basing on the locations of singular points the ATD angle of the
palmprint is calculated.

A two stage algorithm is applied in order to reliably estimate positions of
singular points. In the first stage an improved formula of Poincare index is used to
calculate candidate locations of singular points [21]. In the second stage a
coherence map of the palmprint image is calculated. The coherence map is cal-
culated for each pixel in the image on the basis of its eigenvalues. Pixel eigen-
values are calculated from the confusion matrix containing values calculated for
each pixel (i, j) by applying the combination of two dimensional orthogonal
Gaussian-Hermite moments to the segment of the image centered in pixel (i, j).
The proposed approach combines information about singular points obtained from
the improved Poincare index calculated from the orientation map and the

Fig. 5 The upper row contains patterns of the hallucal area of soles belonging to the same class
but of different topology (large intraclass variability), the lower row contains patterns belonging
to the different classes but of similar topology (small interclass variability)
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information obtained from the coherence map calculated from the pixel map of the
image. The two stage approach allows for a reliable detection of only true singular
points even in low quality areas of the palmprint image [21]. An example of
calculation of palmprint’s singular points using proposed algorithm is presented in
Fig. 6.

9 Feature Extraction

Fingerprint impressions of low quality complicate the learning process of com-
putational intelligence algorithms, and negatively influence their ability to accu-
rately recognize the patterns. The classification accuracy can be improved by pre-
processing of the images analyzed, which enhances their quality.

Fig. 6 Singular points of the palmprint located using two stage algorithm taking advantage of
improved Poincare index and Gauss-Hermite moments
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9.1 Image Preprocessing

Image pre-processing of fingerprint impressions consists of several stages. In the
first stage image segmentation takes place, which separates background from
the parts of the image where ridges are present. Segmentation algorithm calculates
the histogram of the entire image and on that basis a threshold is selected. Areas of
the image for which local histogram values are lower than the threshold are treated
as the background [14]. After the region mask representing the foreground area is
determined, the background area is removed from the image. Coordinates of the
boundary points of the region mask are found. The image is truncated according to
the boundary points coordinates and then using bicubic interpolation resized to the
frame of 512 9 512 pixels. In the next stage image contrast enhancement is
performed using CLAHE (Contrast Limited Adaptive Histogram Equalization)
algorithm [23]. CLAHE divides the image into tiles. Each tile contrast is enhanced
so that the resulting contrast histogram approximately corresponds to the shape of
the statistical distribution specified as an input parameter for the CLAHE algo-
rithm. Adjoining tiles are then combined using bilinear interpolation which
smoothes inaccuracies on the edges of the tiles. The contrast in areas of homo-
geneous texture can be suppressed in order to prevent the amplification of noise
that is always present in some form in the image of a fingerprint impression
created using the offline ink method. In the last stage of pre-processing image
quality enhancement is carried out using a contextual image filtration STFT (Short
Time Fourier Transform) algorithm [3], which generates information about ridges
flow directions, frequency of ridges and local image quality estimation.

9.2 Ridge Orientation

Ridge orientation maps are computed using algorithm based on Principal Com-
ponent Analysis and multi-scale pyramid decomposition of the images [5]. Prin-
cipal Component Analysis is applied to the fingerprint image to calculate the
maximal likelihood estimations of the local ridge orientations. PCA based esti-
mation method uses Singular Value Decomposition of the ensemble of gradient
vectors in a local neighborhood to find the dominant orientation of the ridges. The
algorithm calculating the ridge orientation maps also uses a multi-scale pyramid
decomposition of the image, which helps to improve accuracy of the estimation.

The multi-scale method provides robustness to the noise present in the image.
Examples of the ridge local orientations estimation in the distorted areas of
the fingerprint impression from Fig. 7 are shown in Fig. 9a and b. Examples of the
estimation of the local ridge orientations for the patterns of the hallucal area of sole
from Fig. 8 are presented in Fig. 10a and b.
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10 Fingerprint Classification with SVM Algorithm

In this section SVM algorithm is presented and results of its application to the
fingerprint classification task are discussed.

Fig. 7 An image of fingerprint impression belonging to the whorl class pre-processed using a
contrast enhancement algorithm CLAHE (a), and then by filtration algorithm STFT (b)

Fig. 8 An image of impression of the hallucal area belonging to the whorl class pre-processed
using a contrast enhancement algorithm CLAHE (a), and then by filtration algorithm STFT (b)
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10.1 Data

The data set consists of 600 fingerprint 8-bit grey scale images. The size of the
images is 512 9 512 pixels. Classes left loop, right loop, whorl arch and tented
arch are uniformly distributed in the data set and consist of 120 images each.

Fig. 9 Local values of ridge orientations in noised areas of fingerprint impression: a top area of
the impression above upper core of the whorl, b bottom left area of the impression containing left
triradius and lower core of the whorl

Fig. 10 Local values of ridge orientations in noised areas of the impression of the hallucal area
of the sole: a bottom area of the impression below lower core of the whorl, b top area of the
impression containing upper triradius and upper core of the whorl
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A number of images containing partial or distorted information about the class of
the pattern for which two or more image copies of the same impression were
available were registered using non rigid registration algorithm and then
mosaicked.

10.2 Classification Results

Fingerprint classification was accomplished using SVM algorithm. For multi-
class problem an ensemble of SVM classifiers was created trained with one vs
one voting method. Classifiers were using RBF type kernel functions and a
triangular kernel [6]. The training dataset consists of 300 ridge orientation maps
calculated for the fingerprint images. It contains 60 maps for each of the five
classes. The dataset used for testing of the SVM is comprised of 300 ridge
orientation maps. There are 60 maps of LL, RL, W, A and TA classes in the
testing set. In the first stage images were pre-processed using the CLAHE
algorithm and then filtered using STFT. Ridge orientation maps were computed
from the filter-enhanced images using PCA and a multi-scale pyramid decom-
position algorithm [5]. Cross-validation and grid search were used to obtain
kernel parameters for the training of the SVM algorithms. Test results of the
SVM algorithm with RBF and triangular kernel functions are presented as
confusion matrices in Fig. 11a and b, respectively. Both the SVM trained with
the RBF kernel and the SVM trained with the triangular kernel achieved clas-
sification accuracy of 91.3 % on the test data set.

Fig. 11 Test results for the SVM algorithm trained with: a RBF kernel function, b triangular
kernel function
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11 Summary

In the present chapter a design of an automatic system for rapid screen diagnosing
of trisomy 21 (Down’s syndrome) in infants has been presented. Features extracted
from the dermatoglyphic images are recognized by computational intelligence
algorithms and results of these recognitions are passed as premises to the rules of
the expert system. The design of the expert system is based on the dermatoglyphic
nomogram. Tasks required for the determination of the patients’ diagnostic score
were described and methods of their implementation were discussed in the chapter.
Results of dermatoglyphic patterns classification were presented in the chapter.
Further research plan entails implementation of the classifier of the hallucal area of
the sole patterns and implementation of the system for the calculation of the ATD
angle of the palmprint. The final aim of the project is development and imple-
mentation of a comprehensive and widely available telemedical system supporting
medical diagnosis.
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New Format for Coding of Single
and Sequences of Medical Images

Roumen Kountchev, Vladimir Todorov and Roumiana Kountcheva

Abstract The recent development and use of huge image databases creates var-
ious problems concerning their efficient archiving and content protection. A wide
variety of standards, methods and formats have been created, most of them aimed
at the efficient compression of still images. Each standard and method has its
specific advantages and demerits, and the best image compression solution is still
to come. This chapter presents new format for archiving of still images and
sequences of medical images, based on the Inverse Pyramid Decomposition,
whose compression efficiency is comparable to that of JPEG. Main advantages of
the new format are the comparatively low computational complexity and the
ability to insert resistant and fragile watermarks in same digital image.

Keywords Image archiving � Lossy and lossless image compression � Image
formats � Coding of medical image sequences

1 Introduction

The most famous contemporary file formats, widely used for image scanning,
printing and representation, are TIF, JPG and GIF [1–3]. These are not the only
choices of course, but they are good and reasonable choices for general purposes.
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Newer formats like JPG2000 never acquired popular usage, and are not supported
by web browsers. The most popular format for medical images is DICOM (based
on the JPEG standard) [4]. A brief survey of the most important contemporary
image formats is given below.

The TIF format (Tag Image File Format) is the format of choice for archiving
important images [5]. It is the most universal and widely supported format across
all platforms, Mac, Windows, and UNIX. The main disadvantage is that TIF files
are generally pretty large (uncompressed TIF files are about the same size in bytes
as the image size in memory).

The JPG format (Joint Photographic Experts Group) [6] always uses lossy
compression, but its degree is selectable: for higher quality and larger files, or
lower quality and smaller files. However, this compression efficiency comes with a
high price: some image quality is lost when the JPG data is compressed and saved,
and this quality can never be recovered. This makes JPG be quite different from all
the other usual file format choices. Even worse, more quality is lost every time the
JPG file is compressed and saved again, so ever editing and saving a JPG image
again is a questionable decision. JPG files are very small files for continuous tone
photo images, but JPG is poor for graphics. JPG requires 24 bit color or 8 bit
grayscale, and the JPG artifacts are most noticeable in the hard edges in the picture
objects.

The GIF format (Graphic Interchange Format) [6] uses indexed color, which is
limited to a palette of only 256 colors and is inappropriate for the contemporary
24-bit photo images. GIF is still an excellent format for graphics, and this is its
purpose today, especially on the web. GIF uses lossless LZW compression and
offers small file size, as compared to uncompressed data.

The PNG (Portable Network Graphics) format was designed recently, with the
experience advantage of knowing all that went before [6]. It supports a large set of
technical features, including superior lossless compression from LZ77 algorithm.
The main disadvantage is that it incorporates special preprocessing filters that can
greatly improve the lossless compression efficiency, but this introduces some
changes in the processed image.

Depending on the format used, image compression may be lossy or lossless.
Lossless compression is preferred for archival purposes and often for medical
imaging, technical drawings, clip art, or comics. Lossy methods are especially
suitable for natural images such as photographs in applications where minor
(sometimes imperceptible) loss of fidelity is acceptable to achieve a substantial
reduction in bit rate.

The basic methods for lossless image compression are:

• Run-length encoding—used as default method in PCX (Personal Computer
eXchange—one of the oldest graphic file formats) and as one of possible in
TGA (raster graphics file format, created by Truevision Inc.), BMP and TIFF;

• DPCM (Differential Pulse Code Modulation) and Predictive Coding;
• Adaptive dictionary algorithms such as LZW (Lempel–Ziv–Welch data com-

pression)—used in GIF and TIFF;
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• Deflation—used in PNG and TIFF
• Chain codes.

The most famous contemporary methods for lossy image compression are
based on:

• Reducing the color space to the most common colors in the image;
• Chroma subsampling: this approach takes advantage of the fact that the human

eye perceives spatial changes of brightness more sharply than those of color, by
averaging or dropping some of the chrominance information in the image;

• Transform coding: a Fourier-related transform, such as DCT or the wavelet
transform are applied, followed by quantization and entropy coding.

• Fractal compression: it differs from pixel-based compression schemes such as
JPEG, GIF and MPEG since no pixels are saved. Once an image has been
converted into fractal code, it can be recreated to fill any screen size without the
loss of sharpness that occurs in conventional compression schemes.

The best image quality at a given bit-rate (or compression ratio) is the main
goal of image compression, however, there are other important properties of image
compression schemes:

Scalability generally refers to a quality reduction achieved by manipulation of
the bitstream or file (without decompression and re-compression). There are
several types of scalability:

• Quality progressive or layer progressive: The bitstream successively refines the
reconstructed image.

• Resolution progressive: First encode a lower image resolution; then encode the
difference to higher resolutions.

• Component progressive: First encode grey; then color.

Region of interest coding: Certain parts of the image are encoded with higher
quality than others. This quality is of high importance, when medical visual
information is concerned.

Meta information: Compressed data may contain information about the image
which may be used to categorize, search, or browse images. Such information may
include color and texture statistics, small preview images, and author or copyright
information.

Processing power (computational complexity): Compression algorithms
require different amounts of processing power to encode and decode.

All these standards and methods aim processing of single images. The con-
temporary medical practice involves also processing of large sequences of similar
images, obtained from computer tomographs, and there is no special tool for their
archiving.

In this chapter is presented one new format for still image compression and its
extension for group coding of similar images. The chapter is arranged as follows:
In Sect. 2 are given the basics of the methods, used for the creation of the new
image archiving format; in Sect. 3 is presented the detailed description of the new
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format; in Sect. 4 are outlined the main application areas and Sect. 5—the
Conclusion.

2 Brief Representation of the Methods, Used as a Basis
for the Creation of the New Format

Two methods were used for the creation of the new format: the Inverse Pyramid
decomposition (IDP) and the method for adaptive run-length data encoding (ARL).

2.1 Basic Principles of the IDP Decomposition

The IPD essence is presented in brief below for 8-bit grayscale images, as follows.
The digital image matrix is first processed with two-dimensional (2D) direct
Orthogonal Transform (OT) using limited number of low-frequency coefficients
only. The values of these coefficients build the lowest level of the pyramid
decomposition. The image is then restored, performing Inverse Orthogonal
Transform (IOT) using the retained coefficients’ values only. In result is obtained
the first (coarse) approximation of the original image, which is then subtracted pixel
by pixel from the original one. The so obtained difference image, which is of same
size as the original, is divided into 4 sub-images and each is then processed with 2D
OT again, using a pre-selected part of the transform coefficients again. The cal-
culated values of the retained coefficients build the second pyramid level. The
processing continues in similar way with the next, higher pyramid levels. The set of
coefficients of the orthogonal transform, retained in every decomposition level, can
be different and defines the restored image quality for the corresponding level (more
coefficients naturally ensure higher quality). The image decomposition is stopped
when the needed quality for the approximating image is obtained—usually earlier
than the last possible pyramid level. The values of the coefficients got in result of
the orthogonal transform from all pyramid levels are then quantitated, sorted in
accordance with their spatial frequency, arranged as one-dimensional sequence,
and losslessly compressed. For practical applications the decomposition is usually
‘‘truncated’’, i.e. it does not start from the lowest possible level but from some of the
higher ones and for this, the discrete original image is initially divided into sub-
blocks of size 2n 9 2n. Each sub-block is then represented by an individual pyra-
mid, whose elements are calculated using the corresponding recursive calculations.
For decomposition efficiency enhancement is used a ‘‘truncated’’ decomposition,
i.e. the decomposition starts after dividing the original image into smaller sub-
images, and stops when the sub-image becomes of size 4 9 4 pixels.

The so presented approach was modified for the processing of a group of related
images (usually these are images obtained by a computer tomography or in other
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similar cases). For this, one of the images is used as a reference one, and its first
approximation for the lowest decomposition level is used by the remaining images
in the group for the calculation of their next approximations. The detail presen-
tation of the method and its applications are given in related publications of the
authors [7, 8].

2.2 Description of the ARL Coding Method

The method for adaptive run-length data coding is aimed at efficient compression of
sequences of same (or regularly changing) n-dimensional binary numbers without
data length limitation. The coding is performed in two consecutive stages. In the
first one, the input data is transformed without affecting their volume in such a way,
that to obtain sequences of same values (in particular, zeros) of maximum length.
The transform is reversible and is based on the analysis of the input data histograms
and on the differences between each number in the processed data and the most
frequent one. When the first stage is finished, is analyzed which data sequence is
more suitable for the further processing (the original, or the transformed one)
depending on the fact in which histogram were detected longer sequences of unused
(‘‘free’’) values. In case that the analyzed histograms do not have sequences, or
even single free values, the input data is not suitable for compression; else, the
processing continues with the second stage. In this part of the processing the
transformed data is analyzed and sequences of same numbers are detected. Every
such sequence is substituted by a shorter one, corresponding to the number of same
values which it contains. Specific for the new method for adaptive run-length data
coding is that it comprises operations of the kind ‘‘summing’’ and ‘‘sorting’’ only,
and in result, its computational complexity is not high. The method is extremely
suitable for compression of still images, which comprise mainly texts or graphics,
such as (for example): bio-medical information (ECGs, EEGs, etc.), signatures,
fingerprints, contour images, cartoons, and many others. The method is highly
efficient and is suitable for real-time applications. The detailed presentation of the
method is given in earlier publications of the authors [9, 10].

The new format, presented in detail below, comprises short descriptions of all
parameters of the pyramid decomposition and of the lossless coding method,
together with the basic parameters, needed for the group coding of similar images.

3 New Format Description

The format works with 8 and 24 bpp images of practically unlimited size. The
compressed image data consists of two basic parts: the header and the data,
obtained after the processing (i.e. the coded data). The header contains the
information, which represents the values of the basic parameters of the IDP
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decomposition, needed for the proper decoding. It comprises 3 main parts: the IDP
header, sub-headers for image brightness and color data, and information about the
lossless coding of the transform coefficients’ values. Additional information is
added, needed for the processing of a group of similar images and compound
images. The detailed description of the header follows below.

3.1 General Header

3.1.1 IDP Header

The first part of the header contains general information for the IDP decomposition
configuration used:

Number of bytes after run-length coding (binary)—32 bits;
Final number of bytes, after entropy coding (binary)—32 bits;

IDP parameters—16 bits (truncated decomposition used, starting after image
dividing into smaller sub-images):

Most significant byte (MSB):

MSB X1 X2 X3 X4 X5 X6 X7 X8

X1–X4 Number of the selected initial decomposition level (1 hexadecimal
number);

X5–X8 Number of the selected end decomposition level (1 hexadecimal
number);

Least significant byte (LSB):

LSB X9 X10 X11 X12 X13 X14 X15 X16

X9–X12 Maximum number of pyramid levels (1 hexadecimal number)—
depends on the processed image size;

X13 Direct coding (optional);
X14 Free;
X15 Color/Grayscale;
X16 Color palette type

Description of the basic decomposition parameters—16 bits:

MSB X1 X2 X3 X4 X5 X6 X7 X8

X1 Gray type color image;
X2 Inverse Pyramid decomposition;
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X3 Difference/Direct image coding;
X4, 5 Free/Lossless compression;
X6, 7 Color space used (PAL, NTSC, RCT, YCrCb);
Coding 00—PAL; 01—NTSC; 02—RCT; 03—YCrCb;
X8 Color space RGB selected

LSB X9 X10 X11 X12 X13 X14 X15 X16

X9 Horizontal image scan;
X10 Run-length coding performed in horizontal direction;
X11 Right shift for brightness components data (quantization);
X12 Right shift for color components data (quantization);
X13 Entropy coding enabled;
X14 Run-length encoding enabled;
X15 Flag indicating that the U values in the YUV color transform had been

used;
X16 Flag indicating that the V values in the YUV color transform had been used

3.1.2 Sub-Header for the Image Brightness Data

Mask for the transform coefficients in the initial pyramid level (4 hexadecimal
numbers)—16 bits:

MSByte MSb …. LSb LSByte MSb …. LSb 

Common mask for the transform coefficients in the middle levels of the pyra-
mid decomposition (4 hexadecimal numbers)—16 bits:

MSByte MSb ….. LSb LSByte MSb ….. LSb 

Mask for the transform coefficients in the highest pyramid level (4 hexadecimal
numbers)—16 bits:

MSByte MSb ….. LSb LSByte MSb ….. LSb 

Run-length type, 8 types—8 bits (patented);
First Run-length code—8 bits (patented);
Last (second) Run-length code—8 bits (patented);
Quantization coefficient for the first pyramid level—binary number (8 bits);
Selected approximation method for each level (WHT, DCT, etc.)—6 bits: 2 bits

for each group: Initial level, Middle levels and Last level. Approximation coding:
00—WHT; 01—DCT; 02—Plane; 03—Surface.
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Original image size (vertical direction)—binary number (16 bits);
Original image size (horizontal direction)—binary number (16 bits).

3.1.3 Sub-Header for the Image Color Data

Number of the selected initial level (2 hexadecimal numbers)—8 bits:

MSb ….. LSb 

Number of the selected end level (2 hexadecimal numbers)—8 bits:

MSb ….. LSb 

Mask for the used coefficients selection in the initial decomposition level (4
hexadecimal numbers)—16 bits:

MSByte MSb …. LSb  LSByte MSb …. LSb 

Mask for the used coefficients selection in the middle decomposition levels
(common mask for all levels)—16 bits:

MSByte MSb …. LSb LSByte MSb …. LSb

Mask for the used coefficients selection in the highest decomposition level—16
bits:

MSByte MSb …. LSb LSByte MSb …. LSb

• Division coefficient for the first pyramid level (binary number)—8 bits;
• Selected approximation method for each level (WHT, DCT, etc.)—6 bits, 2 bits

for each group: Initial level, Middle levels and Last level.

Coding: 00—WHT; 01—DCT; 02—Plane; 03—Surface;

• Original image size (vertical direction)—binary, 16 bits;
• Original image size (horizontal direction) – binary, 16 bits;
• Used color format (4:1:1, 4:2:2, 4:4:4, 4:2:0)—16 bits.

Coding: 00—4:2:0; 01—4:4:4; 02—4:2:2; 04—4:1:1.

3.1.4 Sub-Headers for Transform Coefficients Quantization

• Sub-header for the last level (brightness): 16 binary numbers, for coefficients
(0–15): 8 bits each;
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• Sub-header for the last level (color): 16 binary numbers, for coefficients (0–15):
8 bits each.

3.1.5 Entropy Coding Table

• Number of bytes representing the Entropy Table (8 bits);
• Coding tree:

– most frequent value;
– second most frequent value;
– next values (up to 19 or 31), depending on the coding tree length permitted

(selected after better performance evaluation).
– Coded image data.

3.2 Coding of Group of Images: Additional Header

3.2.1 Group Header (First IDP Header)

Group coding identifier—16 bits (binary number);
Number of images in the group—8 bits (binary number);
Length of the reference image name—8 bits;
String of length equal to reference image name;
Length of the processed image name;
String of length equal to processed image name.

3.2.2 Header of the First Approximation of the Reference Image
(Second Header)

• IDP header—contains the description of the predefined decomposition
parameters.

• Coded data

3.2.3 Next Header (for Higher Level Approximations of Each
Multispectral Image in the Group)

• Regular header—IDP decomposition parameters.
• Coded data
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3.3 Coding of Compound Images: Additional Header

The basis is the IDP header—i.e. the first header.
Additional information placed at the header end:

• Layer file identifier—16 bits (binary number)—layers correspond to number of
objects detected in the image: pictures, text, graphics, etc.

For each part (object):

• Coordinates of the image part segmented (in accordance with the object seg-
mentation—text or picture)—2 9 16 bits (horizontal and vertical coordinate of
the lower left corner of the image part);

• Corresponding regular IDP header;
• Coded data.

3.4 Additional Information

The new format is very flexible and permits the addition of meta information,
which to enhance image categorization, search, or browsing: special data about the
disease, the patient age, medication, etc. This could also include the kind of IDP
watermarking used for the image content protection (resistant or fragile), the
number of watermarks, or other similar information.

4 Application Areas

The everyday IT practices require intelligent approach in image compression and
transfer. Usually such applications as image archives, e-commerce, m-trade, B2B,
B2C, etc., need fast initial image transfer without many details, which are later
sent to customers on request only. For such applications the IDP method is
extremely suitable because it permits layered image transfer with increasing visual
quality. Additional advantage of the IDP method is that because of the layered
decomposition it permits insertion of multiple digital watermarks (resistant and
fragile) in each layer [11]. Special attention requires the ability of the method for
scalable image representation. For this, the image approximations, which corre-
spond to lower decomposition layers, are represented scaled down. In result, the
quality of the restored images is visually lossless for very high compression ratios
[12]. Additional advantage is that the specially developed format permits easy
insertion of meta-information of various kinds. The computational complexity of
the method is lower than that of other contemporary methods for image com-
pression. Detailed evaluation of the computational complexity and comparison
with JPEG2000 is given in [12]. One more advantage is, that unlike JPEG, in
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which more quality is lost every time the file is compressed and saved again, the
IDP format retains the restored image quality regardless of the number of com-
pressions/decompressions. The method is suitable for wide variety of applications:
still image compression and archiving; creation of contemporary image databases
with reliable content protection; efficient compression of multispectral and multi-
view images, medical images and sequences of medical images.

The flexible IDP-based image processing, used for the creation of the new
format, permits setting of regions of interest and building of individual decom-
position pyramids for each region of interest. This approach is the basis for
adaptive processing of compound images, which contain pictures and texts.

5 Conclusions

The new format, presented in this chapter, is already implemented in software
(Visual C, Windows environment) developed at the Technical University of Sofia.
Several versions are already developed for still image compression, image group
coding, image content protection with multiple watermarks, image hiding,
archiving of multi-view and multispectral images and video sequences. The
software implementation of the IDP method based on the new format confirms its
flexibility and suitability for various application areas. The new format answers the
requirements for the most important properties of the image compression schemes:
Scalability, Region of interest coding, Processing power and Meta information.
Compared to basic image compression standards, the new format offers certain
advantages, concerning efficiency, computational complexity, ability to set regions
of interest, and the insertion of meta information (setting regions of interest after
image content analysis, digital watermarks insertion, etc.) [11]. The relatively low
computational complexity permits its ability for real-time applications also.

Special advantage is the method version for lossless image and data com-
pression, which is extremely efficient for graphics (EEGs and ECGs also) and text
images [10].
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Rule-Based Classification of Patients
Screened with the MMPI Test
in the Copernicus System

Daniel Jachyra, Jerzy Gomuła and Krzysztof Pancerz

Abstract The Copernicus system is a tool for computer-aided diagnosis of mental
disorders based on personality inventories. Knowledge representation in the form
of rules is the closest method to human activity and reasoning, among others, in
making a medical diagnosis. Therefore, in the Copernicus system, rule-based
classification of patients screened with the MMPI test is one of the most important
parts of the tool. The main goal of the chapter is to give more precise view of this
part of the developed tool.

1 Introduction

Computer support systems supporting medical diagnosis have become increasingly
more popular worldwide (cf. [14]). Therefore, the tool called Copernicus [11] for
classification of patients with mental disorders screened with the MMPI test has
been developed. The Minnesota Multiphasic Personality Inventory (MMPI) test
(cf. [6, 15]) delivering psychometric data on patients with selected mental
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disorders is one of the most frequently used personality tests in clinical mental
health as well as psychopathology (mental and behavioral disorders). In years
1998–1999, a team of researchers, consisting of W. Duch, T. Kucharski, J.
Gomuła, R. Adamczak, created two independent rule systems, devised for the
nosological diagnosis of persons, that may be screened with the MMPI-WISKAD
test [7]. The MMPI-WISKAD personality inventory is a Polish adaptation of the
American inventory (see [3, 16]). The Copernicus system developed by us is the
continuation and expansion of that research.

In the Copernicus system, different quantitative groups of methods supporting
differential inter-profile diagnosis have been selected and implemented. However,
rule-based classification of patients is one of the most important parts of the tool.
Knowledge representation in the form of rules is the closest method to human
activity and reasoning, among others, in making a medical diagnosis. In the most
generic format, medical diagnosis rules are conditional statements of the form:

IF conditionsðsymptomsÞ; THEN decisionðdiagnosisÞ:

The rule expresses the relationship between symptoms determined on the basis of
examination and diagnosis which should be taken for these symptoms before the
treatment. In our case, symptoms are determined on the basis of results of a
patient’s examination using the MMPI test. In the Copernicus system, the number
of rule sets generated by different data mining and machine learning algorithms
(for example: the RSES system [1], the WEKA system [17]) is included. However,
the rule base can be extended to new rule sets delivered by the user. In the case of
multiple sources of rules, we obtain a combination of classifiers. In classifier
combining, predictions of classifiers should be aggregated into a single prediction
in order to improve the classification quality. The Copernicus system delivers a
number of aggregation functions described in the remaining part of this chapter.

The Copernicus system supports the idea that visualization plays an important role
in professional decision support. Some pictures often represent data better than
expressions or numbers. Visualization is very important in dedicated and specialized
software tools used in different (e.g., medical) communities. In the Copernicus
system, a special attention has been paid to the visualization of analysis of MMPI data
for making a diagnosis decision easier. A unique visualization of classification rules
in the form of stripes put on profiles as well as visualization of results of aggregated
classification have been designed and implemented.

2 MMPI Data

In the case of the MMPI test, each case (patient) x is described by a data vector
aðxÞ consisting of thirteen descriptive attributes: aðxÞ ¼ ½a1ðxÞ; a2ðxÞ; . . .; a13ðxÞ�.
If we have training data, then to each case x we additionally add one decision
attribute d—a class to which a patient is classified.
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The validity part of the profile consists of three scales: L (laying), F (atypical
and deviational answers), K (self defensive mechanisms). The clinical part of the
profile consists of ten scales: 1.Hp (Hypochondriasis), 2.D (Depression), 3.Hy
(Hysteria), 4.Ps (Psychopathic Deviate), 5.Mf (Masculinity/Femininity), 6.Pa
(Paranoia), 7.Pt (Psychasthenia), 8.Sc (Schizophrenia), 9.Ma (Hypomania), 0.It
(Social introversion). The clinical scales have numbers attributed so that a profile
can be encoded to avoid negative connotations connected with the names of scales.
Values of attributes are expressed by the so-called T-scores. The T-scores scale,
which is traditionally attributed to MMPI, represents the following parameters:
offset ranging from 0 to 100 T-scores, average equal to 50 T-scores, standard
deviation equal to 10 T-scores.

For our research, we have obtained input data which has nineteen nosological
classes and the reference class (norm) assigned to patients by specialists. Each
class corresponds to one of psychiatric nosological types: neurosis (neur), psy-
chopathy (psych), organic (org), schizophrenia (schiz), delusion syndrome (del.s),
reactive psychosis (re.psy), paranoia (paran), sub-manic state (man.st), criminality
(crim), alcoholism (alcoh), drug addiction (drug), simulation (simu), dissimulation
(dissimu), and six deviational answering styles (dev1, dev2, dev3, dev4, dev5,
dev6). The data set examined in the Copernicus system was collected by T. Ku-
charski and J. Gomuła from the Psychological Outpatient Clinic.

Data vectors can be represented in a graphical form as the so-called MMPI
profiles. The profile always has a fixed and invariable order of its constituents
(attributes, scales). Let a patient x be described by the data vector:

aðxÞ ¼ ½56; 78; 55; 60; 59; 54; 67; 52; 77; 56; 60; 68; 63�:

Its profile is shown in Fig. 1.
A basic profile can be extended by additional indexes or systems of indexes (cf.

[13]). Different combinations of scales constitute diagnostically important indexes
(e.g., Gough’s, Goldberg’s, Watson-Thomas’s, L’Abate’s, Lovell’s indexes—see
[6]) and systems of indexes (e.g., Diamond’s [5], Leary’s, Eichmann’s, Petersen’s,
Taulbee-Sisson’s, Butcher’s [2], Pancheri’s). They have been determined on the
basis of clinical and statistical analysis of many patients’ profiles. All mentioned
and some additional (e.g., the nosological difference-configuration Gough-
Płu _zek’s system) indexes have been implemented in the Copernicus system. It
enables the user to extend the basic profile even to 100 attributes (13 scales plus 87
indexes).

Table 1 An input data for Copernicus (fragment)

Attribute a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 class
Scale L F K 1.Hp 2.D 3.Hy 4.Ps 5.Mf 6.Pa 7.Pt 8.Sc 9.Ma 0.It

#1 55 65 50 52 65 57 63 56 61 61 60 51 59 norm
#2 50 73 53 56 73 63 53 61 53 60 69 45 61 org
#3 56 78 55 60 59 54 67 52 77 56 60 68 63 paran
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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3 Rule-Based Classification in Copernicus

In this section, we describe step-by-step functionality of the Copernicus system
concerning rule-based classification of patients screened with the MMPI test.

3.1 General Selection of Rule Sets

For classification purposes, the user can select a number of rule sets included in the
tool (see Fig. 2). Such rule sets have been generated by different data mining and
machine learning algorithms (for example: the RSES system [1], the WEKA
system [17]). Moreover, the user can select its own rule set. The problem of
selecting suitable sets of rules for classification of MMPI profiles has been con-
sidered in our previous chapters (see [8–10, 12, 13]).

3.2 Specific Selection of Rules

After general selection of rule sets, the user can determine more precisely which
rules will be used in the classification process.

Each rule R in the Copernicus system has the form:

IF ai1ðxÞ 2 ½xl
i1; x

r
i1� AND . . . AND aikðxÞ 2 ½xl

ik; x
r
ik�; THEN dðxÞ ¼ dm; ð1Þ

where ai1; . . .; aik are selected scales (validity and clinical) or specialized indexes,
xl

i1, xr
i1,..., xl

ik, xr
ik are the left and right endpoints of intervals, respectively, d is a

Fig. 1 MMPI profile of a patient (example); suppressors +0.5K, +0.4K, +1K, +0.2K—a
correction value from raw results of scale K added to raw results of selected clinical scales
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diagnosis, dm is one of nosological classes proposed for the diagnosis. Each
aikðxÞ 2 ½xl

ik; x
r
ik� is called an elementary condition of R. For each patient x, its

profile is said to be matched to a rule R if and only if ai1ðxÞ 2 ½xl
i1; x

r
i1� and . . . and

aikðxÞ 2 ½xl
ik; x

r
ik�. This fact is denoted by xj ¼ R.

Each rule set included in the Copernicus system has been extracted from a
proper set of cases called a training set. Each rule R in the form of 3.1 can be
characterized by the following factors:

• the accuracy factor accðRÞ ¼ nC
nCD

,

• the total support factor supptðRÞ ¼ nC
n ,

• the class support factor suppcðRÞ ¼ nC
nD

,

• the quality factor qualðRÞ ¼ accðRÞsuppðRÞ,
• the length factor lengthðRÞ ¼ cardðai1; :::; aikÞ, i.e., a number of elementary

conditions of R,

where card denotes the cardinality of a given set, n is the size (a number of cases)
of the training set, nC is a number of cases in the training set which are matched to
R, nCD is a number of cases in the training set which are matched to R and which
have additionally assigned the class dm, nD is a number of cases in the training set
which have assigned the class dm.

Exemplary classification rules obtained from data consisting of profiles using
the WEKA system are shown in Table 2. The accuracy factor has been assigned to
each rule.

The user can set, among others, that each rule R used for classification a given
case x satisfies the following conditions:

Fig. 2 The rule selection window in the Copernicus system
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• a number of elementary conditions of R for which x does not match R is equal to
0 (exact matching) or more (approximate matching),

• x is matched to R with a certain degree (tolerance), i.e., for each elementary
condition aikðxÞ 2 ½xl

ik � t; xr
ik þ t�, where t is a tolerance value,

• accðRÞ is greater or equal to a given threshold,
• suppðRÞ is greater or equal to a given threshold,
• qualðRÞ is greater or equal to a given threshold,
• the interval ½xl

ik; x
r
ik� of each elementary condition of R has the property that

xr
ik � xr

ik is greater or equal to a given threshold (i.e., a rule with tight conditions
can be omitted),

• lengthðRÞ is included in a given interval (i.e., a rule with too short or too long
condition part can be omitted),

• indicated scales in elementary conditions of R are omitted—the so called scale
excluding (for example diagnosticians’ experience shows that the scale 5.Mf is
weak and it should be omitted).

For elementary conditions in the form of intervals, we sometimes obtain lower and
upper bounds that are, for example, �1 and1, respectively. Such values cannot
be rationally interpreted from the clinical point of view. Therefore, ranges of
classification rule conditions can be restricted. We can replace 1 by:

• a maximal value of a given scale occurring for a given class in our sample,
• a maximal value of a given scale for all twenty classes,
• a maximal value of a given scale for a normalizing group (i.e., a group of

women, for which norms of validity and clinical scales have been determined),
• a maximal value for all scales for a normalizing group, i.e., 120 T-scores.

A procedure for restricting ranges of classification rule conditions with the value
�1 is carried out similarly, but we take into consideration minimal values. A
minimal value for all scales of normalizing group of women is 28 T-scores.
Specialized indexes are linear combinations of scales. Therefore, restricting ranges

Table 2 Exemplary rules obtained after transformation of a decision tree generated for all scales
excluding scale 5

L 1.Hp 3.Hy 6.Pa 8.Sc 9.Ma 0.It Rule No.:class
(accuracy %)

\=58 \=57 R1:norm (89)
58� 64 \=59 \=77 \=68 R2:norm (89
[64 \=77 \=56 R3:neur (85)
58� 64 [59 \=77 \=68 R4:neur (85)

[58 \=57 [58 R5:psych (92)
[64 \=77 [56 R6:schiz (85)
58� 64 \=77 [68 R7:schiz (85)

[58 \=57 \=58 [59 R8:simu (94)
[57 [77 R9:simu (94)

[58 \=57 \=58 \=59 R10:dissimu(85)
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of rule conditions for indexes is also possible and simple. Copernicus enables us to
select the way of restricting ranges. Rule conditions are automatically restricted to
the form readable for the diagnostician-clinician.

3.3 Visualization of Profiles and Rules

The rule R can be graphically presented as a set of stripes placed in the profile
space. Each condition part aijðxÞ 2 ½xl

ij; x
r
ij�, where j ¼ 1; :::; k, of the rule R is

represented as a vertical stripe on the line corresponding to the scale aij. This stripe
is restricted from both the bottom and the top by values xl

ij, xr
ij, respectively. Such

visualization enables the user to easily determine which rule matches a given
profile (cf. Fig. 3).

3.4 Classification Results

On the basis of rules a proper diagnostic decision for the case x can be made.
Aggregation factors implemented in the Copernicus system enable selecting only
one main decision from decisions provided by rules used for the classification of x.
For each class d for which cases can be classified, a number of different aggre-
gation factors can be calculated. The first aggregation factor is the simplest one.

Fig. 3 Visualization of a rule in the profile space
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It expresses the relative number of rules denoting the class d in the set of all rules
matched by x in the selected sense (see Sect. 3.2):

aggr1ðdÞ ¼
cardðfR : xj ¼ R and classðRÞ ¼ dgÞ

cardðfR : xj ¼ RgÞ :

Another three aggregation factors take also into consideration the maximal value
of quality factors of rules from indicating the class d. These factors differ on the
weights of components:

aggr2ðdÞ ¼0:8 maxðfqualðRÞ : xj ¼ R and classðRÞ ¼ dgÞ

þ 0:2
cardðfR : xj ¼ R and classðRÞ ¼ dgÞ

cardðfR : xj ¼ RgÞ ;

aggr3ðdÞ ¼0:5 maxðfqualðRÞ : xj ¼ R and classðRÞ ¼ dgÞ

þ 0:5
cardðfR : xj ¼ R and classðRÞ ¼ dgÞ

cardðfR : xj ¼ RgÞ ;

aggr4ðdÞ ¼0:67 maxðfqualðRÞ : xj ¼ R and classðRÞ ¼ dgÞ

þ 0:33
cardðfR : xj ¼ R and classðRÞ ¼ dgÞ

cardðfR : xj ¼ RgÞ :

The last two aggregation factors additionally take into consideration the average
length of rules from the d class. In this case, the smaller the average length is, the
better the set of rules. These factors differ on the weights of components:

aggr5ðdÞ ¼ 0:6 maxðfqualðRÞ : xj ¼ R and classðRÞ ¼ dgÞ
þ 0:2avgðf1� lengthðRÞ : xj ¼ R and classðRÞ ¼ dgÞ

þ 0:2
cardðfR : xj ¼ R and classðRÞ ¼ dgÞ

cardðfR : xj ¼ RgÞ ;

aggr6ðdÞ ¼ 0:4 maxðfqualðRÞ : xj ¼ R and classðRÞ ¼ dgÞ
þ 0:4avgðf1� lengthðRÞ : xj ¼ R and classðRÞ ¼ dgÞ

þ 0:2
cardðfR : xj ¼ R and classðRÞ ¼ dgÞ

cardðfR : xj ¼ RgÞ :

In formulas of aggregation factors, max denotes the maximum value, avg denotes
the arithmetic average value, and classðRÞ denotes the class indicated by the rule
R. To calculate the quality factor of a rule, we can use either the total support
factor or the class support factor.
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If a given aggregation factor aggrðdÞ is calculated for each class d to which
cases can be classified, then weighted maximum value is determined:

maxðfw1aggrðd1Þ;w2aggrðd2Þ; . . .;wmaggrðdmÞgÞ;

Fig. 4 Selection of aggregation factors in the Copernicus system

Fig. 5 An exemplary classification star in the Copernicus system
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where m is a number of all possible classes and weights (w1, w2; . . .;wm) can be set
by the user between 0 and 1, for each class separately (see Fig. 4).

The main differential diagnosis for a given case x is set as dm if wmaggrðdmÞ is
the maximum value and wmaggrðdmÞ[ 0:67. The supplementary differential
diagnosis for a given case x is set as ds if wsaggrðdsÞ is the next maximum value
and wsaggrðdsÞ[ 0:33.

Classification results for each case are visualized in the form of the so-called
classification star (see Fig. 5) or in the form of the so-called classification column
chart (see Fig. 6).

Aggregation factors have been validated by experiments carried out on a data
set with over 1,000 MMPI profiles of women. The quality of classification of cases
for described aggregation factors is shown in Table 3. This quality is calculated as
a ratio of a number of cases for which a class assigned by a diagnostician is the
same as a class indicated by the classification system to a number of all cases.

Fig. 6 An exemplary classification column chart in the Copernicus system

Table 3 A quality of
classification of cases for
described aggregation factors

Aggregation factor Quality of classification (%)

aggr1 87.9
aggr2 77.4
aggr3 84.8
aggr4 82.9
aggr5 78.9
aggr6 82.6
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4 Conclusions

In this chapter, we have described the Copernicus system—for computer-aided
diagnosis of mental disorders based on personality inventories. The main attention
has been focused on rule-based classification. This part of the tool has been pre-
sented more precisely. Our main goal of research is to deliver to diagnosticians and
clinicians an integrated tool supporting the comprehensive diagnosis of patients.
The Copernicus system is flexible and it can also be diversified into supporting
differential diagnosis of profiles of patients examined by means of other profes-
sional multidimensional personality inventories.
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An Adaptive Approach for Noise
Reduction in Sequences of CT Images

Veska Georgieva, Roumen Kountchev and Ivo Draganov

Abstract CT presents images of cross-sectional slices of the body. The quality of
CT images varies depending on penetrating X-rays in a different anatomically
structures. Noise in CT is a multi-source problem and arises from the funda-
mentally statistical nature of photon production. This chapter presents an adaptive
approach for noise reduction in sequences of CT images, based on the Wavelet
Packet Decomposition and adaptive threshold of wavelet coefficients in the high
frequency sub-bands of the shrinkage decomposition. Implementation results are
given to demonstrate the visual quality and to analyze some objective estimation
parameters such as PSNR, SNR, NRR, and Effectiveness of filtration in the per-
spective of clinical diagnosis.

Keywords CT image � Noise reduction � Wavelet transformations � Adaptive
threshold

1 Introduction

In Computed Tomography, the projections acquired at the detector are corrupted
by quantum noise. This noise propagates through the reconstruction to the final
volume slices. This noise is not independent of the signal. It’s Poisson distributed
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and independent of the measurement noise [1]. We cannot assume that, in a given
pixel for 2 consecutive but independent observation intervals of length T, the same
number of photons will be counted. The measurement noise is additive Gaussian
noise and usually negligible relative to the quantum noise. It comes from the
motion of patient [1].

The methods of noise reduction can be categorized as spatial domain methods
and transform domain methods. In the case of spatial domain methods, the noise in
original image is reduced within the spatial domain. It employs methods like
neighborhood average method, Wiener filter, center value filter and so on. In the
transformations field the image is transformed, and the coefficients are processed
to eliminate noise [2, 3]. This methods generally have a dilemma, between the rate
of noise reduction and holding of image edge and detail information. Recent
wavelet thresholding based denoising methods proved promising, since they are
capable of suppressing noise while maintaining the high frequency signal details.
The wavelet thresholding scheme [4], which recognizes that by performing a
wavelet transform of a noisy image, random noise will be represented principally
as small coefficients in the high frequency sub-bands. So by setting these small
coefficients to zero, will be eliminated much of the noise in the image.

In this chapter, we purpose to reduce the noise components in the CT images on
the base of 2D wavelet packet transformations. To improve the diagnostic quality
of the medical objects some parameters of the wavelet transforms are optimized
such as: determination of best shrinkage decomposition, threshold of the wavelet
coefficients and value of the penalized parameter of the threshold. This can be
made adaptively for which image in the sequence on the base of calculation and
estimation of some objective parameters.

The chapter is arranged as follows: In Sect. 2 is given the basics stages of the
proposed approach; in Sect. 3 are presented some experimental results, obtained by
computer simulation and their interpretation and Sect. 4—the Conclusion.

2 Basic Stages for Noise Reduction in CT Image

The general algorithm for noise reduction based on wavelet packet transform
contains the following basic stages:

• Decomposition of the CT image;
• Determination of the threshold and thresholding of detail coefficients;
• Restoration of the image;
• Estimation of filtration.
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2.1 Decomposition of the Image

The scheme for obtaining the Wavelet packet decomposition (WPD) for noise
reduction is shown on Fig. 1.

The wavelet packet analysis is a generalization of wavelet decomposition that
offers a richer image analysis. The wavelet packet methods for noise reduction
give a richer presentation of the image, based on functions with wavelet forms,
which consist of 3 parameters: position, scale and frequency of the fluctuations
around a given position. They propose numerous decompositions of the image,
that allows estimate the noise reduction of different levels of its decomposition.
For the given orthogonal wavelet functions exists library of bases, called wavelet
packet bases. Each of these bases offers a particular way of coding images, pre-
serving global energy, and reconstructing exact features. Based on the organization
of the wavelet packet library, it is determinate the decomposition issued from a
given orthogonal wavelets. A signal of length N = 2L can be expand in a different
ways, where a is the number of binary sub trees of a complete binary tree of a
depth L. The result is a C 2N/2 [4]. As this number may be very large, it is
interesting to find an optimal decomposition with respect to a conventional cri-
terion. The classical entropy-based criterion is a common concept. It is looking for
a minimum of the criterion. In case of denoising the 2D joint entropy of the
wavelet co-occurrence matrix is used as the cost function to determine the optimal
threshold. In this case 2D Discrete Wavelet Transform (DWT) is used to compose
the noisy image into wavelet coefficients [5].

We propose in the chapter another adaptive approach. The criterion is a min-
imum of three different entropy criteria: the energy of the transformed in wavelet
domain image, Shannon entropy and the logarithm of energy [6].

Looking for best adaptive shrinkage decomposition to noise reduction, two
important conditions must be realized together [7]. The conditions (1) and (2) are
following:

Ek ¼ min; for k ¼ 1; 2; 3;. . .; n ð1Þ

where Ek is the entropy in the level K for the best tree decomposition of image.

sij�T ð2Þ

where sij are the wavelet coefficients of image S in an orthonormal basis, T is the
threshold of the coefficients.

Fig. 1 Scheme for obtaining the WPD for noise reduction
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To select the level of the shrinkage decomposition is the next step in the
algorithm.

2.2 Determination of the Threshold and Thresholding
of Detail Coefficients

By determination of the global threshold it is used the strategy of Birge-Massart
[8]. This strategy is flexible. It uses spatial-adapted threshold, which allows to
determinate the thresholds in three directions: horizontal, vertical and diagonally.
The wavelet thresholding procedure removes noise by thresholding only the
wavelet coefficients of the detail sub-bands, while keeping the low resolution
coefficients.

The threshold can be hard or soft. The soft-thresholding function takes the
argument and shrinks it toward zero by the threshold. The soft-thresholding
method is chosen over hard-thresholding, because it yields more visually pleasant
images over hard-thresholding. To become more precisely determination of the
threshold for noise reduction in the image we can penalize adaptively the sparsity
parameter a [9]. Choosing the threshold too high may lead to visible loss of image
structures, but if the threshold is too low the effect of noise reduction may be
insufficient.

All these elements of the procedure for noise reduction can be determined on
the base of the calculated estimation parameters. PSNR and EFF values are higher
for better denoised CT image where the value of NRR is lower.

2.3 Restoration of the Image

The restoration of the image is on the base on 2D Inverse Wavelet Packet
Transform. The reconstructions level of the denoised CT images in the sequence is
different for each image and is dependent on the level of its best shrinkage
decomposition.

2.4 Estimation of Filtration

In this stage are analyzed some objective estimation parameters such as Peak signal
to noise ratio (PSNR), Signal to noise ratio in the noised image (SNRY), Signal to
noise ratio in the filtered image (SNRF), Noise reduction rate (NRR), and Effec-
tiveness of filtration (EFF), and SSIM coefficient in the perspective of clinical diag-
nosis. All adaptive procedures in the proposed algorithm are made automatically,
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based on calculated estimation parameters. PSNR and EFF values are higher for better
denoised CT image where the value of NRR is lower.

3 Experimental Results

The formulated stages of processing are realized by computer simulation in
MATLAB environment by using WAVELET TOOLBOX. The image data con-
sists of grayscale CT-slices images of the liver of size 512 9 512 pixels, 16 bits in
DICOM format. They are 2,367 images, archived in 12 series. In analyses is
presented a sequence of 6 CT images.

The simulation is made with additive Poisson noise with intensities values
between 0 and 1 and corresponding to the number of photons divided by 1012.

All computations were performed using Coiflet wavelet packet function. The
best results for the investigated sequence of 6 CT images are obtained by the third,
fourth and fifth level of the shrinkage decompositions. They are obtained by using
the Shannon entropy criteria. By using of the log energy and energy criteria the
effectiveness of the filtration is smaller. For noise reduction is used soft threshold.

In Fig. 2 are shown the best shrinkage decompositions for CT image IM00004
(on level 4), obtained by using the three types of entropy criterion.

In the chapter are analyzed some quantitative estimation parameters: PSNR,
Signal to noise ratio in the noised image (SNRY), Signal to noise ratio in the
filtered image (SNRF), Effectiveness of filtration (EFF) Noise reduction ratio
(NRR) and SSIM.

Table 1 contains the simulation results from the noise reduced CT image
IM0004 (on level 4), obtained by using the three types of entropy criterion.

By using of the log energy and energy criteria the values of PSNR, SNRF and
EFF are lower and the effectiveness of the filtration is smaller.

Table 2 contains the obtained results from the noise reduced sequence of the 6
CT images.

In order to quantify how much noise is suppressed by the proposed noise
reduction approach, the noise reduction rate is computed. The obtained average
results for NRR are around 0.3 and shows that the noise is three times reduced. The
calculated values of SSIM for all images are around 0.7.

The simulation results show that by increasing the level of the best shrinkage
decomposition the values of SNRF and EFF increase too, but the value of PSNR
decreases.

The obtained result can be compared with other adaptive methods for noise
reduction in CT images of the liver, based on wavelet discrete transform (DWT)
[10]. In this case the NRR plot shows that noise is reduced by approximately 0.5 or
around two times. Such comparison is very difficult through large variations of
liver geometry between patients, the limited contrast between the liver and the
surrounding organs and different amplitude of noise. Other sides the properties of
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the images are different, such as resolution and depth. In many case the estimation
was made only on the base of particular parameters such as PSNR or SNR [11, 12].

By energy criterion 

By log energy criterion 

By Shannon criterion

Fig. 2 The best shrinkage decompositions for CT image IM00004 on level 4 by three different
type of entropy criterion. a By energy criterion. b By log energy criterion. c By Shannon criterion
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A visual presentation of the obtained results for the processed sequence of the 6
CT images can be seen in the next figures below. They all present: the original CT
image, the filtered image and the energy of filtered noise (Figs. 3, 4, 5, 6, 7 and 8).

The implemented studying with sequence of real CT images and the obtained
experimental results have shown that:

• The proposed effective approach for noise reduction based on WPD can be
adaptive applied for every CT image-slice in the sequence;

• It’s necessary to do this in regard to different rate of noise in the images, which
varies depending on penetrating X-rays in a different depth of the anatomical
structures;

• The parameters of this filter can be automatically and separately for every CT
image in the sequence determinate on the base of calculated objective
estimations;

• A complementary adjustment can be made in the case of the level of shrinkage
decomposition and the sparsity parameter a of the penalized threshold. It can be

Table 1 Simulation results for denoised CT image IM00004 by using three types of entropy
criterion

Entropy criterion PSNR (dB) SNRY (dB) SNRF (dB) EFF (dB)

Energy 28.5085 16.7527 18.1347 1.3820
Log energy 28.3474 16.7527 18.0683 1.3156
Shannon 28.5864 16.7527 18.1647 1.4120

Table 2 Simulation results for denoised sequence of the 6 CT images

Image Level PSNR (dB) SNRY (dB) SNRF (dB) EFF (dB)

IM00001 3 28.8910 17.2103 18.3181 1.1076
IM00003 4 28.6506 16.8878 18.6506 1.3561
IM00004 4 28.5864 16.7527 18.1647 1.4120
IM00005 5 28.3706 16.5655 18.0115 1.4446
IM00008 5 28.2527 16.0946 17.8386 1.7440
IM00010 5 27.9229 16.1185 18.0895 1.9710

Fig. 3 CT image IM00001: a original image, b filtered image, and c energy of the reduced noise
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applied for selected ROI of the CT images too, but depending on the specific
character of the region;

• The noise reduction process can’t be applied by differences in the inter sequence
images in the case of reiteration of elements in the same position for loss of
specific medical information.

Fig. 4 CT image IM00003: a original image, b filtered image, and c energy of the reduced noise

Fig. 5 CT image IM00004: a original image, b filtered image, and c energy of the reduced noise

Fig. 6 CT image IM00005: a original image, b filtered image, and c energy of the reduced noise
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4 Conclusions

In the chapter is proposed a new and effective adaptive approach for noise
reduction in sequences of CT-slice images. It’s based on wavelet packet trans-
formation. The implemented algorithm provides a basis for further investigations
in several directions:

• For elimination of more noised CT-slice images from the investigated sequence
which are in near neighborhoods (have the same diagnostic information) of
images with lower rate of noise. So can be decreased the volume of image data
in the sequences while only the better images will be kept in the database;

• The denoised sequence of CT images can be used for better visualization in 3D
reconstruction;

• The denoised sequence of CT images can be post processed with methods for
segmentation, based on adaptive WPD for detection of specifically regions and
edges with more diagnostic information;

• Some statistical characteristics such as histogram of the images and the func-
tions of noise distribution can be analyzed for full automatically reduction of the
noise;

Fig. 7 CT image IM00008: a original image, b filtered image, and c energy of the reduced noise

Fig. 8 CT image IM00010: a original image, b filtered image, and c energy of the reduced noise
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• The denoised sequence of CT images can be effective compressed for
decreasing the image database for further transmission and archiving;

• The obtained image database can be easily implicated for classification of dif-
ferent diseases.

Acknowledgments This chapter was supported by the Joint Research Project Bulgaria-Romania
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Intelligent Predictive Diagnosis on Given
Practice Data Base: Background
and Technique

George Isoc, Tudor Isoc and Dorin Isoc

Abstract Medical diagnosis is a model of technical diagnosis for historical rea-
sons. At this point, technical diagnosis results as a set of information processing
techniques to identify technical faults can be extent to the medical field. Such
situation is referring to the modeling of the cases and to the use of the information
regarding the states, medical interventions and their effects. Diagnosis is possible
not only through a rigorous modeling but also through an intelligent use of the
practice bases that already exist. We examine the principles of such diagnosis and
the specific means of implementation for the medical field using artificial intel-
ligence techniques usual in engineering.

1 Introduction

Artificial Intelligence is an area that affords to suggest general solutions to be
universally used. One such area is that of the diagnosis to be applied to technical
systems but also to humans. Despite the fact that the medicine was the starting
point, the use of simplified models has enabled the important development of
technical systems.

This is proven by the development of reasoning and modeling techniques as
parts of intelligent systems [1–11]. These are more diverse, more abstract, but with

G. Isoc (&)
Clinical Emergency Hospital Oradea, Oradea, Romania
e-mail: George.Isoc@yahoo.com

T. Isoc
Technical University of Cluj-Napoca, Cluj-Napoca, Romania
e-mail: Tudor.Isoc@eps.utcluj.ro

D. Isoc
Integrator Consulting Ltd, Cluj-Napoca, Cluj-Napoca, Romania
e-mail: Dorin.Isoc@yahoo.com

B. Iantovics and R. Kountchev (eds.), Advanced Intelligent Computational
Technologies and Decision Support Systems, Studies in Computational Intelligence 486,
DOI: 10.1007/978-3-319-00467-9_5, � Springer International Publishing Switzerland 2014

53



increasing restrictions on the application. In principle, the restrictions of the
application refer to the need for developed intelligent systems to be able to learn
and further for their bases of knowledge to be validated. This tendency makes
artificial systems, as decision-making systems including models and algorithms of
Artificial Intelligence, factitious and, the associated theory, difficult to apply.

There are rare researches that leave the field of theory and approach the essence
of the methodology of human diagnosis [12–14] in order to make it primarily a
low-bias activity. The achieved intelligent systems [15, 16] are usually individual
applications with a small area of extension and they are not well received in many
medical environments.

Problems on the diagnosis remain at the starting point, weather it is a technical
or human one. It is more important to set a reasoning technique than to do a
complete description of the viable information that can be used for making a
diagnosis. Finally the diagnosis should be put into a dynamics of its own state-
ments of functional abnormality. The vision change introduces predictive capacity
resulting from the diagnosis, prediction or forecast which the human factor will
never completely ignore.

The chapter aims to set the principles of intelligent prediction diagnosis of
technical systems for intelligent automatic medical diagnosis, the development of
the database and of the exploitation algorithm necessary to assist the medical
decision.

In the first chapter, we introduce the principles of automatic diagnosis of the
technical systems and we set the limitations that occur when the object of the
diagnosis is the human patient. Using these principles we suggest a representation
model of the practice base and further, an algorithm of exploitation of practice
base for an assisted decision. A series of interpretations are made and further we
draw concluding remarks about the contribution of the suggested technique.

2 Is a Fault State or A Disease an Abnormal Condition?

Although was born at the same time as the human being, the disease status is also
reflected in specific forms in the artificial world of machines. The similarities
between the two states have made that the language used in the technical field to be
used in the medical field. And here it seemed that the similarities were exhausted.

Cornerstone of medical diagnosis (medical diagnostic) is the collecting of
interest information through discussion or dialog with the patient. Further, it come
the tests and examinations based on measurements and equipments, followed once
again by discussion with the patient, and then the prescription of treatment fol-
lowed by the evaluation which again is followed by a discussion with the patient.

In technical world, one essential element is missing: the discussion with the
patient! There for the ‘‘technical’’ doctor does not talk to anyone and has no place
from which to collect any specific information and can not confirm assumptions
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and effects of the medication. Another important detail: The technical patient does
not come to the technical doctor to complain about anything!

Despite these essential differences, one can find many similarities between the
two situations.

First, it is necessary to set the terms. For the patient, we talk about disease or
condition while for the technical system, we talk about fault. In both cases, the
symptom is the clue indicating the presence of an abnormal state, is it disease or
fault.

Further, we will indicate the elements that allow a definition of the fault state
[17] and the connections with those features that make the patient a form/a part of
a kind of system.

From the medical point of view, beyond any ethical limitations, the disease is a
kind of problem in the general sense of the information. This is to say that the
disease appears as an incomplete collection of information. The gap, discovered
with the help of the other information we acquire in the collection, is the infor-
mational solution to the problem.

The collection of information is made up of what the doctor knows as a result of
the studies and professional investigations, what the doctor knows as a result of
personal readings, what the doctor knows from accumulation and filtering of daily
experience. The collection is filled with what the doctor may acquire through the
use of investigative techniques and technical means such as appliances and means
of investigation.

Finally, the collection is completed with information that the doctor acquires,
either directed or not, following the dialog with the patient.

If we now make an analysis of the disease as a fault condition for the normal
function of the human being, we can identify issues that can be interpreted.

For a fair comparison, it is necessary that the technical system is seen as an
ordered collection of objects made in order to achieve a purpose. Another common
element regarding the information is that it says that all key parameters of the
system and of the patient supposed to have an evolution over time. We thus
acknowledge that the technical system model and the patient model are dynamic.

The whole key parameter values group will be known as the state of the
dynamic system. Key parameters as functions of time will be known as variables
of the dynamic system.

We notice that by doing this, the technical system and the patient are taken
together with their dynamics and disease, fault or defective condition are part of
these dynamics.

In order to work with the concept of fault state it is necessary to define it as
detailed is possible. This definition will be given as a specification, i.e. defining the
state in a descriptive way as using the Rule 1 to Rule 9.

Rule 1 The fault state is a possible state of the system.

Technical description: The defined state of a system represents the number of
sets of values of its variables for all the time moments.
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The fault state is characterized through the same variables. The fault state
appears in some time moments.

Medical environment: Identical as in the technical system.

Rule 2 The fault state is an abnormal state.

Technical description: Each system has a certain finality established. Func-
tionally speaking, this means that from the number of possible states for the
system, one part is represented by the number of states which obey imposed
finalities. We’ll say that these states are called normal states or, more correctly,
normal functional states. We’ll name all the other possible states abnormal states
as oppose to the normality. There is however one part of the abnormal state that is
not only representing the finality of the system but it represents the contrary of the
normal state or even a totally user inconvenient. Among these possible states we
also find the fault state. The normality of a state is defined by the human factor.
Normality is a problem of convention and experience.

Medical environment: As a human being, the patient can not be assigned with
a purpose. The other details still stand. The normality of a state is learned or is
defined by a medical standard.

Rule 3 The fault state is a stable state.

Technical description: The variables which define the fault state reveal the
snapshot states of a system. The process of revealing a state at a certain moment
can be assimilated to a measurement process. The conditions imposed to the
measurement assume the stability of the state that is the limited character of the
value, and also of the variation of the value at a given moment in time. It follows
that the fault state is a stable state.

Medical environment: It must be taking in consideration that we are dealing
with a living organism. It is necessary to separate the fault state, ie sickness form
accident. Although they appear almost the same, the two situations are different
considering that the accident doesn’t have stability. It assumes that the intervention
to remove the state of disease is promptly. If the state of disease is not removed in
time it can end up to irreversible changes. Example: A child who is feverishly will
dehydrate and soon reach the critical state.

Rule 4 The fault state has a certain time horizon.

Technical description: The fault state is a possible state of the machine. It’s
also a part of the ‘‘history’’ of the machine. The fault state also has a beginning and
an ending. In this way, the fault state has a certain time horizon. In addition, every
fault state has a certain dynamic. As the fault state is stable, it follows that the
duration of the fault state is longer than the systems transitional condition. It
follows that we have two types of faults. The first type is that of the faults with
immediate effect. This type of fault can fall into the category of accidents. Their
mere appearance means the exhaustion of the fault state. The second type is of the
faults with continuous effect. Unlike the previous case, in these cases we find that
the faults’ effects are present for a significant time period.
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Medical environment: Any disease is known through it’s starting event or
symptoms, through the signs of evolution and a normal duration of the disease and
then through the signs that can predict the healing process. We notice that most of
the diseases with acute manifestation can be included in this category.

Rule 5 The fault state may be due to a functional or structural cause.

Technical description: By the causes that are determining it, the fault state
may be a consequence of an internal disturbance such as the modification of a
physical parameter. The effect manifests on the system state which becomes the
fault state. The fault state has the information on the way the system works but also
on the causes that produced it.

Medical environment: Without exceptions the rule is valid.

Rule 6 The fault state can be foreseen almost anytime.

Technical description: Any system exists in the boundaries of a human
experience. This experience involves the accumulation of experience by default,
by sequencing analysis and troubleshooting. Especially those symptoms causing
functional faults, without leading to destruction prove to be of large interest.
Functional faults determine behaviors outside the technical system performance
requirements.

Medical environment: For the patient the functional performances are reduced
to normal parameter values and to the existence of the state of comfort and
wellbeing. It is difficult to precisely define these conditions.

Rule 7 The fault state can not always be built out of measurable information.

Technical description: In real terms, defining the set of state variables must
coincide, in theory even entirely, with the set of measurable variables of the
physical system. While not all determinant variables of the physical system can be
measured, some information that could define the state will not be accessible to an
automatic diagnosis. It is there for required that some state variables of the
machine, thus of the fault state to be constructed (estimated) or obtained by other
means, such as, for example, information from the human factor.

Medical environment: The situation is specific to living matter where mea-
surements can not be achieved either because of lack of access or lack of sensitive
equipment

Rule 8 The fault state is always outside the possibilities of the control system.

Technical description: A technical system is difficult to be conceived without
human or automatic control systems. Their role is to keep certain variables in the
user’s desired limits. The control system will act on some of the abnormal states of
the machine in order to compel them to determine the output values within the
limits imposed purpose. It results that the control system can act on some state
variables that tend to become abnormal in the sense of forcing them to become
normal. If we consider these states as fault states is wrong because their infor-
mation is already modified by the intervention of the control system. Thus the
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diagnostic system will treat as fault states only those abnormal states which are
outside the control systems performances.

Medical environment: It is proven that worldwide we can be find a lot of cyber
connections, including the ones for control or for self-control.

Rule 9 The fault state does not always affect the controlled systems performances.

Technical description: A reciprocal like: a fault state does not necessarily
affect the performance of the controlled system is not always true. The reason for
this is that an inspection will mask the existence of a fault by constraints imposed
on a fault state considered only as an abnormal state: the system of control can not
be advised on the reasons of the abnormal state, ie an external or internal one.

Medical environment: This situation is described by the fact that the general
bad state is not the same for all patients.

Restriction 1 In a technical system, once a fault occurred it does not self-repair.

Medical environment: Unlike technical systems, living organisms have self-
control mechanisms that can save them from different situations without medical
interventions.

Restriction 2 In a technical system, an occurred fault can maintain itself or
develop into other faults with more important intensities.

Medical environment: Despite the fact that in the living world self-control
exists, the disease can degenerate in complications, similar to significant faults.

Restriction 3 A diagnosis system is intended to identify the fault state in relation
to a normal state defined or confirmed as such by the user.

Medical environment: Normality or health status is learned by each person.
The disease can occur only in situations where the normal state is abandoned or is
not found.

Restriction 4 A diagnosis system can be used for identification, isolation, pre-
vention or prediction of the fault state.

Medical environment: The above actions are the very actions that a good
health system is developing.

Restriction 5 The upper limits of the diagnosis system performance are imposed
by the lower limits of the control system performance of the variables included in
the state of the machine.

Medical environment: Illness of a patient with good general condition is
always detected only in a serious stage because his body is able to fight or
compensate the early stages of the disease.

Restriction 6 The diagnosis system can not act before the control system proved
to be inefficient in its action to constrain the variables ordered even if for proving
this situation a priori threshold is required.
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Medical environment: A condition can be detected only after the immune
system has been exceeded. We can deduce from this the importance of preventive
actions that may give clues that can be interpreted before signs of disease.

Restriction 7 For systems with human operators monitoring, the diagnosis sys-
tem performance limit is given by the limit of power expressed as the human
operators’ experience.

Medical environment: The medical system requires a power expressed by
medical staff qualifications, through its experience and the technology available
used for diagnosis. Monitoring is conducted here only with human operators.

Restriction 8 The diagnosis system is always located at a higher level of control,
at the level of supervision.

Medical environment: There is a medical system that has a specific function
within the organization of society and its place is established independently of the
other functions of society.

Restriction 9 Each fault state shall be provided with its specific time horizon.

Medical environment: Every disease has a period of development and of
recovery established by the medical practice over time.

Restriction 10 The fault state can not be defined only outside the supervised
system.

Medical environment: No medical staff recommends self-medication and self
diagnosis.

Restriction 11 A state which a technical system did not experience is a potential
question mark over its future. However, it is difficult to claim that a machine, who
oversees the system, is able to know all possible states of a given technical system.

Medical environment: The restriction is valid only on abnormal states whereas
human beings have an organic development process. It is natural that the man
throughout his life meets new states that are not necessarily abnormal or harmful.
For limited periods of time, the above restriction is valid and may be a reason for
the action of the diagnosis system.

Restriction 12 The decision on whether a state is normal or abnormal is taken in
a context where the human operator intervenes or provides new information to
filter common information.

Medical environment: The decision on a state of disease is always confirmed
by a human specialist.

In the detailed descriptive definition some restrictions are required that affect
the use of information on the fault state and also the appropriate state. The main
restrictions are presented and briefly argued from Restriction 1 to Restriction 12.

In conclusion, for the design and development of predictive technical diagnostic
systems we can enunciate a fundamental proposition:
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In a technical system, a functional fault always occurs at random but then
always has a deterministic and predictable evolution.

Now it is necessary to introduce the major technical diagnosis restriction in its
predictive version:

The predictive diagnosis role is to identify the fault state before pro-
ducing important technical and economic effects.

For the technical systems the predictive diagnosis is important. It has antici-
patory character and it is able to keep the technical systems functionality within
acceptable limits.

The similarity with the medical diagnosis is immediate even if the technical and
economic effects need to be replaced by ‘‘impairment of health’’.

3 Diagnosis on a Practice Base

Next the introduced and discussed concepts will be used in order to extend pre-
dictive diagnostic techniques in the medical field. First we’ll make a description of
the practice (experience) base.

3.1 Practice Base and Its Description

Any practice that refers to the same kind of facts can be uniformly described by a
set of information. If we take into account the fact that the disease is a ‘‘fault state’’
meaning that it respects the set rules from Rule 1 to Rule 9, then the facts can be
described:

• Through context which is a limited but sufficiently large collection of historical
data that are not determined by updated information or updates.

• Through situation which is a minimum stock of knowledge that can define the
current status of the patient for the doctor through accepted parameters and
values. It is noted that a statement always refers to a limited time horizon and
can be normal or critical, but this is defined in relation to the physician’s opinion
and the patient statements.
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Typically the practice base as in Fig. 1 has cases (C) and each case is char-
acterized by a history (H), a story (S) daily updated, including the last situation and
an evolution (D) which is a desired future state or a state that the patient can reach
as effect of a predicted evolution of his disease (Fig. 2).

More than that, the S story can be decomposed in episodes. Each episode is a
disease or fault case as in Fig. 3.

Fig. 1 The practice base is
described in a uniform
manner

Fig. 2 Temporary evolution (S) of each case appears as a chain of episodes while the global,
static description (H) global of the case system or patient) is unique. Each case has a final
outcome called denouement (DD) at some point of time. This time is not necessarily the end of
the case as existence but it is the end of known existence, usually identical to an earlier time or
the present time moment
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3.2 Diagnosis Intelligent Algorithm

On the fault state description as in rules set of Rule 1 to Rule 9 and the restrictions
of the set of Restriction 1 to Restriction 12 it is possible to build a diagnosis
predictive algorithm based on the principle that states in order to get similar effects
(positive evolution) are retrieved with the closest case in a given practice base and
apply similar solutions.

The algorithm given in Table 1 offers the doctor the support based on the
similarity between a current case and a large set of previous practices.

Fig. 3 The story of each case (system) consists of episodes where the doctor intervened to
remedy health after diagnosis. Each episode has a certain duration, typical to the patient (system).
The episode is identified by an initial state, a set of interventions and as a result, a new state
where the effects of the fault or disease are eliminated or diminished. This new state is expected
as anticipated normality state by the diagnostic system (doctor) by prediction

Table 1 The story of each case assumes episodes where the doctor acted to improve the health
state after a diagnosis

Step 1: Fill in the current case with the last event of the story
with measurements, results, tests and report findings

Step 2: do i ¼ 1 and k ¼ 0
Step 3: WHILE there still are cases on the experience basis REPEAT
Step 3.1: IF the case exemplar looks like the case experience of i THEN
Step 3.1.1: Remember case i
Step 3.1.2: Do k ¼ k þ 1
Step.3.2: Do CAk ¼ Ci

Step 3.3: END IF
Step 3.4: DO i ¼ iþ 1
Step 4: END REPEAT
Step 5 Provide list of similar cases in support of alternative medical treatments
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4 Interpretations

We find that the practice base should not belong to only one doctor but it is
necessary that the description of the cases to be uniform. Without going into
details, the H history contains information defining the individual in terms of
family, employment, living conditions. The health state has an continuous in time
evolution, the story (S), situated among disease states where the intervention of
medical staff is necessary. The practice proves that individuals with similar history
(H) and story (S) have similar states of evolution. For young individuals, the states
already occurred only by similar previous cases become predicted disease or health
states.

This is the way to use the practice as a manner to predict future states. So the
diagnosis becomes predictive diagnosis. The nature of information characterizing
the complex systems and also the patient gives to diagnosis the features of
intelligent system.

We also find that the question of similarity between cases is present, but it may
only be a simple fixed threshold value when implementing the technical solution.

5 Concluding Remarks

The chapter is intended to introduce the principles of intelligent predictive diag-
nosis and to describe a technique of assisted medical diagnosis but based on the
technical systems and artificial intelligence principles.

After a description of the fault state through a series of restrictions and rules
underlying the construction of an automatic diagnosis system, the practice base is
being shaped followed by its exploitation algorithm. We insists on the fact that
from the standpoint of artificial intelligence and those presented here, the
important part is the similarity between the examined case and the set of medical
experience in the experience base. It is also very important that the whole diag-
nosis system is one that assists the doctor and not one that replaces the doctor.

The contribution of this work particularly is to define the methodology of cases
representation. This representation will allow the use of the knowledge contained
in similar cases processed by intelligent predictive diagnosis systems in order to
predict health or disease state.
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Towards ICT Revolution in Healthcare:
Present and Perspectives for Electronic
Healthcare Record Systems

Iulian Furdu and Bogdan Pătrut�

Abstract This chapter will describe and discuss the applications and solutions
under development or implemented in the e-Health care systems, from the tech-
nological, social, organizational dimensions. A survey of the present status in
relation with e-Government will cover the leading countries (and not only) in ICT-
based developments in these sectors. The major implemented solutions will be
outlined regarding their actual implementation and administration. Key aspects
will be outlined for Electronic Healthcare Record Systems as core systems in
present or future national or regional health programs.

1 Background

Healthcare regardless of it’s geographical location and sociopolitical environment,
can be viewed as consisting of three stakeholder groups (providers, supporting
industry and governance) sharing the common aim of providing the best services to a
fourth stakeholder group—the patients, as beneficiaries of these services. Each of
these stakeholders will have shared values, expectations, needs, and challenges, which
will finally form the growth drivers—or opposers—to the enablement of a common
practice in these services. Cost savings, improved patient safety and improved access
to care are made possible through ICT investment in areas which have a well-proven
business case, such as Electronic Transfer of Prescriptions, Clinical Decision Support,
Electronic Health Records, and Chronic Disease Management Systems, all sustained
by a modern IT infrastructure. As world’s population is ageing healthcare system
should support the current and future needs of the population it serves.
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The information provided in this chapter covers mainly the last decade focusing
on last years. Current status, problems, solutions, advantages or disadvantages,
future trends or new advances are described for Electronic Healthcare Record
Systems.

2 Electronic Healthcare Record Systems

Electronic medical records (EMR) manage the clinical operations of healthcare
providers and lie at the center of any computerized health information system.
Without EMR other systems such as decision support systems cannot be effec-
tively integrated into routine clinical workflow. The multi-provider, multi-
specialty interoperable, multi-discipline computerized medical record, which has
been a goal for healthcare professionals, administrators and many politicians for
the past two decades, is about to become reality in many western countries.

Electronic medical records will tie together a patient’s health information from
numerous systems (like clinics, doctor’s offices, hospitals or pharmacies) to pro-
vide one coherent record in a structured format. That way, anyone who has
authorization to view it, gets a complete and accurate picture of the health status of
the patient.

Related terms to EMR that can be used both interchangeably and generically
include electronic health record (EHR), electronic patient record (EPR), computer-
based patient record (CPR) etc. [1].

An EMR generally contain a whole range of data in comprehensive or summary
form, including the patient past medical history, personal stats, medication and
allergies, physical assessment, physical examination, daily charting, nursing care
plan, referral, symptoms, diagnoses, treatment, laboratory test results, radiology
images, procedures, discharge, diaries, immunization status etc.

Worldwide, in North America, Europe, Asia/Pacific, Australia and New Zea-
land sustainable efforts are made to implement integrated EMR systems each zonal
entity usually having its own approach. Important steps to implement national
EMR systems are also taken in developing countries such as from Eastern Europe
(Poland, Czech Republic, Slovakia, Romania etc.). For example projects over 40
million euro have been recently granted from EU grant for the implementation in
Romania of the electronic prescription and electronic patient data sheet with
deadlines 2011 and 2012, respectively [2].

3 Problems Identified, Solutions and Current Status

Due to the lack of standardization for EHR systems in US in early 2000s, the amount
and the quality of stored data largely depended on software implementation: some of
them included virtually all patient data, while others were limited to specific types of
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data, such as ancillary results and medications. While some EHR systems provided
decision support (e.g., practitioner reminders and alerts, alerts concerning possible
drug interactions), others did not. Also, most EHR systems were enterprise-specific
and few of them provided powerful support for communication and or intercon-
nectivity across the providers within a community [3].

One solution was the adoption of a standard according to US Institute of
Medicine report [3] based on eight core capabilities that every EHRs should
possess.

Health Level 7 (HL7) version 3 for message transferring and Integrating the
Healthcare Enterprise (IHE, www.ihe.net) is a standardized approach to sharing of
clinical documents that became the principal messaging standard for clinical data
in the U.S., and possibly, in the world.

With the most of the standardization problems resolved, the top remaining problem
is the cost of implementation: a full EHR system, including a picture archiving and
communication system (PACS) can cost tens of millions, especially if future upgrades
are expected. Other technology problems include: the lack of a standard code of
generally accepted practices and protocols, poor user interface design, lack of
appropriate vocabulary and data transmission standards, difficulty in creating a
migration plan from chapter to EHRs. Training costs have to be added: many prac-
titioners are not accustomed to creating and using electronic care records and have to
have the literacy in using the system, performance data entry as well as information
retrieval. Even implementing an EHR system is a significant undertaking for any
healthcare organization, most of them include among their highest priorities the goal
of compliant evaluation and management (E/M) coding. [4]: ‘‘problems arise from
software systems that (a) may have coding engines that fail to account for medical
necessity; (b) may have designs that automatically guide physicians to create records
with high levels of documented care for every visit; (c) may have shortcut docu-
mentation tools that create ‘‘automated’’ documents, identified by Department of
Health and Human Services (HHS) as ‘‘having the potential for fraud and abuse’’; and
(d) therefore consistently derive and recommend submission of high-level E/M codes
for almost every patient encounter’’. The analysis of [5] shows that similar critical
areas exist in the various countries. Strategic, organizational and human challenges are
usually more difficult to master than technical aspects.

The main challenges to implement a national EHR system remain: data transfer
is expensive and difficult, lack of common standards for interoperability or data
security, and lack of national IT architecture.

The Obama administration has promised to invest $10 billion per year over the
next 5 years on healthcare IT. The administration’s stimulus package provides
incentives for implementing certified EHR systems, while those practices that
don’t adopt these systems by 2014 will receive reductions in reimbursement.

In Canada, Infoway is an independent, not-for-profit organization that invests in
partnership with public sector to implement health information systems. According
to its 2006–2007 Annual Report [6] ‘‘EHR… at the crossroads of success’’ the goal
for Infoway is that ‘‘by 2010 every province and territory and the populations they
serve will benefit from new health information systems that will help modernize
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the healthcare system. Further, 50 % of Canadians will have their electronic health
record readily available to the authorized professionals who provide their
healthcare services’’. Canada’s successes include the development of common
architecture and national standards for interoperability, patient registries and the
deployment of digital imaging while permitting local regions to implement their
own ICT systems such as SWODIN- the Southwestern Ontario Diagnostic
Imaging Network. Criticism to Infoway’s large centralized technology systems
claims that the focus should have been to start with primary care and add inter-
operability at a later stage [7].

World’s first digital national EHR belongs to Finland: ‘‘Finland is the first country
worldwide to offer such an innovative healthcare service to its population.’’ (Anne
Kallio, Development director, Ministry of Social Affairs and Health, Finland).

epSOS (www.epsos.eu) is the first pan-European project that provides cross-
border interoperability of EHRs between European countries. Guidelines on eHealth
interoperability (European Commission’s publication in 2007) were a step before.
Pilot eHealth infrastructure projects at the national level to implement interopera-
bility standards and architecture that are compatible with HL7 are developed in
England, Wales and Denmark (which has its own standard for messaging named
MedCon), Sweden by Carelink: national organisation that co-ordinates the devel-
opment and use of IT by medical professionals. Carelink also manages Sjunet, the
Swedish national IT infrastructure for healthcare. In France the system SESAM-
Vitale electronic health insurance (actually at its second generation called Vitale 2)
uses two cards to electronically sign claim forms—the patient data card and a health
professional card in the same reader—and the forms are sent directly to the patient’s
health insurance provider. According to Gemalto provider (http://www.gemalto.
com/public_sector/healthcare/france.html) over 83.63 % of general practitioners
are using the system, 99.65 % of pharmacists, 81 % of dentists (July 2010).

Also in Asia/Pacific area, Singapore government has announced that, the state
will have a national EHR system by 2010 which is currently in the implementation
stage. For the same year in Hong Kong was scheduled a pilot program for easier
patient registration with the use of Smart ID Cards in hospitals and clinics, linked to
clinical records. A major milestone in Taiwan’s health industry was the successfully
implemented ‘‘Smart Card’’ for healthcare. In New South Wales, Australia, one of
the largest clinical information system implementations started in 2007. It implies
developing and implementing EMR on a statewide basis, which include the Elec-
tronic Discharge Referral System. Also, New Zealand benefits from one of the
highest rates of EMR adoption.

4 Benefits

Although its fundament is clinical information, the EHR is used except clinicians
by potentially every other health professional who manages healthcare quality,
payment, risk, research, education, and operations. Furthermore, EHR provide
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ubiquitous access, complete and accurate documentation of all clinical details and
variances in treatments, interfaces with labs, registries, more reliable prescribing,
complete documentation that facilitates accurate coding and billing. Care delivery
to remote or rural regions is improved and redundant tests and treatments are
eliminated. Doctors and healthcare organizations using fully implemented EHR
report lower cost and higher productivity. The study presented in [8] reveals that
EHRs help to avert costs and increase revenue leading to significant savings for the
healthcare practice in: drug expenditures (33 %), improved utilization of radiology
tests (17 %), better capture of charges (15 %), decreased billing errors (15 %).
Patients, too, benefit from increasingly gaining access to their health information
and making important contributions to their personal health. Electronic referrals
allow for easier access to follow-up care with specialists, patients have portals for
online interaction with various providers; the need to fill out repeatedly same
forms is reduced. EHRs serve as the foundation for population health and, ulti-
mately, the potential for a national health information infrastructure.

The most widely EHR systems implemented are England, Denmark, Nether-
lands, and certain regions of Spain which are close to 100 % regarding to the use
of ambulatory EHR. Also, Sweden, Norway are at 80 % and behind Germany/
France are at 50 %. US is somewhere less 20 %, depending on EHR classification
[9]. From the perspective of EHR using for inpatient, coverage is high in England,
Sweden, Norway, Denmark, and Finland, followed by Germany and Spain (in mid-
low tier hospitals). In the US, Computerized physician order entry CPOE adoption
nationally is less than 25 % [9]. If interoperability is to consider Denmark has the
most signification implementation of production EHR with over 90 % of
encounters shared electronically same as some regions in Spain, English, and
Sweden.

5 Conclusions

The entire world is facing a healthcare revolution: the need for better solutions
according to ever growing needs for high quality services has driven health care
institutions, government policies, software or hardware providers to embrace or to
adapt the most valuable solution: e-Health. New national e-Health systems will be
functional next years and the implemented ones will be in a constant development.
The corresponding market for such services most probably will register a solid
growth next years.
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Compression of CT Images with Branched
Inverse Pyramidal Decomposition

Ivo R. Draganov, Roumen K. Kountchev and Veska M. Georgieva

Abstract In this chapter a new approach is suggested for compression of CT
images with branched inverse pyramidal decomposition. A packet of CT images is
analyzed and the correlation between each couple inside it is found. Then the
packet is split into groups of images with almost even correlation, typically into six
or more. One is chosen as a referent being mostly correlated with all of the others.
From the rest difference images with the referent are found. After the pyramidal
decomposition a packet of spectral coefficients is formed and difference levels
which are coded by entropy coder. Scalable high compression is achieved at higher
image quality in comparison to that of the JPEG2000 coder. The proposed
approach is considered perspective also for compression of MRI images.

Keywords CT image � Compression � Branched inverse pyramidal decomposition

1 Introduction

Important stage in Computed Tomography (CT) is archiving the images obtained
in an efficient manner concerning the data volume occupied and the image quality.
A vast number of medical image compression techniques exist [1] which can be
divided into two large groups—lossless [2, 3] and lossy [4] depending on the
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ability to restore the image fully or not. In both groups often a certain type of
decomposition of the image is applied—either a linear orthogonal transform or a
wavelet one combined with spectral coefficients rearrangement and entropy cod-
ing. Some authors propose completely different methods such as the min–max
method developed by Karadimitriou and Tyler [5].

Wu [6] propose an approach based on adaptive sampling of DCT coefficients
achieving compression in the interval 0.18–0.25 bpp at PSNR between 41 and
43 dB. The quality of the images at this compression is comparable to that of the
JPEG2000 as the author shows while the JPEG coder produces images with PSNR
between 31 and 40 dB for the same levels. Erickson et al. [7] confirm that wavelet
decomposition assures better quality for the images being compressed from 0.1 to
0.4 bpp in comparison to the JPEG coder.

Further more authors undertake the advantages of the wavelet decomposition
for medical image compression combining it with other techniques to construct
more efficient coders—using joint statistical characterization [8], by linear pre-
diction of the spectral coefficients [9], introducing region of interest (ROI) [10],
incorporating planar coding [11], etc. Nevertheless, the higher compression levels
achieved some authors point out the significant reduction of the visual quality of
these images [4]. While cumulative quality measures such as PSNR stay high the
smoothing of vast image areas due to the wavelet coefficients quantization
becomes intolerable for compression ratios (CR) smaller than 0.8 bpp in some
cases.

In this chapter a new approach for lossy CT image compression is suggested. It
is based on linear orthogonal transforms with a new type of spectral coefficients
hierarchical grouping provided by the Branched Inverse Pyramidal Decomposition
(BIDP). Along with entropy coding the approach assures higher image quality than
the previously developed methods at the same CR.

The chapter is arranged as follows: in Sect. 2 are given the steps of the proposed
algorithm; in Sect. 3 some experimental results are presented, and then a con-
clusion is made.

2 Compression of CT Images with BIDP

A new opportunity for achieving highly effective compression of CT images is the
usage of BIDP with 3 levels based on orthogonal transforms. It represents a
generalization of the Inverse Pyramidal Decomposition (IDP) [12] related to group
of CT images.

The new approach called BIDP includes the following stages:

1. Selection of a referent image from the group of CT images based on correlation
analysis. For the purpose the correlation coefficient qxy should be found
between the vectors ~X ¼ ½x1; x2; . . .; xS�t and ~Y ¼ ½y1; y2; . . .; yS�t describing the
intensity of the pixels inside a couple of images from the group:

72 I. R. Draganov et al.



qx;y ¼
XS

s¼1

ðxs � �xÞðys � �yÞ
, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

XS

s¼1

ðxs � �xÞ2
vuut
2

4

3

5�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XS

s¼1

ðys � �yÞ2
vuut
2

4

3

5: ð1Þ

Here �x ¼ 1
S

PS
s¼1 xs and �y ¼ 1

S

PS
s¼1 ys are the average values of the elements xs

and ys of the both vectors and S is the number of pixels in the images. The
selection of referent image is done after calculation of all correlation coefficients
for all couples possible from the group of CT images. The number of consecutive
images N forming a group for compression from all the images in the CT packet is
found according the relation varðqxg;ygÞ[ qxd;yd where qxg;yg is the correlation
coefficient between all the couples of images in the group and the qxd;yd is the
correlation coefficient between the referent image from the group and the most
distant one from the CT packet. As shown in Sect. 3 significant variation exist for
the correlation coefficient inside the selected group and outside it there is satu-
ration for its value indicating the limits of the group itself. For a group of N images
the number L of all couples l(p, q) is:

L ¼
XN�1

p¼1

XN

q¼pþ1

1ðp; qÞ: ð2Þ

After calculating all L correlation coefficients qpq the index p0 is found for
which it is true that:

XN

q¼1

qp0q�
XN

q¼1

qpq for p; q ¼ 1; 2; . . .;N; when p 6¼ q and p 6¼ p0: ð3Þ

Then the consecutive number of the referent image for the group is p0, that is
½BR� ¼ ½Bp0 �:

2. The matrix of the referent image R is divided to blocks with dimensions
2n 9 2n and each of them is presented with Inverse Pyramidal Decomposition
(IDP) with 3 levels:

½BRð2nÞ� ¼ ½~B0Rð2nÞ� þ
X2

p¼1

½~Ep�1;Rð2nÞ� þ ½E2;Rð2nÞ�; ð4Þ

where ½E2;Rð2nÞ� is the matrix of the residual from the decomposition. In the last
expression each matrix is with dimensions 2n 9 2n. The first component ½~B0Rð2nÞ�
for the level p = 0 is a rough approximation of the block [BR(2n)]. It is obtained by
applying inverse 2D-DCT over the transformed block ½~S0Rð2nÞ� in correspondence
with the expression:

½~B0Rð2nÞ� ¼ ½T0ð2nÞ��1½~S0Rð2nÞ�½T0ð2nÞ��1; ð5Þ

where ½T0ð2nÞ��1 is a matrix with dimensions 2n 9 2n for the inverse 2D-DCT.
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The matrix ½~S0Rð2nÞ� ¼ ½m0ðu; vÞ:s0Rðu; vÞ� is the transform block of the cut 2D-
DCT over [BR(2n)]. Here m0(u,v) are the elements of the binary matrix-mask
[M0(2n)] with the help of which the preserved coefficients are being determined
½~S0Rð2nÞ� in accordance to the equation:

m0ðu; vÞ ¼
1; if s0Rðu; vÞ is preserved coefficient;

0; otherwise;

(
for u; v ¼ 0; 1; . . .; 2n � 1:

ð6Þ

The values of the elements m0(u,v) are chosen by the condition the preserved
coefficients ~s0Rðu; vÞ ¼ m0ðu; vÞ:s0Rðu; vÞ to correspond to those with the highest
average energy into the transformed blocks ½S0Rð2nÞ� for all the blocks to which the
image has been divided. The transformed block ½S0Rð2nÞ� from [BR(2n)] is found by
the 2D-DCT:

½S0Rð2nÞ� ¼ ½T0ð2nÞ�½BRð2nÞ�½T0ð2nÞ�; ð7Þ

where ½T0ð2nÞ� is a matrix with dimensions 2n 9 2n for level p = 0 which is used
for implementing the DCT.

The rest components in decomposition (4) are the approximation matrices

½~Ep�1;Rð2n�pÞ� for p = 1, 2. Each of them consists of sub-matrices ½~Ekp

p�1;Rð2n�pÞ�
with dimensions 2n-p9 2n-p for kp = 1, 2,…,4p obtained by its quad-tree split. On

the other hand each sub-matrix ½~Ekp

p�1;Rð2n�pÞ� is calculated by:

½~Ekp

p�1;Rð2n�pÞ� ¼ ½Tpð2n�pÞ��1½~Skp

pRð2n�pÞ�½Tpð2n�pÞ��1 for kp ¼ 1; 2; . . .; 4p; ð8Þ

where 4p is the number of the branches of the quad-tree in level p of the

decomposition; ½Tpð2n�pÞ��1—matrix for inverse 2D-WHT; ½~Skp

pRð2n�pÞ�—the

transformed block of the cut 2D-WHT of the difference matrix ½Ekp

p�1;Rð2n�pÞ�:
The elements ~s

kp

pRðu; vÞ ¼ mpðu; vÞ: skp

pRðu; vÞ of the matrix ½~Skp

pRð2n�pÞ� depend on
the elements mp(u,v) of the binary mask [Mp(2n-p)]:

mp u; vð Þ ¼
1; if s

kp

pR u; vð Þ� preserved coefficient;

0 otherwise:
for u; v ¼ 0; 1; . . .; 2n�p � 1:

8
<

:

ð9Þ

Here s
kp

pRðu; vÞ are elements of the transformed block ½Skp

pRð2n�pÞ� which is
obtained by the 2D-WHT:

½Skp

pRð2n�pÞ� ¼ ½Tpð2n�pÞ�½Ekp

p�1;Rð2n�pÞ�½Tpð2n�pÞ�: ð10Þ

where ½Tpð2n�pÞ� is a matrix with dimensions 2n-p 9 2n-p for level p = 0 by
which WHT is applied.
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It is possible to represent each group of four neighbouring elements ~s
kp

pRðu; vÞ for
one and the same u and v in the following way:

~d
kp

pRðu; vÞ
~d

kpþ1
pR ðu; vÞ

~d
kpþ2
pR ðu; vÞ

~d
kpþ3
pR ðu; vÞ

2

66664

3

77775
¼ 1

4

1 1 1 1
0 4 0 �4
�4 0 4 0
0 0 �4 4

2

664

3

775

~s
kp

pRðu; vÞ
~s

kpþ1
pR ðu; vÞ

~s
kpþ2
pR ðu; vÞ

~s
kpþ3
pR ðu; vÞ

2

66664

3

77775
; ð11Þ

which allows to gain even higher correlation between the spectral coefficients
since the last three ones for positions (0, 1), (1, 0) and (1, 1) form differences two
by two and these differences often are zero valued because neighboring blocks
contain almost identical content.

The inverse transform which leads to full restoration of ~s
kp

pRðu; vÞ is given by:

~s
kp

pRðu; vÞ
~s

kpþ1
pR ðu; vÞ

~s
kpþ2
pR ðu; vÞ

~s
kpþ3
pR ðu; vÞ

2
66664

3
77775
¼ 1

4

4 �1 �3 �2
4 3 1 2
4 �1 1 �2
4 �1 1 2

2
664

3
775

~d
kp

pRðu; vÞ
~d

kpþ1
pR ðu; vÞ

~d
kpþ2
pR ðu; vÞ

~d
kpþ3
pR ðu; vÞ

2
66664

3
77775
: ð12Þ

The difference matrix ½Ep�1;Rð2n�pÞ� for level p containing the sub-matrices

½Ekp

p�1;Rð2n�pÞ� is determined by the following equation:

½Ep�1;Rð2n�pÞ� ¼ ½BRð2nÞ� � ½~B0Rð2nÞ� for p ¼ 1;
½Ep�2;Rð2n�pÞ� � ½~Ep�2;Rð2n�pÞ� for p ¼ 2:

�
ð13Þ

3. Branch is taken only for level p = 0 of the pyramid (4) of the referent image
R with dimensions H 9 V. The preserved coefficients ~s0Rðu; vÞ with all the
same spatial frequencies (u,v) from all blocks ½~B0Rð2nÞ� for p = 0 are united
into two-dimensional arrays ½~S0Rðu; vÞ� with dimensions (H/2n) 9 (V/2n). The
number of these matrices is equal of the number of the preserved coefficients
~s0Rðu; vÞ in each block from the referent image. In resemblance to Eq. (4) every
found matrix ½~S0Rðu; vÞ� ¼ ½Buv� is represented by IPD with 2 levels:

½Buv� ¼ ½~Buv� þ ½~E0;uv� þ ½E1;uv�; ð14Þ

where ½E1;uv� is the residual from the decomposition. Its components are matrices
with dimensions (H/2n) 9 (V/2n) and they are found in a similar fashion as it was
done in (4). The first component for level p = 0 is found by:

½~Buv� ¼ ½T0��1½~S0�½T0��1; ð15Þ

where ½T0��1 is a matrix with dimensions (H/2n) 9 (V/2n) used for the inverse
2D-WHT. The matrix ½~S0� is the transformed block of ½~Buv� obtained by the cut
2D-WHT:
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½~S0� ¼ ½T0�½~Buv�½T0�: ð16Þ

The preserved coefficients of the transformed block ½~S0� are calculated
according to Eq. (6). The next component for p = 1 of decomposition (14) is
estimated based on the difference:

½E0� ¼ ½Buv� � ½~Buv�: ð17Þ

The approximation of this difference is given by:

½~Ek1
0 � ¼ ½T1��1½~Sk1

1 �½T1��1 for k1 ¼ 1; 2; 3; 4; ð18Þ

where ½~Sk1
1 �is the transformed block returned by the cut 2D-WHT:

½Sk1
1 � ¼ ½T1�½Ek1

0 �½T1�: ð19Þ

Here [T1] is a matrix for WHT with dimensions (H/2n ? 1) 9 (V/2n ? 1).

4. For every block of the ith CT image from the group which is not referent a
difference is found:

½E0ið2nÞ� ¼ ½Bið2nÞ� � ½~B0Rð2nÞ� for i ¼ 0; 1; 2; . . .;N � 1; ð20Þ

where N is the number of the CT images in the group.
The difference matrices ½Ep�1;ið2nÞ� for the next levels p = 1, 2 are divided to

4p sub-matrices with dimensions 2n-p 9 2n-p and over each one of them is
applied the cut 2D-WHT. Further the processing of the obtained matrices is done
in a similar way as the processing of the components of the referent image R pa
p = 1, 2.

It should be noticed that when the number of the preserved coefficients in a
certain block is 4 using the 2D-WHT it is possible to reduce this number for levels
p = 1, 2. As shown in [4] for each of these levels it is not necessary to calculate

coefficients s
kp
p ð0; 0Þ as they are always zero. Thus, the number of the coefficients

necessary for lossless reconstruction of the image becomes smaller with a factor of
1.33.

From the output of the coder the following arrays containing spectral coeffi-
cients are passed:

1. From level p = 0 of the referent image represented with a branch in the form of
pyramid with levels p = 0, 1 and residual 3 arrays are formed of coefficients
with frequencies (u, v). Then the total amount of arrays is 3 9 (number of
preserved coefficients) and the length of each array is (H/2n) 9 (V/2n);

2. From levels p = 1, 2 for each of the N-th images in the group are formed arrays
of preserved coefficients with frequencies (u, v). The number of the arrays is
equal to that of the preserved coefficients and their lengths are equal to 4p(H/
2n+p) 9 (V/2n+p) = (H/2n) 9 (V/2n).
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Over the coefficients from the output of the coder for all the levels of the
branched pyramid for every CT image in the group lossless entropy coding (EC) is
applied which includes run-length coding (RLC), Huffman coding (HC) and
arithmetic coding (AC).

At the stage of decoding the compressed data for the group of CT images all the
operations are carried out in reverse order: lossless decoding, branch matrix res-
toration based on Eq. (14), referent image decoding according to (4) and the rest
images in correspondence to (20). As a result all CT images from the group are
restored.

3 Experimental Results

The CT test images are 576 greyscale slices in DICOM format. The size of all
images is H = 512 9 V = 512 pixels with intensity depth of 16 bpp.

In Fig. 1a the correlation coefficient is presented between each two images from
the packet and in Fig. 1b—the same coefficient only between the first image and
all the others. As suggested in Sect. 2 a strong variation of the correlation exists
inside a candidate group around a proper referent and outside it asymptotically
goes to a constant.

The first test group for which experimental results are presented in Table 1
consists from 9 images shown in Fig. 2—the first one appears to be the referent.
The size of the initial block is 16 9 16 (n = 4) and the number of the preserved
coefficients is 7—all of them low-frequent. In the zero and first level of the branch
the preserved coefficients are 4—again low-frequent. For the main branch of the
inverse pyramid in the first and second level 4 low-frequent coefficients are
preserved.

Fig. 1 The correlation coefficient for a all couples of images, and b the first one and all the
others
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In Fig. 3 the changes of the average PSNR and the average SSIM from the
average CR are given for the group compared to those obtained when JPEG2000
coder is applied over each image separately.

With the exception of the range of low compression (under 1.5 bpp) the sug-
gested approach produces higher value for the average PSNR than JPEG2000.
Especially higher is the difference for the big CR values—with 6 dB difference on
average. In relation to preserving the structural similarity of the compressed
images it is also visible that the proposed approach is dominating JPEG2000—at
0.1 bpp with more than 0.05 for the SSIM.

In Fig. 4a is shown the referent image with an isolated area magnified after
compressing with BIDP in Fig. 4b and with JPEG2000 in Fig. 4c at CR = 0.11 bpp.

(a) (b) (c)

(d)

(g)

(e)

(h)

(f)

(i)

Fig. 2 First test group of 9 images: a base image, and b–i 8 side images
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Worsening the quality for JPEG2000 is obvious in comparison to the BIDP
coder—even vast homogenous areas are highly blurred and no details are visible in
practice. Only slight block effect is present when applying BIDP at such high CR
changing the smaller details insignificantly.

4 Conclusion

From the presented experimental results the advantages of the proposed approach
using BIDP become evident when compressing CT images. The coder presented
proves to be more efficient than the widely used in practice JPEG2000 coder.
Considerably high values for the compression ratio are achieved while preserving

(a) (b) (c)

Fig. 4 Visual quality comparison for a segment of the a original referent image compressed at
CR = 0.11 bpp using, b BIDP, and c JPEG2000

0 0.5 1 1.5
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(a) (b)

Fig. 3 Quality comparison between BIDP and JPEG2000 based on a PSNR, and b SSIM
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high quality of the images—around 39 dB on average and in some cases—over
44 dB. The structural similarity index is close to 1. With the introduction of
quantization tables for the spectral coefficients being transmitted it is possible to
achieve smooth change for the compression ratio. With the increase of the size of
the images it is suitable to increase the size of the initial block (working window,
2n 9 2n) and the number of the levels of the pyramid. Possibility for further
development of the proposed approach is applying it over MRI images.

Acknowledgments This chapter was supported by the Joint Research Project Bulgaria-Romania
(2010–2012): ‘‘Electronic Health Records for the Next Generation Medical Decision Support in
Romanian and Bulgarian National Healthcare Systems’’, DNTS 02/19.

References

1. Graham, R.N.J., Perriss, R.W., Scarsbrook, A.F.: DICOM demystified: a review of digital file
formats and their use in radiological practice. Clin. Radiol. 60, 1133–1140 (2005)

2. Clunie, D.A.: Lossless compression of grayscale medical images: effectiveness of traditional
and state of the art approaches. In: Proceedings of SPIE, vol. 3980, pp. 74–84 (2000)

3. Kivijarvi, J., Ojala, T., Kaukoranta, T., Kuba, A., Nyu0l, L., Nevalainen, O.: A comparison of
lossless compression methods for medical images. Comput. Med. Imaging Graph. 22,
323–339 (1998)

4. Ko, J.P., Chang, J., Bomsztyk, E., Babb, J.S., Naidich, D.P., Rusinek, H.: Effect of CT image
compression on computer-assisted lung nodule volume measurement. Radiology 237, 83–88
(2005)

5. Karadimitriou, K., Tyler, J.M.: Min-max compression methods for medical image databases.
ACM SIGMOD Rec. 26, 47–52 (1997)

6. Wu, Y.G.: Medical image compression by sampling DCT coefficients. IEEE Trans. Inf.
Technol. Biomed. 6(1), 86–94 (2002)

7. Erickson, B.J., Manduca, A., Palisson, P., Persons, K.R., Earnest, F., Savcenko, V.,
Hangiandreou, N.J.: Wavelet compression of medical images. Radiology 206, 599–607
(1998)

8. Buccigrossi, R.W., Simoncelli, E.P.: Image compression via joint statistical characterization
in the wavelet domain. IEEE Trans Image Process 8(12), 1688–1701 (1999)

9. Ramesh, S.M., Shanmugam, D.A.: Medical image compression using wavelet decomposition
for prediction method. Int. J. Comput. Sci. Inf. Secur. (IJCSIS) 7(1), 262–265 (2010)

10. Gokturk, S.B., Tomasi, C., Girod, B., Beaulieu, C.: Medical image compression based on
region of interest, with application to colon CT images. In: Proceedings of the 23rd Annual
International Conference of the IEEE Engineering in Medicine and Biology Society, vol. 3,
pp. 2453–2456 (2001)

11. Lalitha, Y.S., Latte, M.V.: Image compression of MRI image using planar coding. Int. J. Adv.
Comput. Sci. Appl. (IJACSA) 2(7), 23–33 (2011)

12. Kountchev, R.K., Kountcheva, R.A.: Image representation with reduced spectrum pyramid.
In: Tsihrintzis, G., Virvou, M., Howlett, R., Jain, L. (eds.) New Directions in Intelligent
Interactive Multimedia. Springer, Berlin (2008)

Compression of CT Images with Branched Inverse Pyramidal Decomposition 81



Adaptive Interpolation and Halftoning
for Medical Images

Rumen Mironov

Abstract Two methods for local adaptive two-dimensional processing of medical
images are developed. In the first one the adaptation is based on the local infor-
mation from the four neighborhood pixels of the processed image and the inter-
polation type is changed to zero or bilinear. In the second one the adaptive image
halftoning is based on the generalized 2D LMS error-diffusion filter. An analysis
of the quality of the processed images is made on the basis of the calculated PSNR,
SNR, MSE and the subjective observation. The given experimental results from
the simulation in MATLAB 6.5 environment of the developed algorithms, suggest
that the effective use of local information contributes to minimize the processing
error. The methods are extremely suitable for different types of images (for
example: fingerprints, contour images, cartoons, medical signals, etc.). The
methods have low computational complexity and are suitable for real-time
applications.

Keywords Image interpolation � Local adaptation � Image processing � Image
quantization � Error diffusion � Adaptive filtration � LMS adaptation

1 Introduction

The large variety of visualization devices, used for the transmission, processing
and saving of video information (monitors, printers, disks and etc. with different
resolution and capacity) leads to the necessity of compact and fast algorithms for
image scaling and image halftoning.
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The basic methods for 2D image interpolation are separated in two groups:
non-adaptive (zero, bilinear or cubic interpolation) [1–5] and adaptive interpola-
tion [6–17]. A specific characteristic for the non-adaptive methods is that when the
interpolation order increases, the brightness transitions sharpness decreases. On the
other side, in result of the interpolation order decreasing, artefacts (‘‘false’’ con-
tours) in the homogeneous areas are depicted. To reduce them more sophisticated
adaptive image interpolation methods were proposed in the recent years [13–17],
etc. These methods are based on edge patterns prediction in the local area
(minimum 4 9 4) and on adaptive high-order (bicubic or spline) interpolation with
contour filtration. The main insufficiency of these methods is that the analysis is
very complicated and the image processing requires too much time.

The linear filtration is related to the common methods for image processing and
is separated into the two basic types—non-adaptive and adaptive [18, 19]. In the
second group the filter parameters are obtained by the principles of the optimal
(Winner) filtration, which minimizes the mean square error of signal transform and
assumes the presence of the a priory information for image statistical model. The
model inaccuracy and the calculation complexity required for their description
might be avoided by adaptive estimation of image parameters and by iteration
minimization of mean-square error of the transform.

Depending on the processing method, the adaptation is divided into global and
local. The global adaptation algorithms refer mainly to the basic characteristics of
the images, while the local ones are connected to adaptation in each pixel of the
processed image based on the selected pixel neighborhood.

In the present chapter two local adaptive image processing algorithms for image
halftoning and linear prediction are developed. The coefficients of the filters are
adapted with the help of generalized two-dimensional LMS algorithm [20–23].

This work is arranged as follows: Sect. 2 introduces the mathematical
description of the new adaptive 2D interpolation; Sect. 3 introduces the mathe-
matical description of the new adaptive 2D error-diffusion filter; Sect. 4 gives
some experimental results and in Sect. 5 concludes this chapter.

2 Mathematical Description of Adaptive 2D Interpolation

The input halftone image of size M� N with m-brightness levels and the inter-
polated output image of size pM� qN can be presented as follows:

AM�N ¼ aði; jÞ=i ¼ 0; M� 1; j ¼ 0; N� 1
� �

;

A�pM�qN ¼ a�ðk; lÞ=k ¼ 0; pM� 1; l ¼ 0; q N� 1
� �

;
ð1Þ

where q and p are the interpolation’s coefficients in horizontal and vertical
direction [5, 6].
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The differences between any two adjacent elements of the image in a local
neighborhood of size 2� 2; as shown on Fig. 1, can be described by the
expressions:

D2mþ1 ¼ a(iþm,j)� a(iþm,jþ 1Þj j; for m ¼ 0; 1 ;

D2nþ2 ¼ a(i,jþ n)� a(iþ 1; jþ n)j j; for n ¼ 0; 1 :
ð2Þ

These image elements are used as supporting statements in image interpolation.
Here are introduced four logic variables f1, f2, f3 and f4, which depend on the

values of the differences of the thresholds for horizontal hm and vertical hn

direction in accordance with the expressions:

f2mþ1 ¼
1; if : D2mþ1� hm

0; if : D2mþ1\hm

(
; f2nþ2 ¼

1; if : D2nþ2� hn

0; if : D2nþ2\hn

(
: ð3Þ

Then each element of the interpolated image can be represented as a linear
combination of the four supporting elements from the original image:

a� ðk,l) ¼
X1

m¼0

X1

n¼0

wm;n ðr,t)a ðiþm,jþ nÞ ð4Þ

for r ¼ 0; p; t ¼ 0; q: The interpolation coefficients:

wm;nðr,t) ¼ F : ZRm;nðr,t)þ F : BLm;nðr,t) ð5Þ

depend on the difference of the logical function F, which specifies the type of
interpolation (zero or bilinear): F ¼ f1f3 [ f2f4. The coefficients of the zero (ZR)
and the bilinear (BL) interpolation are determined by the following relations:

ZRm;nðr,t) ¼
1
4

1� ð�1Þmsign(2r� p)½ � 1� ð�1Þnsign(2t� q)½ �

BLm;nðr,t) ¼ ð�1Þmþn 1�m� r
p

� �
1� n� t

q

� � ð6Þ

The dependence of function F of the variables f1, f2, f3 and f4, defining the type
of luminance transition in a local window with size 2 9 2, is shown in Table 1.
In the image for homogeneous areas (F = 0) the bilinear interpolation is used, and
in the non homogeneous areas (F = 1)—the zero interpolation is used.

The two-dimensional interpolation process can be characterized by the
following generalized block diagram shown in Fig. 2.

a(i,j) a(i,j+1) 

a(i+1,j) a(i+1,j+1) 

Fig. 1 Generalized block
diagram of the 2D
interpolator
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In the unit for the secondary sampling, the frequencies fsr and fsr were increased
p and q times in vertical and horizontal direction. Accordingly, the elements a(i,j)
of the input image are complemented with zeros to obtain the elements b(k,l) by
the following expression:

bðk; lÞ ¼ aðk=p; l=qÞ; for k ¼ 0;�ðM� 1Þp ; l ¼ 0;�ðN� 1Þq;
0; otherwise:

�
ð7Þ

The resulting image is processed by a two-dimensional digital filter with
transfer function H(zk,zl) and the resulting output are the elements a*(k,l) of the
interpolated image. In this case the expression (4) can be presented as follows:

a� ðk,l) ¼
X1

m¼0

X1

n¼0

wm;n ðr,t):b
k
p

� �
þ pm,

l
q

� �
þ qn

� �
ð8Þ

where with the operation x½ � it’s indicated the greatest integer not exceeding x.
Since the interpolation coefficients are repeated periodically, the analysis can be

performed on one block of the image, as shown in Fig. 3. With the red line are
marked the values for the output image elements by the bilinear interpolation and
with the green—the corresponding values at zero interpolation. With black arrows
are marked the four supporting image elements in the input image.

Then the relationship between image elements from the input block and output
block can be represented as follows:

yðr,t) ¼
X1

m¼0

X1

n¼0

wm;n ðr,t):x ðpm,qn) ð9Þ

a(i,j) b(k,l) a*(k,l)

p ,q H(zk,zl)

Fig. 2 Structure of the supporting image elements

Table 1 The dependence of function F of the variables f1, f2, f3 and f4

f1 f2 f3 f4 F Transitions f1 f2 f3 f4 F Transitions

0 0 0 0 0 0  8 1 0 0 0 0  
1 0 0 0 1 0  9 1 0 0 1 0  
2 0 0 1 0 0 A 1 0 1 0 1

3 0 0 1 1 0 B 1 0 1 1 1

4 0 1 0 0 0 C 1 1 0 0 0

5 0 1 0 1 1 D 1 1 0 1 1

6 0 1 1 0 0 E 1 1 1 0 1

7 0 1 1 1 1 F 1 1 1 1 1
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where x(pm, qn) are the supporting elements in the current block b(k,l) and y(r,t)
are the interpolated elements from the output block a*(k,l).

2.1 Digital Scaling of Halftone Images

The image scaling can be described as a sequence of integer interpolation and
decimation. This process can be illustrated with arbitrary fragment from the input
image with size 3� 3, including 9 image elements—a(i,j), a(i,j+1), a(i,j+2),
a(i+1,j), a(i+1,j+1), a(i+1,j+2), a(i+2,j), a(i+2,j+1), a(i+2,j+2). They are used as
supporting points in the interpolated image with selected scaling factors—n = 5/2
and m = 3/2. After decimation the output image elements are chooses—b(k,l).
The calculation time can be vastly reduced if at the interpolation only output
elements are calculated. Every output element b(k,l) is received from four sup-
porting points—a(i,j), a(i,j+1), a(i+1,j), a(i+1,j+1) by the following calculation of
corresponding indices:

j ¼ l:px
px

h i
- for the horizontal direction and i ¼ k:qy

py

h i
- for the vertical direction,

where: m = py/qy, n = px/qx; px, qx, py, qy—are integer; the operation X½ � is the
integer part of X. In Fig. 4 the distribution of input and output image elements in
the scaling image fragment is given. By the scaling, the equations for calculation
of output image elements for bilinear and zero interpolation are modified as is
shown in the next equations:

k

r

x(0,0) x(0,q)

x(p,0)
x(p,q)t

y(r,t)

l

Fig. 3 2D interpolation scheme for one block of the image
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b(k,l) ¼
X1

m¼0

X1

n¼0

ð�1Þmþn 1�m� ay
py

� �
1� n� ax

px

� �
:a ðiþm,jþ nÞ ð10Þ

b(k,l) ¼
X1

m¼0

X1

n¼0

1
4

1� ð�1Þmsign(2ay� py)½ � 1� ð�1Þnsign(2ax� px)½ �:

a ðiþm,jþ nÞ
ð11Þ

where ax 	 ðqx:j)mod(px) and ay 	 ðqy:i)mod(py).
The described scaling algorithm is used for the experiments with the developed

adaptive interpolation module.

3 Mathematical Description of Adaptive 2D
Error-Diffusion

The input m-level halftone image and the output n-level (2
 n
m/2) image of
dimensions M 9 N can be represented by the matrices:

C ¼ cðk; lÞ=k ¼ 0; M� 1; l ¼ 0; N� 1
� �

;

D ¼ dðk; lÞ=k ¼ 0; M� 1; l ¼ 0; N� 1
� �

:
ð12Þ

j 2+j1+j

i

i+1 

i+2

- supporting image elements - interpolated image

l l+1 l+2 l+3 l+4 l+5 

k 

k+1 

k+2 

k+3 

- output image elements  b(k,l)

Fig. 4 Distribution of input and output image elements in the scaling fragment
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Transformation of the image elements c(k,l) into d(k,l) is accomplished by the
adaptive error diffusion quantizer (AEDQ) shown on Fig. 5.

The quantizer operation is described by the following equation:

dðk; lÞ ¼ Q cfðk; lÞ½ � ¼
q0; if cfðk; lÞ\ T0

qp; if Tp�1 \ cfðk; lÞ\ Tp ðp ¼1; n� 2Þ
qn�1; if cfðk; lÞ\ T0

8
<

: : ð13Þ

where qp
 qpþ1
m (p ¼ 0; n� 2) are the values of the function Q[.].
Thresholds for comparison are calculated by the equation Tp ¼ ðCp þ Cpþ1Þ=2;

where Cp represents the gray values dividing the normalized histogram of the input
halftone image C into n equal parts. The value of the filtered element cfðk,l) in
Eq. (13) is:

cf ðk; lÞ ¼ c ðk; lÞ þ e0ðk; lÞ ð14Þ

The summarized error can be expressed as:

e0ðk,l) ¼
XX

ðr;tÞ 2 W

wk;lðr,t) e ðk� r,l� t) ¼ Wt
k;lEk;l ð15Þ

where eðk,l) ¼ cfðk,l)� d ðk,l) is the error of the current filtered element when its
value is substituted by qp; wk;lðr,t) are the filter weights defined in the certain
causal two -dimensional window W; Wk;l and Ek;l are the vectors of the weights
and their summarized errors, respectively.

According to 2D-LMS algorithm [7] the adaptive error diffusion filter (AEDF)
weights can be determined recursively:

Wk;l ¼ fk Wk;l�1 � l k rk;l�1 þ fl Wk�1;l � l l rk�1;l ð16Þ

where: rk;l�1 and rk�1;l are the gradients of the squared errors by the quantization
in horizontal and vertical directions; fk; fl—coefficients, considering the direction

d(k,l)c(k,l)
Image Memory

e  (k,l)0

+ + +
-

c  (k,l)f

l
µ k µ l,

k
f, f,

e(k,l)

Quantizer
c  (k,l)

fQ [ ]

Histogram
Processing

Unit

pT  , qp

+ +

Adaptive Weights Unit

Error Diffusion FilterCoefficients
Memory

Adaptive Error Diffusion Filter

AEDQ

Fig. 5 Adaptive 2D error-diffusion quantizer
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of the adaptation, where: fkþ fl¼ 1; lk; ll—adaptation steps in the respective
direction.

According to [5] the convergence and the stability of the AEDF adaptation
process is given by the following condition:

fk � lkkij j þ fl � llkij j\ 1 ð17Þ

where k i are the eigen values of the gray-tone image covariance matrix.
Sequence (16) is 2D LMS algorithm of Widrow summary from which the

following two particular cases should hold:
First. If fk ¼ 1; lk ¼ l; fl ¼ ll ¼ 0 then the adaptive calculation of the

weights is preceded only in the horizontal direction:

Wk;l ¼ Wk;l�1 þ lkð�rk;l�1Þ ¼ Wk;l�1 � l
oe2 ðk,l� 1Þ

oWk;l�1
ð18Þ

Second. If fl ¼ 1; ll ¼ l; fk ¼ lk¼ 0 then the adaptive calculation is preceded
only in the vertical direction:

Wk;l ¼ Wk�1;l þ llð�k�1;lÞ ¼ Wk�1;l � l
oe2 ðk� 1; l)

oWk�1;l
ð19Þ

The derivatives by the quantization error in the respective directions are
determined by the Eqs. (12–16). For the derivative in horizontal direction is
obtained:

oe2ðk,l� 1Þ
oWk;l�1

¼ 2eðk,l� 1Þ Ek;l�1 1� Q0cf
ðk,l� 1Þ

h i
ð20Þ

where:

Q0cf
ðk; l� 1Þ ¼ 0; if : cfðk; l� 1Þ 6¼ Tp

qpþ1 � qp; if : cfðk; l� 1Þ ¼ Tp

�
:

In the same way for the derivative in the vertical direction is obtained:

oe2ðk� 1; lÞ
oWk�1;l

¼ 2eðk� 1; lÞEk�1;l 1� Q0cf
ðk� 1; lÞ

h i
ð21Þ

For the AIHF weights the condition must be hold:
X

ðr;tÞ

X

2W

wk;lðr; tÞ ¼ 1 ð22Þ

which guarantees that eðk,l) is not increased or decreased by its passing through
the error filter.

On the basis of analysis, made in Eqs. (18)–(22) the sequence for the compo-
nents of Wk;l is:
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wk;lðr,t) ¼ fkwk;l�1ðr,t)

� 2l k e(k,l� 1Þ e(k� r,l� t� 1Þ 1� Q0cf
ðk,l� 1Þ

h i

þ fl wk�1;lðr,t)

� 2lle(k� 1; l) e(k� r� 1; l� t) 1� Q0cf
ðk� 1; l)

h i
:

ð23Þ

4 Experimental Results

For the analysis of the interpolation distortions the mean-square error (MSE),
normalized mean-square error (NMSE in %), signal to noise ratio (SNR in dB) and
peak signal to noise ratio (PSNR in dB) can be used as a criterion. The analysis of
the interpolated images quality is made by simulation with MATLAB 6.5 math-
ematical package. The obtained results for one test image (512 9 512, 256 gray
levels, scaling factor 30 %) shown in Fig. 6 are summarized in Table 2, including
calculated threshold value, number of homogenous and contour blocks, MSE,
NMSE, SNR and PSNR for interpolation with coefficient of amplification 3.

In Fig. 7 the results from the different kind of interpolations on the test image
with expanding coefficient 3 are shown. The visualization is made with scaling
factor 30 %.

Fig. 6 Original test image
with size 512 9 512, 256
gray levels

Table 2 Analyse of adaptive
interpolation for test image
‘‘Spine’’ with coefficient 3

Image Spine

hm = hn 81
Homogenous blocks 28,361
Contour blocks 200
MSE 47.72
NMSE 6.19 9 10-6

SNR 52.08
PSNR 31.37
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An error diffusion filter with 4 coefficients has been used for the evaluation of
the efficiency of the developed filter. The spatial disposition, shown on Fig. 8, and
the initial values of weights correspond to these in the Floyd-Steinberg filter [24].

For the calculation of each one of wk;lðr,t) the weights we
k;lð:Þ are used from the

extended window We.
The analysis of 2D variation of peak signal to noise ratio (PSNR) depending on

parameters f and l (fk¼ f, fl¼ 1� f, lk¼ ll ¼ l:) is made in [22] and [23].
The coefficients f and l are changed in the following way: f ¼ 0:0 to 1:0 with

step 0:1 and l ¼ 1:0 � 10�6 to 2:0 � 10�6 with step 1:0 � 10�8.

Fig. 7 Results of zero, bilinear, bicubic and adaptive interpolation with expanding coefficient 3

w(1,-1)

w(0,1) Current

w(1,0)

l - 2 l - 1 l l + 1  l + 2

k-1

k

k-2

w(1,1)

w  (.)e

w  (.)e

w  (.)e w  (.)e w  (.)e w  (.)e w  (.)e

W

W
e

Fig. 8 Spatial disposition of
the weights wk;lðr,t) in W
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The examination of the function PSNR (f, l) shows that the most proper mean
values of f, and l are f ¼ 0:7; l ¼ 1:67� 10�6. In this case adaptive image
halftoning filter leads to the increasing of PSNR with about 0.6 dB in comparison
with the 4 coefficient (f¼ 1; l¼ 0) non-adaptive filter of Floyd and Steinberg.

On Fig. 9 the experimental results from the simulation of AEDQ for the test
X-Ray image ‘‘Chest’’ with: M = N = 512, m = 256 levels, n = 2 bits, fk ¼ 0:7;
fl¼ 0:3; lk ¼ ll ¼ 1:67� 10�6 are presented.

Fig. 9 Experimental results—input X-Ray image ‘‘Chest’’, histogram of image, output bi-level
image end error image
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5 Conclusions

Based on the performed experiments for 2D adaptive interpolation on halftone
images, the following conclusions can be made:

• the use of optimal thresholds for selection of homogenous and contour blocks
leads to the decreasing of mean-square error, normalized mean-square error and
the increasing of signal to noise ratio and peak signal to noise ratio with about
7–10 %;

• by the changing of interpolation type, zero or bilinear, depending on the pres-
ence or lack of contours in the area of considerate fragment, better visual quality
is achieved;

• the visual quality is better then the zero, bilinear and bicubic interpolation,
which is slow for the biggest interpolation coefficients;

• the complexity of the adaptive interpolation is higher than zero and bilinear
interpolations but is lower than other high-level interpolations;

• using smaller area for analysis and choice of optimal thresholds for image
separation lead to decrease of calculation speed;

• the most effective interpolation for the local characteristic of images can be
achieved by using coefficients p, q = 2, 3, 4.

The received results for the quality of interpolated images show that the
proposed method for adaptive interpolation can change the high-level interpola-
tions, which are slower in medical systems, using digital image processing and
visualization such as digital tomography, archiving of medical information,
telemedicine and etc.

The developed generalized adaptive error-diffusion quantizer results in the
following particular cases: the wide-spread non-adaptive error diffusion filter of
Floyd and Steinberg (for n = 2, fk ¼ 1; lk ¼ ll ¼ fl ¼ 0); adaptive error diffusion
using the weights only in the horizontal (from the same image row—
fk ¼ 1, fl ¼ 0) or only in the vertical direction (from the previous image row—
fl ¼ 1; fk ¼ 0). The adaptive filter provides minimum reconstruction error, uniform
distribution of the arranged structures in the homogeneous areas and precise
reproduction of edges in the output multilevel images. The coefficients fk; fl; lk; ll

must be selected on the basis of PSNR analysis and keeping of Eq. (18) as is done in
[23]. The developed AEDQ is appropriate for realization on special VLSI circuit to
accelerate calculation of image transform and can be used for visualization, printing
and transmission of medical images in HD format.

Enhancing the visual quality of the processed medical images through the use
of the proposed methods for adaptive image interpolation and halftoning will assist
physicians in decision making.
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Classification of EEG-Based
Brain–Computer Interfaces

Ahmad Taher Azar, Valentina E. Balas and Teodora Olariu

Abstract This chapter demonstrates the development of a brain computer interface
(BCI) decision support system for controlling the movement of a wheelchair for
neurologically disabled patients using their Electroencephalography (EEG). The
subject was able to imagine his/her hand movements during EEG experiment which
made EEG oscillations in the signal that could be classified by BCI. The BCI will
translate the patient’s thoughts into simple wheelchair commands such as ‘‘go’’ and
‘‘stop’’. EEG signals are recorded using 59 scalp electrodes. The acquired signals
are artifacts contaminated. These artifacts were removed using blind source sepa-
ration (BSS) by independent component analysis (ICA) to get artifact-free EEG
signal from which certain features are extracted by applying discrete wavelet
transformation (DWT). The extracted features were reduced in dimensionality
using principal component analysis (PCA). The reduced features were fed to neural
networks classifier yielding classification accuracy greater than 95 %.
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1 Introduction

Brain computer interface creates a new communication system between the brain
and an output device by bypassing conventional motor output pathways of nerves
and muscles [1–3]. The BCI operation is based on two adaptive controllers, the
user’s brain, which produces the activity that encodes the user thoughts, and the
system, which decodes this activity into device commands [4, 5]. When advanced
Computational Intelligence (CI) and machine learning techniques are used, a Brain
computer interface can learn to recognize signals generated by a user after short
time of training period [6–14]. The proposed system depends on the EEG activity
that derives the user’s wishes. Subjects are trained to imagine right and left hand
movements during EEG experiment. The imagination of right or left hand
movement results in rhythmic oscillations in the EEG signal. The oscillatory
activity is comprised of event-related changes in specific frequency bands. This
activity can be categorized into event-related desynchronization (ERD), which
defines an amplitude (power) decrease of l rhythm (8–12 Hz) or b rhythm
(18–28 Hz), and event-related synchronization (ERS), which characterizes
amplitude (power) increase in these EEG rhythms. The system is used to output
commands to a remote control to control the movement of a wheelchair via radio
frequency (RF) waves (Fig. 1).

2 Methodology

This work is applied on a dataset that uses EEG activity recorded from 59 scalp
electrodes placed according to the international 10/20 system of channel locations.
The signals were sampled at 100 Hz. Two different tasks, an imagined right-hand
movement and an imagined left-hand movement, are performed in the experiment.
The brain signals recorded from the scalp encode information about the user’s

Fig. 1 Block diagram of the system
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thoughts. A BCI system has been established to decode this information and
translate it into device commands. Figure 2 shows the processing stages of BCI.
First the artifacts contaminated in the EEG signal are removed in order to increase
the signal to noise ratio (SNR) of the acquired EEG signal. Second, certain features
are extracted and translated into device control commands. Each processing phase
will be discussed in the following sections.

A. Artifact Removal

Artifacts are non–brain based EEG activity that corrupt and disturb the signal
making it unusable and difficult to interpret. To increase the effectiveness of BCI
system, it is necessary to find methods for removing the artifacts. The artifact
sources can be internal or external. Internal artifacts are those which are generated
by the subject itself and uncorrelated to the movement in which we are interested.
This type of artifacts includes eye movement, eye blink, heart beat and other
muscle activity. On the other hand the external artifacts are coming from the
external world such as line noise and electrode displacement. Several approaches
for removing these artifacts have been proposed. Early approaches to the task of
subtracting artifacts using regression methods were met with limited success
[15–17]. Many of the newer approaches involve techniques based on blind source
separation. In this chapter, a generally applicable method is applied for removing a
wide variety of artifacts based on blind source separation by independent com-
ponent analysis. The ICA work was performed on Matlab (http://www.
mathworks.com) using EEGLAB software toolbox [18]. ICA is a statistical and
computational technique that finds a suitable representation of data by finding a
suitable transformation. It performs the rotation by minimizing the gaussianity of
the data projected on the new axes. By this way it can separate a multivariate
signal into additive subcomponents supposing the mutual statistical independence
of the non-Gaussian source signals.

Bell and Sejnowski [19] proposed a simple neural network algorithm that
blindly separates mixtures, X, of independent sources, S, using information
maximization (infomax). They showed that maximizing the joint entropy of the
output of a neural processor minimizes the mutual information among the output
components. Makeig et al. [16] proposed an approach to the analysis of EEG data
based on infomax ICA algorithm. They showed that the ICA can be used to
separate the neural activity of muscle and blink artifacts and find the independent

Retinal Image 

Decision Classifier 

Artifact Removal

Feature 
Extraction and 

Feature 
Selection

Fig. 2 The processing stages of BCI
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components of EEG [20]. Once the independent components are extracted,
‘‘corrected EEG’’ can be derived by identifying the artifactual components and
eliminating their contribution to EEG.

ICA methods are based on the assumptions that the signals recorded from the
scalp are mixtures of temporally independent cerebral and artifactual sources, that
potentials from different parts of the brain, scalp, and the body are summed lin-
early at the electrodes, and that propagation delays are negligible. ICA will solve
the blind source separation problem to recover the independent source signals after
they are linearly mixed by an unknown matrix A. Nothing is known about the
sources except that there are N recorded mixtures, X. ICA model will be:

x ¼ AS ð1Þ

The task of ICA is to recover a version U of the original sources, S, by finding a
square matrix W, the inverse of matrix A, that invert the mixing process linearly as:

U ¼ WX ð2Þ

For EEG analysis, the rows of X correspond to the EEG signals recorded at the
electrodes, the rows of U correspond to the independent activity of each compo-
nent (Fig. 3), and the columns of A correspond to the projection strengths of the
respective components onto the scalp sensors. The independent sources were
visually inspected and artifictual components were rejected to get a ‘‘Corrected
EEG’’ matrix, X0, by back projection of the the matrix of activation waveforms, U,
with artifactual components set to zero, U0, as:

X0 ¼ ðWÞ�1U0 ð3Þ

Before applying ICA algorithm on the data, it is very useful to do some pre-
processing. One popular method is to transform the observed data matrix to obtain
a new matrix in which its components are uncorrelated as a condition to be
independent. This can be achieved by applying principal component analysis
(PCA). PCA finds a transformation for the data to a new orthogonal coordinate

Fig. 3 EEG independent components (ICs)
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system with the axes ordered in terms of the amount of variance. At the same time,
PCA can be used to reduce the dimension of the data by keeping the principal
components that contribute to the most important variance of the data and ignoring
the other ones. This often has the effect of reducing the noise and preventing
overlearning of ICA.

B. Feature Extraction

To get a reduced and more meaningful representation of the preprocessed signal
for further classification, certain features are measured to capture the most
important relevant information. The patterns of right and left hand movements are
focused in the channels recorded from the sensorimotor area of the brain in the
central lobe and some of the other channels might be unusable for discrimination
between the two motor tasks. Therefore, a minimum number of EEG channels
were selected from the primary sensorimotor cortex area for further processing
(Fig. 4). The right cerebral hemisphere of the brain controls the left side of the
body and the left hemisphere controls the right side. It was found that left hand
movement appears strongly on the C4 channel and right hand movement appears
strongly on the C3 channel. The two selected channels were found to be sufficient
to ensure a high level of classification as they contain the most relevant infor-
mation for discrimination [21]. Commonly used techniques for feature extraction
such as Fourier analysis have the serious drawback that transitory information is
lost in the frequency domain. The investigation of features in the EEG signals
requires a detailed time frequency analysis. Wavelet analysis comes into play here
since wavelet allows decomposition into frequency components while keeping as
much time information as possible [22–26]. Wavelets are able to determine if a

Fig. 4 EEG channel
locations showing the
selected channels
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quick transitory signal exists, and if so, it can localize it. This feature makes
wavelets very useful to the study of EEG.

The wavelet transform is achieved by breaking up of a signal into shifted and
scaled versions of the original (or mother) wavelet. The mother wavelet ø is scaled
by parameter s and translated by s. WT of a time domain signal x (t) is defined as:

wðs; sÞ ¼
Z

xðtÞW�s;sðtÞ dt ð4Þ

This wavelet transform is called the continuous wavelet transform (CWT). In
our case both the input signal and the parameters are discrete so the transform here
is the discrete version of wavelet transform. To create the feature vector of each
trial, discrete wavelet transform (DWT) was applied. An efficient way to imple-
ment DWT is by using digital filter bank using Mallat’s algorithm [27].

In this algorithm the original signal passes through two complementary filters,
low pass and high pass filters, and wavelet coefficients are quickly produced. This
process is iterated to generate at each level of decomposition an approximation cA
which is the low frequency component and a detail cD which is the high frequency
component (Fig. 5). The ability of the mother wavelet to extract features from the
signal is dependent on the appropriate choice of the mother wavelet function. The
different orders (wavelets) of the mother wavelet ‘‘Coiflet’’ were tried out to
implement the wavelet decomposition (Fig. 6). Each decomposition level corre-
sponds to a breakdown of the main signal to a bandwidth. The low frequency
component is the most important part. It carries the information needed about the
motor movement found in the ì rhythm (8–12 Hz). Therefore, the coefficients of
the second level decomposition cA2 were selected to form the feature vector of
each trial. As wavelet coefficients have some redundancy, dimensionality reduc-
tion of feature vectors is suggested as a preprocessing step before classification.
This could lead to better classification results as it will keep the minimum number
of coefficients that are significant and discriminatory. This was achieved by
applying PCA by projecting the coefficients onto the first n principal components
(PCs), where n is much smaller than the dimensionality of the features. The
number of PCs to project the data can be determined by examining the energy of
the data. Therefore, PCA was formed by projecting 150 dimensional patterns onto
the first 44 PCs which accounted for 99.98 % of the variability of the data.

Fig. 5 Multi-level wavelet
decomposition of EEG signal
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C. Classification

Classification was performed by training nonlinear feedforward neural net-
works using the standard backpropagation algorithm to minimize the squared error
between the actual and the desired output of the network [28]. The use of nonlinear
methods is useful when the data is not linearly separable. The network is used to
develop a nonlinear classification boundary between the two classes in feature
space in which each decision region corresponds to a specific class.

The network was implemented with 3 hidden neurons in the hidden layer and a
single neuron in the output layer that will result in a single value 0 or 1 (Fig. 7).
The target output during the training was set to 0 and +1 to represent the different
classes. When simulating new input data, an output value greater than or equal to
0.5 represents the first class and a value less than 0.5 represents the other one. The
data from one subject was divided into training set and test set using ‘‘leave-k-out’’
cross validation method. By this way the data was divided into k subsets of equal
size. The network was trained k times. Each time leaving out one of the subsets
from training and using only the remaining subset for validation. To get the true
classification rate, the accuracy was averaged over all subsets.

Fig. 6 The mother wavelet (Coiflet) with the different orders used in the decomposition

Fig. 7 The architecture of
the feed-forward neural
network used for
classification
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3 Results and Discussion

To evaluate the performance of our system, EEG data acquired from a motor
experiment is processed. The subject made an imagined left or right hand keyboard
pressing synchronized with command received. A total of 90 trials were carried
out in the experiment for each subject. Table 1 shows the results of all classifi-
cation experiments as the average percent of test patterns classified correctly using
the ‘‘leave-k-out’’ cross validation method.

The results presented above demonstrate that the most effective results were
found by applying the mother wavelet ‘‘Coiflet’’ order 5. As there is no well-
defined rule for selecting a wavelet basis function in a particular application or
analysis, different wavelets were tried out. However, for a more precise choice of a
wavelet function, the properties of the wavelet function and the characteristics of
the signal to be analyzed should be matched which was the case in the wavelet
‘‘Coiflet’’ of order 5. Also there are other wavelet families can be applied like
Harr, Daubechies, and Symmlet. Since the classification accuracy is sensitive to
the contaminated EEG artifacts, our processing was performed on artifact-free
EEG signal. In order to improve the performance of the system in real time
applications, it is ideal if the removal of the artifacts is done using automatic
methods [29]. The results also indicated that the two channels C3 and C4 of the
sensorimotor cortex area are sufficient to ensure high classification rates. Müller-
Gerking et al. [30] and Ramoser et al. [31] studies give a strong evidence that
further increase in the number of used channels can increase the classification
accuracy. Other studies were performed on the same dataset using a hierarchical
multi-method approach based on spatio-temporal pattern analysis achieved clas-
sification accuracy up to 81.48 % [32].

4 Conclusions

With the advances in DSS, expert systems (ES) and machine learning, the effects
of these tools are used in many application domains and medical field is one of
them. Classification systems that are used in medical decision making provide

Table 1 Classification accuracy of imagined right and left hand movements for 6 subjects
obtained using the different orders of the mother wavelet ‘‘Coiflet’’

Subject Coif1 (%) Coif3 (%) Coif 5 (%)

Subject 1 94.45 95.56 96.67
Subject 2 92.23 93.34 97.78
Subject 3 91.12 94.45 96.67
Subject 4 90 92.23 97.78
Subject 5 86.67 91.12 100
Subject 6 91.12 94.45 95.56
Average 87.93 93.52 97.41
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medical data to be examined in shorter time and more detailed. Recently, there has
been a great progress in the development of novel computational intelligence
techniques for recording and monitoring EEG signal. Brain Computer Interface
technology involves monitoring of brain electrical activity using electroencepha-
logram (EEG) signals and detecting characteristics of EEG patterns by using
digital signal processing (DSP) techniques that the user applies to communicate.
The proposed wavelet-based processing technique leads to satisfactory classifi-
cation rates that improve the task of classifying imagined hand movements. The
results are promising and show the suitability of the technique used for this
application. It is hoped to realize the system in real world environment and to
overcome the BCI challenges of accuracy and speed.
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Negotiation-Based Patient Scheduling
in Hospitals

Reengineering Message-Based Interactions
with Services

Lars Braubach, Alexander Pokahr and Winfried Lamersdorf

Abstract Nowadays, hospitals in Germany and other European countries are
faced with substantial economic challenges stemming from increased costs and
increased demands inter alia resulting from a changing age pyramid. In this
respect, patient scheduling is an interesting parameter that determines on the one
hand the length of the patients stay in the hospital and the efficiency of the hospital
resource allocation on the other hand. Due to the specific characteristics of hos-
pitals such as unexpectedly arriving emergencies or unintended complications
during treatments the optimization of patient scheduling is an extraordinary dif-
ficult task that cannot be easily solved using a typical centralized optimization
algorithm. Thus, in this chapter a decentralized agent based approach is presented
that represents patients as well as hospital resources as agents with individual goals
that negotiate to find appropriate solutions. The approach has been extensively
studied within the MedPAge project and also has been implemented using an agent
platform. In this work it will be shown how the traditional message based
implementation, which was difficult to construct and even more difficult to
maintain, can be replaced with a service based design.
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1 Introduction

In hospitals, patient scheduling deals with the assignment of patients to the scarce
and expensive hospital resources. Optimizing patient scheduling is able to reduce
hospital costs due to a reduced stay time of patients within the hospital and an
increased capacity utilization of hospital resources. Despite its general usefulness,
efficient mechanisms for patient scheduling are difficult to devise due to some
inherent characteristics of hospitals. Foremost, in hospital many uncertainties exist
that make precise planning ahead for weeks or even just days very difficult if not
impossible. These uncertainties e.g. result from unexpectedly arriving emergencies
and treatment complications and may require far-reaching changes with respect to
the patient scheduling plans. Another important difference with respect to other
application domains with rather static workflows consists in the unpredictability of
patient treatment processes within the hospital. Although approaches like clinical
pathways [5] aim at standardizing the treatment steps of patients for certain kinds
of diseases, patient cure remains a task that cannot be preplanned completely in
advance. Thus patient scheduling has to accommodate these characteristics and
provide a flexible and fast mechanism that is able to handle uncertainties at many
levels.

Within the MedPAge project [7, 9, 14], patient scheduling is treated as a
decentralized coordination problem between patients and hospital resources. Both
types of stakeholders are modeled as autonomous decision makers with their own
selfish goals that need to come to agreements in order to build up scheduling plans.
In the following, the foundations of patient scheduling in hospitals will be
described in Sect. 2. Afterwards, in Sect. 3, the MedPAge approach will be
introduced by explaining its coordination mechanism, the general system archi-
tecture and its implementation based on multi-agent system technology. Imple-
mentation experiences showed that a message based realization of the complex
coordination protocol is difficult and error prone. Hence, in Sect. 4 an alternative
coordination description and implementation based on service interfaces is pro-
posed and illustrated by dint of the MedPAge coordination mechanism. Section 5
summarizes and concludes the chapter.

2 Foundations

Hospitals typically consist of different rather autonomous units that are responsible
for different medical tasks. Patients normally reside at wards and visit ancillary
units according to prescribed treatments. Often, these treatments are prescribed by
physicians as part of the ward round taking place in the morning of each day. The
treatment requests are announced to the different ancillary wards, which decide on
their own behalf at what time a patient will be served. For this purpose the
ancillary unit typically employs a first come first served principle and calls the
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patients from the ward in the order the requests arrived. This scheme is very
flexible and allows the ancillary wards to react timely to unexpectedly occurring
emergencies by calling an emergency before normal requests and with respect to
complications by simply delaying the next patient call as long as needed. Besides
its flexibility the scheme also incurs drawbacks that derive from the local unit
perspective used. This local view does not take into account global constraints e.g.
the current allocations of other ancillary units or the overall treatment process of a
patient.

Patient scheduling in hospitals aims at optimizing the temporal assignment of
medical tasks for patients to scarce hospital resources with two objectives. On the
one hand the patient’s stay time and on the other hand the resource’s idle times
should be minimized. As both objectives are not necessarily congruent, a coor-
dination approach can be used, in which both sides try to reach agreements by
making compromises. In order to negotiate about the different time slots at scarce
hospital resources the patients need to be able to quantify their interest in the
resources. For this purpose the preferences of patients should be expressed in terms
of the medical priority of the examinations or treatments for the patients. In this
respect a concept for opportunity costs has been developed that is able to assess the
difference of the patients health state with and without a potential treatment taking
into account the duration of that treatment. In this way the potential decrease of a
patients health state is used as a measure for the criticality of the treatment for that
patient. As durations of treatments can vary in practice stochastic treatment
durations have been taken into account. Details about the design of medical utility
functions can be found in [7].

3 MedPAge Approach

A major objective of the MedPAge project consisted in finding an adequate
decentralized coordination approach that on the one hand respects the decision
autonomy of the units and on the other hand is able to generate anytime solutions
that are at least near to pareto-optimal assignments. In order to come closer to this
aim different coordination mechanisms [6, 8, 9] have been designed and bench-
marked with respect to the current practice in hospitals. The benchmarking was
based on a simulation system that used collected real world hospital data from a
middle sized German hospital. The benchmarking revealed that an auction based
scheme similar to contract-net performed best and was able to outperform the
current hospital practice from 6 to 10 percent depending on the number of
emergencies occurring (the more emergencies the lower the gain) [7]. Further-
more, the approach had been field tested in a hospital and was considered as a
helpful decision support system by the staff [14]. In the following the details of the
conceived coordination mechanism will be described (cf. [7]).
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3.1 Coordination Protocol

In general, each hospital resource auctions off timeslots for treatment and exam-
inations in near real-time, i.e. shortly before the ongoing treatment has finished and
the resource expects to become available again. A time slot is assigned to the
patient that placed the highest bid according to the health-state based utility
functions introduced in the Sect. 3. The coordination protocol is designed to have
four phases (cf. Fig. 1).

During subscription phase patients first have to find resources fitting to the
treatments or examinations currently needed. Due to the fact that multiple medical
units may offer the same treatments or examinations, a patient can subscribe at
several units at the same time. Although the hospital infrastructure is considered as
quite stable in comparison to the continuous arrival and dismissal of patients, it is
assumed that from time to time changes can occur, e.g. a new medical unit is
added or the operation of a unit is temporary closed. For this reason patients should

Fig. 1 MedPAge coordination mechanism
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always perform a fresh search for adequate resources and afterwards subscribe at
the corresponding resources. A resource answers to the patient with an estimate of
the duration for the tasks requested. These durations are deduced from historical
data and consist of mean and variance to cope with their stochastic nature.

In the announcement phase a resource initiates a new auction whenever the
ongoing medical task is about to finish. In this way the flexibility of the current
practice in hospitals is kept and possibly occurring disturbances caused by
emergencies or complications can be addressed in the same way as before. The
resource agent announces the auction by requesting which patient is currently
willing to participate. This could be a subset of the subscribed patients as some of
them could already have won an auction at another resource.

After having determined the participants, a call for proposal is sent to them with
detailed information about the auctioneered treatment including the expected
duration. Afterwards the patients are expected to send bids according to their
utility functions, i.e. patients determine their bids according to the expected utility
loss if they would loose the auction. This disutility is calculated by comparing the
health state at the assumed finished time with and without the treatment.

The resource collects the incoming bids and sorts them according to the bid
value. It will then start determining the winner in the awarding phase by notifying
the first patient from the list. If the patient is still available it will agree and the
resource will inform the other patients about the auction end. If not, the resource
will move on with the next patient from its list and continue in the same way as
before until a winner could be determined or no more patients are available. In this
case the auction has failed and the resource could start over again with a new one.

3.2 System Implementation

The original MePAge system architecture is depicted in Fig. 2 and consists of
three layers with different functionalities. The complexity of the layered model
arises through different aspects. First, as already stated, the system has been built
as simulation for benchmarking different coordination mechanisms and also as
normal desktop system that could be used in field tests within a hospital. In this
respect, it should be possible to reuse as much of the functional parts as possible
when switching from simulation to operation. Second, MedPAge was part of a
higher-level initiative called Agent.Hospital, in which several projects were inte-
grated into a more complete hospital environment. Hence, the interoperability of
the system was an important aspect solved by a shared hospital ontology.

Due to the different use cases, distinct user interfaces have been built for
simulation and real world system testing. The simulation user interface allowed for
performing simulation experiments and evaluating the statistical result whereas the
user interface for operation was conceived as a decision support system
(cf. Fig. 3). It can be seen that different views have been developed according to
the functional roles involved within the hospital. From an administrative point of
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view the system allows for entering new patient and resource master data. This
was necessary as the system has not been directly connected to the hospital server
infrastructure, which would have allowed reusing existing data. Within the ward
view, the current health state according to the diagnosis can be coarsely given and
required treatments and examinations can be added to the patients in correspon-
dence to the medical prescriptions. The system automatically generates appoint-
ment proposals that become visible within the unit as well as in the ward view.

Fig. 2 System architecture

Fig. 3 System screenshot
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In the unit view the currently waiting patients are shown to the personnel and it
allows for synchronizing the real hospital resource with the virtual one. For this
purpose it can be entered to system when a medical task begins and ends or if a
disruption exists. In the ward view the system announces treatment calls for
patients according to the internally applied auction mechanism. The personnel is
free to accept or reject the system proposals and send patients to the resources as
they deem appropriate. These choices should be entered into the system in order to
allow for correct future planning.

The core of the MedPAge system is the coordination mechanism that has been
realized using a multi-agent negotiation approach. Hence, patient as well as
resource agents have been modeled and implemented as representatives for their
corresponding stakeholders. Details about the agent based design can be found in
[4]. The coordination mechanism has been realized as message based interaction
protocol in accordance to the sequence diagram shown in Fig. 1. As execution
infrastructure the Jadex agent platform [11] has been used, which originally relied
on the JADE agent platform [1]. Hospital data and scheduling information was
stored in a relational database (MySQL), which had been interfaced with an
object-relational mapper (Hibernate). In order to support the simulation as well as
real time execution an additional execution infrastructure middle layer had been
built.

3.3 Weaknesses and Challenges

The experiences gained by implementing the MedPAge system led to several
important research questions that were found to require addressing them also on a
general layer and not only in a project specific manner:

• Simulation and Operation of a system should be possible without modifying the
functional core of the system. Rebuilding the system from a simulation proto-
type leads to new failures and much additional implementation overhead.

• Implementing coordination mechanisms using asynchronous message passing is
a very tedious an error prone task. Even experienced developers struggle in
foreseeing all possible protocol states leading to increased development efforts
and delays in software production.

In order to address the first challenge we worked on the notion of simulation
transparency [12] denoting the fact that a simulation and real system become
indistinguishable from a programmers point of view (except its connection to a
real or virtual environment). The underlying idea consists in introducing a clock
abstraction within the infrastructure that is used for all timing purposes.
Exchanging the type of clock (e.g. from a real time to an event driven mode)
immediately changes the way time is interpreted in the system. Following this path
made obsolete the execution infrastructure layer in case of the MedPAge system.
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The second challenge requires even more fundamental changes in the way
systems are designed and implemented. The proposed solution path consists in
changing the communication means used in the system. On the one hand the
original idea of MedPAge, namely having negotiating patients and resources
should be kept, but on the other hand the communications should be simplified. To
achieve this objective, a service oriented perspective is combined with the agent
oriented view leading to the notion of active components described in the fol-
lowing section. Relying on active components the complex interaction scheme can
be largely simplified by using services. It has been shown that conceptually that
agents can be equipped with services without loosing their special characteristics
like autonomy [3].

4 Service-Oriented Interaction Design

In this section, a redesign of the MedPAge system is sketched that takes into
account the lessons learnt from its original implementation. Here, we focus on the
redesign of the coordination mechanism according to the newly developed active
components approach. Therefore, the basic concepts of the active components
approach are shortly presented in the Sect. 4.1. Afterwards, a straight forward
method is proposed how to map message-oriented negotiation protocols to
appropriate service interfaces. The resulting service-oriented redesign of the
MedPAge coordination protocol is put forward and the advantages of the approach
are discussed.

4.1 Active Components Approach

The active components approach is a unification of several successful software
development paradigms, incorporating ideas from object, components, services
and agents [2, 10]. Therefore, it combines features such as the autonomous exe-
cution from agents and the explicit specification of provided and required inter-
faces from components (cf. Fig. 4). An important characteristic of the approach is
that each active component may act as service provider and service user at the
same time. Thus the interaction of active components is not limited to the client/
server model as used in, e.g., web services, but also naturally supports peer-to-peer
communication as found in multi-agent systems. Regarding the architecture of an
application, the required and provided service interfaces of active components
allow making component dependencies explicit and easily manageable already at
design time. Yet, by supporting dynamic service search and binding, the model
allows for adaptive applications that automatically build and change (parts of)
their structure at runtime in response to a dynamically changing environment (e.g.
when service providers disappear or new services become available).
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The active components approach has many intentional similarities to the
standardized and industry-supported service component architecture (SCA1). Yet,
there are important differences due to the incorporation of agent ideas. In the active
components approach, each active component is an autonomously executing entity
(like an agent) that interacts with other (possibly remote) active components by
calling methods of their provided service interfaces. For autonomy reasons and
also for avoiding consistency issues due to concurrent access to a components
internal state, active components follow a single-thread execution model per
component, which means that external requests and internal actions are queued
and executed sequentially (cf. [3]). To respect this execution model and also to
support distribution transparency, i.e. no difference in programming for remote
versus local service calls, all service operations should use asynchronous method
signatures. Asynchronous methods can be realized using so called futures [13] as
return values, i.e. objects that act as proxies for later results of ongoing operations.
Once the asynchronously invoked operation finishes, the actual result will be made
available in the future object.

In Jadex,2 which is our Java-based reference implementation of the active
components approach, different kinds of futures are provided that capture recurring
interaction patterns in a natural way. In the following, three important types are
introduced by dint of a simple, illustrative example of a wearable heart rate
monitor connected wirelessly to a stationary display device. The heart monitor
service allows retrieving the last observed heart rate and also creating an elec-
trocardiogram (ECG) plot of the historic heart activity according to a specifiable
period. In addition, the display can subscribe to the heart rate monitor for being
sent periodic updates of the current heart rate. As shown in Fig. 5 (line 2), the
getHeartRate() method of the monitoring service returns a simple future of type
double. Because the service execution is done asynchronously, the rate value is not
immediately available. Instead, the display component may add a listener to the
future (line 3) for being informed, when the service execution is finished and the
result can be obtained. For long running operations, the terminable future as used
in the generateECGPlot() method (lines 4, 5) allows terminating an ongoing

Fig. 4 Active component structure

1 http://www.oasis-opencsa.org/
2 http://jadex-agents.informatik.uni-hamburg.de
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operation, while it is still in progress (cf. line 7). This kind of interaction is useful,
when service calls may take a long time to complete and allow, e.g., the user to
abort the requested printing of the ECG plot and choose a shorter period. Finally,
for recurrent interactions, the intermediate future type allows the service imple-
menter to publish intermediate results of potentially long-lasting operations. A
special kind of intermediate future is the subscription future, which resembles a
publish/subscribe interaction. For the subscribeToHeartRates() method (line 9, 10)
you can see that the display is informed about each new heart rate value in the
intermediateResultAvailable() method. To cancel such a subscription, also the
terminate() method of the future can be used, i.e. every subscription future is also
an instance of the terminable future type.

4.2 Modelling Interactions with Services

In message-based interactions, each communicative act is represented as a simple
message. As inspired by speech-act theory, difference between those acts can be
identified by using performatives such as query or inform. The allowed sequences
of sent and received messages can be specified in interaction protocols, which can
be specified, e.g., in AUML sequence diagrams. The foundation for intelligent
physical agents (FIPA) has proposed a standardized set of performatives and also
defined several commonly used interaction protocols like request and contract-net.
Despite many attempts for providing tools or other development support, the
current practice of implementing of message-based interactions still exhibits a
large gap between design and the actual programming. Message-based interaction
is not naturally supported by today’s prevalent programming languages like Java
and C#. This requires implementing many aspects of the interaction hidden in

Fig. 5 Examples of future types
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application code. As a result, implementation errors, such as type errors or invalid
message sequences, can only be detected at runtime, if at all. This makes imple-
menting message-based interactions a tedious and error-prone, time consuming
task.

On the other hand, for the communicative acts in service interactions, different
representations exist for, e.g., a service call, its return value or potential excep-
tions. The future patterns introduced above allow further types of communicative
acts, such as termination of ongoing operations or publication of intermediate
results. All these types of interaction are naturally represented by well-established
object-oriented concepts like interfaces, method signatures and futures. Because
these constructs are all first class entities of current object oriented programming
languages, sophisticated tool support exists for statically checking the soundness
of interaction implementations already at compile time (e.g. checking number and
type of parameters, compatibility of return values or the types of futures supported
for an interaction).

For the above reasons, we consider a service-based implementation of an
interaction advantageous to a message-based one. Still the design of a service-
based interaction is a non-trivial task, because in addition to deciding about
sequences of communicative acts, also each act needs to be mapped to one of
many fundamentally different interaction types, such as service calls, return val-
ues, etc. Therefore we propose an approach starting from a message-based inter-
action design and converting it to a service-based design for easier
implementation. In this way the decisions about which communicative acts are
required and how these are represented are straightened, thus simplifying the
design process. In addition, the design of message-based interactions is well-
understood and it seems reasonable to reuse the existing concepts, standards and
tools from this area.

As a result from practical experiences in converting message-based designs to
service-based ones, we identified the following recurrent steps:

1. Identification of service provider: In almost every case, the initiator of an
interaction acts as client of a participant, i.e. the first communicative act of an
interaction is best represented as a service call from the initiator to the corre-
sponding participant.

2. Mapping of subsequent communicative acts: For each subsequent communi-
cative acts it needs to be decided how it is represented according to the fol-
lowing options:

a. Messages from initiator to participant can be represented as service calls or
as termination request to previous service calls.

b. Messages from participant to initiator can be represented as service result,
intermediate service result or as failure (exception) of a previous service
call.

3. Evaluation of the resulting design: The design should be evaluated according to
the following design criteria
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a. Establishing high cohesion of methods in any interface and low coupling
between different interfaces.

b. Minimizing dependencies between methods (e.g. avoid that methods are
only allowed to be called in a special ordering).

c. Avoiding to introduce new communicative acts (e.g. when an act is mapped
to a service call, but there is no message corresponding to the return value).

4. Splitting Interfaces: If no appropriate design can be found with a single service
interface, the interaction needs to be split up into several interfaces. Therefore
one or more messages in the interaction need to be chosen as start of a sub-
interactions and the process needs to be repeated from step 1 for each sub-
interaction.

Of course, in practice these steps should be considered as guidelines and not as a
rigid process. For each concrete interaction, probably different designs need to be
considered to identify advantages and limitations and to decide on the best option
for implementation.

4.3 Redesign of the MedPAge Coordination Mechanism

The service-based redesign process has been applied to the MedPAge coordination
mechanism as presented in Sect. 3.1. The resulting interfaces are shown in Fig. 6.
The design has been obtained by following the process outlined in the Sect. 4.2.
The interaction is initiated by a patient, which has some treatments without a
corresponding reservation at a resource, yet. Therefore the resource is the par-
ticipant of the interaction and should provide a service interface to the patient
(lines 1-5). During the redesign it became obvious that some of the messages of the
original interaction are obsolete, especially in the announcement phase. Therefore
these messages were omitted during the redesign. In the original interaction pro-
tocol, the resource would periodically start auctions in which the registered
patients could bid for an upcoming time slot. This naturally maps to a service call
by the patient to register a required treatment and in response the resource would
provide a subscription future to publish the start of each auction (lines 2, 3). In
order to simplify the interaction and also to allow for dynamic changes in the
resource operation, it was decided, that the stochastic treatment durations are
supplied by the resource to the patient at the start of each auction. Therefore the
subscribeToAuctions() method of the resource service corresponds to the initial
request(treatment) message. It should be noted that the Jadex active components
infrastructure automatically makes available the caller of a service to the service
implementation and thus no separate parameter for identifying the patient that
called the resource method is necessary. The subscription future returned by the
method represents both the inform(durations) message as well as the cfp(treat-
ment) message. To include information about the auctioneered time slot and the
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corresponding treatment durations, the CFP object type is introduced (lines 9-14)
and used as result type of the subscription future.

When a new auction starts, the patient receives this CFP object calculates its
opportunity costs and sends its bid to the resource. This is done using the bid()
method (line 4) corresponding to the propose(bid) message. The result of the
method can be interpreted as corresponding to the query-if(accept-perform) and
reject(bid) message in case of success or failure. Yet, this would leave the three
remaining messages refuse(not-available), cancel(treatment) and agree(perform)
to be realized by an isolated method in the resource interface. This would have
violated design criteria 3b (minimizing dependencies), because the required
ordering of the three resource interface methods would not have been obvious
from their syntactic structure. Instead it was decided, that the majority of the
awarding phase was better represented by a separate patient interface (lines 6-8).
Here the resource can inform the winner of an auction using the callPatient()
method corresponding to the query-if(accept-perform) message. The patient may
answer with the boolean result value if it is available or if the resource should
prefer another patient. The advantage of this design is that the call-patient func-
tionality can also be used independently of the auction mechanism. E.g. a resource
that wants to apply a different scheduling scheme may simply accept registrations
in the subscribeToAuctions() method, but never start any auction and instead call
patients directly as deemed appropriate.

4.4 Discussion

In the following, the specific improvements of the MedPAge coordination algo-
rithm are discussed. In the original message-based MedPAge coordination pro-
tocol, twelve different messages between two roles have been used. Without the

Fig. 6 Redesigned MedPAge coordination mechanism
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obsolete announcement phase still nine messages remain. The redesigned service-
oriented coordination mechanism captures the same functionality, but only
requires a total of three methods spread over two interfaces. Thus, the perceived
complexity in the service-based interaction design is much lower than in the
message-based design. Furthermore, the object-oriented service interfaces are
conceptually much closer to the implementation technology, which even more
reduces the complexity for the programmer. On a conceptual level, the new design
keeps the agent-oriented view of patient and resource representatives, which
negotiate for finding bilaterally appropriate schedules. Therefore, the autonomy of
the different hospital units is preserved. Yet, the object-oriented design makes
dependencies between the communication acts also syntactically clear. E.g., the
subscribeToAuctions() method needs to be called before the bid() method, because
the latter requires the CFP object supplied by the former method.

5 Conclusion

In this chapter patient scheduling has been identified as important area of
improvement in hospitals. The currently employed technique for patient sched-
uling is a first-come first-served scheme that has the advantages of being highly
flexible and respecting the autonomy of the hospital units. Within the MedPAge
project a decentralized auction-based solution has been developed, which pre-
serves these characteristics but additionally adds a global optimization perspective.
The MedPAge system has been built as an agent-oriented solution. Based on the
original system design and implementation some of its weaknesses and resulting
challenges have been identified. The active components approach and in particular
the service-oriented interaction design have been presented. They address the
weakness of the complexity and implementation effort that is induced by message-
based interaction designs. A service-oriented redesign of the MedPAge coordi-
nation mechanism has been developed and its advantages have been discussed.

During the course of the MedPAge project, the agent metaphor was found a
highly suitable design approach for decision support systems in the area of hospital
logistics. The agents can act as representatives of the involved hospital stake-
holders, taking into account their respective goals and the typical local autonomy
of existing hospital structures. One remaining obstacle for putting agent-based
systems into productive use is still the gap between agent technology and estab-
lished mainstream technologies, such as object-orientation and, e.g., web services.
The service-based approach presented in this chapter supports an easier integration
with legacy software, allowing, e.g., to use web services for provided or required
service calls.
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A New Generation of Biomedical
Equipment Based on FPGA. Arguments
and Facts

Marius M. Balas

Abstract The chapter is aiming to broaden the bridge that covers the gap between
the engineering and the biomedical science communities, by encouraging the
developers and the users of biomedical equipment to apply at a large scale and to
promote the Field-Programmable Gate Array technology. The chapter provides a
brief recall of this technology and of its key advantages: high electrical perfor-
mances (great complexity, high speed, low energy consumption, etc.), extremely
short time-to-market, high reliability even in field conditions, flexibility, porta-
bility, standardization, etc. The positive FPGA experience, issued from the mili-
tary and the aerospace domains, is beginning to spread into the biomedical and
healthcare field, where the personnel should be aware and prepared for this sub-
stantial and presumably long term advance.

1 Introduction

A quite shocking title is drawing our attention when reading the second quarter
2009 issue of IEEE Circuits and Systems Magazine: ‘‘A Wake-Up Call for the
Engineering and Biomedical Science Communities’’ [1].

The author of this chapter are trying to sensitize the readers on the gap that is
drawn between the new achievements of electronics and information technology
on one hand and the biomedical science community on the other hand. In order to
fill this gap the authors envisaged a coherent action: the establishment of the Life
Science Systems and Applications Technical Committee (LISSA) within the IEEE
Circuits and Systems Society, supported by the USA National Institutes of Health
(NIH). LISSA organizes several workshops each year. After each workshop a
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white paper is published by the IEEE Circuits and Systems Magazine in order to
present the major challenges in various chosen theme areas.

Inspired and alerted by this message, we are now proposing an idea that could
lead to a comprehensive modernization and improvement of the biomedical
equipment: the large scale applying of the Field-Programmable Gate Array
(FPGA) technology. The unification of the major part of the equipment used by a
whole scientific-technical domain, by means of the FPGA, is already experienced
with very positive results by the aerospace industry [2, 3] etc.

2 The FPGA Technology and its Place in the Electronic
Industry

FPGA is an electronic technology that is essentially implementing very large scale
custom digital circuits by means of the software controlled reconfiguration of a
large integrated array, composed of identical Configurable Logic Blocks (CLB).
A CLB cell may contain different types of Look-Up-Tables (LUT), flip-flops and
elementary logic gates. The FPGA routing system ensures the reprogrammable
CLBs configuration that defines each application, by a wide network of horizontal
and vertical channels that may be interconnected in any possible way by transis-
torized interconnecting matrices. In other words, FPGA is a field reprogrammable
Very Large Scale Integrated Circuit (VLSI), merging some leading hardware and
software technologies. A FPGA generic structure is shown in Fig. 1 [4].

In the late 1980s the US Naval Surface Warfare Department initiated a research
project that succeeded to build a computer out of 600,000 reprogrammable gates—
the direct ancestor of the FPGA hardware. The FPGA software’s origin is alike:
although the first modern Hardware Description Language (HDL), Verilog, was
introduced by Gateway Design Automation in 1985, the decisive leap occurred in
1987, when the US Department of Defense funded a research aiming to lead
towards a unified language for description and simulation of the digital circuits,
especially Application-Specific Integrated Circuits (ASICs). This approach gen-
erated Very High Speed Integrated Circuit Hardware Description Language
(VHDL). Using VHDL all the military equipment, no matter its producers, could
be treated in the same optimal manner (conception, design, testing, implementa-
tion, maintenance, upgrading, etc.). Verilog and VHDL were used basically to
document and simulate circuit-designs initially described in another forms, such as
schematic files or even analytic functions. After that, a lot of synthesis tools were
developed in order to compile the HDL source files into manufacturable gate/
transistor-level netlist descriptions. A key contribution to the FPGA development
belongs to IEEE that marked the concept’s evolution by conceiving the initial
version of VHDL (the 1076–1987 standard), followed by many other subsequent
related standards.
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The company that imposed in 1985 the first commercial FPGA—XC2064 is
Xilinx (co-founders Ross Freeman and Bernard Vonderschmitt). XC2064 gathered
for the first time programmable gates and programmable interconnects between
gates. Xilinx is the tenure leader of the FPGA market, strongly involved into the
aerospace industry [2, 3]. A turning point in the public perception of FPGAs
happened in 1997, when Adrian Thompson merged the genetic algorithm tech-
nology and FPGA to create the first sound recognition device. Other popular
FPGA producers are: Altera, Actel, Lattice Semiconductor, Silicon Blue Tech-
nologies, Achronix and QuickLogic.

It is useful for us to relate FPGA with the other leading electronic and IT
technologies, in order to point its pros and contras if used in biomedical equipment.

Gate array is a fundamental concept for digital integrated circuits. Since the
Transistor Transistor Logic (TTL) times, the integrated circuits were realized
starting from gate arrays—NAND gates for instance, simply by executing the
wired connections that were configuring the desired electric schematics. Wirings
were initially mask-programmed at factory, mainly by photolithography or other
Read Only Memory (ROM) technologies. Given the initial gate array, the design
of a new integrated circuit comprised essentially only the design of the photoli-
thographic mask of the wiring system. Replacing this rigid technology with the
flexible software controlled configuration of the today’s FPGA followed the next
steps, always in connection with the developments of the ROM memories:

Fig. 1 FPGA generic structure, with logic blocks LB, wired channels, interconnecting matrices
IM and input/output interface I/O
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• The Programmable Array Logic (PAL), sharing with Programmable ROM
(PROM memories) the mask-programmable feature.

• The Field Programmable Array Logic (FPAL) issued providing PALs with
appropriate programmers. FPALs are one time programmable: users can write
their custom program into the device only once;

• The Complex Programmable Logic device (CPLD) were higher capacity PALs;
• In the respect of the parallelism with the memories technologies, FPGAs are

field reprogrammable devices, similar to Erasable PROM (EEPROMS): users
can repeatedly write and erase the stored data referring to the configuration.
However, FPGAs outreached by far the simple field reprogrammable devices;
their reconfiguration circuits became extremely complex and performing.

Besides the PAL-CPLD connection, FPGAs is organically linked with ASICs.
The ASICs are VLSIs customized for a particular use. Customization occurs by the
appropriate design of the metal interconnect mask, there are no reprogrammable
features. This ROM like technology was developed in terms of sheer complexity
(and hence functionality) increasing the number of integrated gates to over 100
millions.

ASICS are meant to be customized for large scale applications or standard
products, cell phones for instance. Their design and development are laborious and
expensive, but their electrical performances are rewarding: fast operation, low
energy consumption, extremely high reliability, etc. The high end of the ASIC
technology belongs to the full-custom ASIC design, which defines all the pho-
tolithographic layers of the device. The full-custom design minimizes the active
area of the circuit and improves its functional parameters by minimal architectures
and the ability to integrate analog components and pre-designed components, such
as microprocessor cores.

However, the amount of applications that can use exactly the same circuit in
huge number is limited, so usual ASICs are realized by gate array design. This
manufacturing method uses unconnected wafers containing all the diffused layers,
produced by full-custom design, in extremely large quantities. These wafers are
stocked and wait to be customized only when needed, by the interconnection
layout. Thus, the non-recurring engineering costs (research, development, design
and test) are lower, as photolithographic masks are required only for the metal
layers, and production cycles are much shorter. On the other hand this technique is
absolutely rigid, the smallest design or implementation error compromises the
whole batch of circuits.

This is why the first motivation of the PFGA developers was to create rapid
prototyping ASICs, in order to avoid the wastage and to further reduce the time to
market and the nonrecurring costs. FPGAs can implement any logical function that
an ASIC could perform, so when developing an ASIC, the first mandatory stage is
to realize its FPGA version. The FPGA prototypes can be easily reconfigured and
tuned, until obtaining the desired performances and successfully completing all the
testing specifications. Only the final versions of the FPGA netlists (all the con-
nections of the circuits) will be automatically implemented into ASICs. As a
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matter of fact this technological itinerary holds only for large scale applications,
very often the medium or small scale applications remain as FPGAs.

A key issue when comparing FPGA to other electronic technologies is the
FPGA versus lC-DSP relationship. FPGA that is stemming from the digital
integrated circuits achieved today a strong position into the embedded systems
field. By contrast with a general-purpose computer, such as a PC, which is meant
to be flexible and to meet a wide range of end-user needs, an embedded system is a
computer system designed to do one or a few dedicated and/or real-time specific
functions, very often in difficult environment and operation conditions. Each time
when we need powerful algorithms, complex data and signal processing or
intelligent decisions at the level of physical applications, embedded systems
become inevitable. The embedded systems were developed by the microprocessor
lP—microcontroller lC—digital signal processor DSP connection. A legitimate
question for the biomedical equipment developers is why to replace the lP-lC
oriented generation with a new FPGA oriented one.

Comparing the two solutions one can observe that computer/lC binary archi-
tectures are build around a central spine bone: the data/address/control bus (see
Fig. 2). All the instructions of the program use one by one the bus, in order to
accomplish the four steps that form the instruction cycle: fetch, decode, execute
and writeback of the resulting data. Except the decoding, all the other steps
demand complex bus traffic and maneuvers, which creates a fundamental limita-
tion of the computer’s speed.

The inconvenient of the bus centered architecture is that since only one
instruction is executed at a time, the entire CPU must wait for that instruction to
complete before proceeding to the next instruction. Caches memories, pipelines
and different parallel architectures such as multi-core systems are addressing with
more or less success this inconvenient. For the embedded systems frame a suitable
solution represent the parallel bus that carries data words in parallel, on multiple
wires. If we compare Figs. 1 and 2 we may appreciate FPGAs as fully distributed
and parallel, totally opposed to the bus centered architectures. Comparing to the

Fig. 2 The generic
computer/microcontroller
architecture
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programmed operation of a lC, the FPGA presents a programmed architecture.
The FPGAs are replacing the virtual computing of the logic functions that follow
the synchronized succession of the instructions and all their steps, with a real wired
circuit, able to operate continuously, with no complicated synchronization con-
straints. This is fundamentally accelerating the FPGA performance. The same
algorithm may be performed hundred times faster by a FPGA circuit compared to
usual bus oriented architecture devices.

However, the FPGA shift is paid by rather laborious programming, which
implies a specific vision. A relevant synthesis of the digital computer versus FPGA
dichotomy was provided by Klingman [6]: When gates were precious entities and
tools 100 % proprietary, it made ultimate sense to arrange these limited gates into
universally used objects, such as CPU registers, ALUs, instruction decoders
(Arithmetic Logic Unit), and address decoders. You would then provide a set of
instructions that linked and relinked these elements, so that, for example, two CPU
register outputs could be connected (via buses) to an ALU input, then the ALU
output connected to a destination register, and then the ALU input connected (via
buses) to a specific memory address, and the ALU output connected to a different
register, and so on and so on …

When gates are no longer precious but are commodities, the fixed elements
approach no longer makes as much sense. The monstrous development in lan-
guages, tools, I/O devices, standards, and so on will keep CPU development and
implementation alive for decades, if not centuries, but the economics are now and
trending more so in the FPGA direction.

3 FPGA Design Tools

The FPGA’s intrinsic complexity, pointed by ED Klingman in 2010, is addressed
in 2012 by design tools that become more and more friendly. The last edition of
Xilinx ISE Design Suite for instance is justifying its name by gathering a bunch of
previously stand alone software tools, covering all the operations demanded by the
design and the implementation of a FPGA application. The main stand alone tools
embedded into ISE are: ISim (behavioral simulation), PlanAhead (mapping and
post-layout design analysis), iMPACT (creates PROM files) and ChipScope (post
analyze of the design).

The procedural itinerary shown in Fig. 3 is fully automate, a simple application
can be achieved basically just by direct commands (Generate Post-Place and Route
for instance), although the experienced designers have full access to the software
resources (Manually Place and Route for instance). The main stages of a FPGA
application development following the previous itinerary are illustrated in the
following Figs. 4–9 [7, 8].

It is to mention that thanks to the high HDL standardization the conversions
HDL code $ schematic or VHDL $ Verilog are very fast and reliable.
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Another proved approach is the automate conversion from the well known C
code to the low-level FPGA programming files, more precisely to HDL [8]. This
conversion creates conditions for a massive transfer of knowledge (algorithms,
procedures, etc.) from the C written applications camp towards FPGA, although
critical and optimized FPGA applications need the direct intervention of the
experienced designers.

4 Existing Healthcare and Biomedical FPGA Applications

The leading producers (Xilinx, Altera, Digilent, etc.) have reached a maturity level
that enables FPGAs to deal with a great amount of applications, stemming from

Fig. 3 The Xilinx ISE
design suite procedural
itinerary
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virtually any possible domain, including the Artificial Intelligence. The biomedical
field was taken seriously into consideration by all producers. In 2007 Altera team
promoted FPGAs as mathematical parallel coprocessors in different models of
medical equipment, boosting the speed hundred times, lowering up to 90 % the
power consumption comparing to conventional coprocessors, with better utiliza-
tion of the resources in many types of algorithms [9].

Image processing is one of the best suited applications for FPGAs, due to the
parallel architectures, the logic density and the generous memory capacity. Besides
driving any type of high resolution display devices, FPGAs are capable to boost the
performances of all the rapid imaging algorithms: image construction, enhancement
and restoration, image analysis and pattern recognition, imagine and data

Fig. 4 The synthesis of the HDL code/schematic source of the application
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Fig. 6 The RTL schematic (register transfer level) and the reviewed schematic

Fig. 7 The mapping of the design (assigning I/O pins) and the place and route

Fig. 5 The behavioral simulation (ISim)
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compression, color space conversion, etc. Virtually any significant medical imaging
technique can be successfully coped by FPGAs: X-rays, magnetic resonance imag-
ing, computed axial tomography (CT scanners), portable ultrasound echographic
devices, 3D-imaging, surgical microscopes, optical measuring and analyze instru-
ments, telemedicine systems, etc. [10, 11], 4D imaging-based therapies [12], etc.

Besides imaging, a wide range of clinical applications are mentioned in the
FPGA oriented literature: electro surgery equipment [11], heart assisting devices
[12], robotic surgery, portable patient monitoring systems, drug delivery systems,
automatic external defibrillators (AED) [13], bio-sensors using SmartFusion pro-
grammable analog devices [14], etc.

Due to their flexibility and fast upgradeability and to their extremely short time-
to-market, the FPGAs are now called to support the development of the most
advanced medical concepts, as for instance the minimally-invasive surgery plat-
forms (MIS), which means significantly less trauma and faster recovery for
patients. A MIS platform combines the above mentioned techniques (robotics,
endoscopy, 3D visualizations, etc.) in order to minimize the surgical actions and to
maximize their precision and sharpness. Such a platform, called da Vinci Robotic
Surgical System, is now produced by Intuitive Surgical. The platform is composed
by an ergonomically designed console where the surgeon sits while operating, a
patient-side cart where the patient lays during surgery, four interactive robotic
arms, a high-definition endoscopic 3D vision system, and a set of surgical
instruments, adapted to the seven degrees of freedom robotic wrists. So far this
platform has enabled methodologies for cardiac and general surgery, urology,
pediatric, gynecology, colorectal, and head and neck surgeries [11].

The portable ultra-low-power FPGAs enable the implementation of a variety of
devices that minimize the power consumption down to 2 lW when the system is
not in active use, an important issue for systems such as automated external
defibrillators, which may be left unattended for weeks or months between tests or
for the portable insulin pumps [13].

Fig. 8 Generating the netlist
and installing the bitstream
file into the FPGA’s ROM
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Fig. 9 Popular FPGA boards. a Altera DE1. b Xilinx Spartan 6
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5 Conclusions

The FPGA industry reaches now the potential that enables it to deeply revolu-
tionize all our technologies. The healthcare and biomedical equipment industry is
facing a strategic challenge: the replacement of conventional electronic equipment
characterized by bus centered architectures with FPGA/ASIC based systems,
bringing substantial advantages: low costs, flexibility, interoperability, reliability,
speed, etc.
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A Survey of Electronic Fetal Monitoring:
A Computational Perspective

Kenneth Revett and Barna Iantovics

Abstract Electronic Fetal Monitoring (EFM) records fetal heart rate in order to
assess fetal well being in labor. Since its suggestion in clinical practise by de
Kergeradee in the nineteenth century, it has been adopted as standard medical
practise in many delivery scenarios across the globe. The extent of its use has
augmented from its original purpose and is now used to not only reduce prenatal
mortality, but also neonatal encephalopathy and cerebral palsy. One of the diffi-
culties with EFM is interpreting the data, which is especially difficult if it is
acquired in a continuous fashion. A grading system has been developed (utilised
for developing a guideline for Clinical Practise Algorithm) which consists of
grading fetal heart rate (FHR) into fairly rough categories (three). These categories
are defined by values associated with a set of four features. The values for this set
of features are potentially influenced by the particular collection equipment and/or
operating conditions. These factors, in conjunction with a stressful condition such
as a complicated delivery scenario may render rapid and unequivocal reporting of
the neonatal status sometimes difficult. This chapter examines the development of
automated approaches to classifying FHR into one of three clinically defined
categories. The ultimate goal is to produce a reliable automated system that can be
deployed in real-time within a clinical setting and can therefore be considered as
an adjunctive tool that will provide continuous on-line assistance to medical staff.
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1 Introduction

The first modern day deployment of fetal monitoring began in the early nineteenth
century by de Kergeradee, whom suggested that listening to the baby’s heartbeat
might be clinically useful [1]. He proposed that it could be used to diagnose fetal life
and multiple pregnancies, and wondered whether it would be possible to assess fetal
compromise from variations in the fetal heart rate. Today, monitoring the fetal heart
during labour, by one method or another, appears to have become a routine part of
care during labour, although access to such care varies across the world.

There are two basic types of fetal monitoring currently deployed routinely;
intermittent auscultations (IA) and cardiotocography (CTG). With IA, the fetus is
examined using a fetal stethoscope (a Pinard) at some frequency: typically every
15 min at the start of labour and more frequently (every 5 min) during delivery,
though these figures are still debatable [2, 3]. This was the predominant form of
fetal monitoring prior to the development of the CTG approach in the late part of
the twentieth century. The CTG provides a continuous written recording of the
fetal heart rate (FHR) and uterus activity (uterine contractions–UC). Note that the
CTG can be recorded externally, using a Doppler type of device which is attached
to a belt placed around the mother’s abdomen (external CTG). This tends to
restrict the mother’s movement and prevents the use of a calming bath prior to
delivery. During the actual delivery stage, after the amniotic sack has ruptured
(either naturally or induced), a CTG clip can be placed on a presenting part
(typically the head) and the FHR recorded (typically no UC data is acquired at this
time). This form of CTG is termed an internal CTG.

Given this methodological approach to fetal monitoring, what information
acquired from EFM should be utilised to render a decision as to the health status of
the fetus? Essentially, there are four features which have been defined within the
Guideline for Clinical practise, which are described in Table 1 [3]. The features
are collected using standard medical equipment (termed a CTG) as described
above, and are converted into a global feature which categorises the health status
of the fetus (the first column in Table 1). This global feature is then utilised to
generate a discrete category of the fetal status over each time point during the
delivery monitoring period. There are three mutually exclusive categories which
are depicted in Table 2.

The categories defined in Table 2 form a set of guidelines used by medical
practioners to assess the health status of the fetus on a general level during delivery.
The question is whether these guidelines are sufficiently robust to provide an
accurate assessment of the fetal status. One approach to addressing this problem is to
evaluate large datasets that contain feature information collected across a large
sample of subjects. This chapter first examines typical feature sets that have been
made publically available and secondly, it presents a few randomly selected case
studies where these publically available datasets have been used for computational
analysis. The chapter ends with a brief discussion of the impact computational
studies have produced in terms of informing the current set of guidelines.
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2 Publically Available CTG Datasets

The UCI data repository is a reputable portal for freely available datasets collected
from a wide range of domains [4]. In particular, there is a CTG dataset at the UCI
data archive, which consists of the CTG records of 2,126 patients acquired up to
and including actual delivery (acquired on the day of delivery). It should be noted
that this dataset has been reported most frequently as the data source for publi-
cations available over the internet [5–9]. For each patient record, a classification
was assigned based on pre and post-partum evaluation by a qualified and licensed
medical practitioner (obstetrician). The feature set consists of nominal and real-
valued features which focus on the four principle features of CTG (baseline,
accelerations, decelerations, and variability). In addition, the FHR and derivative
features such as histograms were computed off-line, yielding a total of 21 features
in the dataset. There were no missing values, all data was acquired under identical
conditions and involved the same trained medical staff, minimising inter-subject
variation. There were three decision classes (assigned by medical professionals):
Normal, Suspect, and Pathological, with an object distribution of 78, 14, and 8 %
respectively (1,655, 295, and 175 for each case respectively).

Table 2 Nomenclature and definitions of the fetal health status (N, S, & P) indicated by the data
tabulated in Table 2. (see [3] for details)

Category Definition

Normal A CTG where all four features fall into the reassuring category
Suspicious A CTG whose features fall into one of the non-reassuring categories and the

remainder of the features are reassuring
Pathological A CTG whose features fall into two or more non-reassuring categories or one or

more abnormal categories

Table 1 Summary of the fetal heart rate (FHR) features utilised to characterize the current health
status of the fetus (see [3] for details)

Feature Baseline
value
(bpm)

Variability
(bpm)

Decelerations Accelerations

Reassuring 110–160 C5 None Present
Non-reassuring 100–109

161–180
\5 for [40 to

\90 min
Early deceleration

variable deceleration
single prolonged
deceleration up to
3 min

The absence of
accelerations with an
otherwise normal
CTG are of uncertain
significance

Abnormal \100
[180

\5 for
C90 min

Atypical variable
decelerations

Late decelerations
Single prolonged
Single prolonged

deceleration [ 3 min
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From a computational perspective, the dataset is typical in the biomedical
domain. There are a fairly large number of features (21), and though there are no
missing values, the three categories are not equally represented in terms of the
cardinality of each decision class. For instance, the ‘Normal’ class contained 78 %
of the data, significantly biasing the data in that direction. Despite this unequal
distribution of decision class exemplars, most reported studies indicate a very high
classification rate, along with relatively high values for the positive and negative
predictive value [10–12]. These results obtained from a variety of difference
approaches probably reflects the direct mapping of the features collected to the basis
for rendering the decision. That is, the physician will base his decision on the
definitions in Tables 1 and 2, and the features extracted are exactly those features.
Judging by the consistently high classification accuracy of this dataset, acquired
from diverse approaches such as neural networks, decision trees, support vector
machines, rough sets, the relationship between the features and the decision class is
supported by the data. This is a very encouraging result which could be exploited for
the deployment of a real-time EFM system suitable in a clinical setting.

One approach to developing such a real-time monitoring system (and given the
low sampling frequency, the ‘real-time’ adjective is not terribly critical) is to
deploy a rule-based approach. There are several interesting papers which provide a
relatively flat rule base from which one can comprehend and utilise quite effi-
ciently in an expert system based approach. Our lab has applied a rough sets based
approach to classifying the UCI based CTG dataset. The results of this study yield
100 % classification accuracy, with a PPV of 1.0 and a NPV of 1.0 as well [13].
The feature set of 21 values was reduced to 13, which were roughly evenly spread
across all four major features (see Fig. 1). Other machine learning based systems
have yielded similar values for classification accuracies over 99 % in many cases,
but typically yield much lower values for PPV and NPV (see [10–12] for exam-
ples). The advantage of a rule-based approach, as opposed to a more recalcitrant
approach such as Neural Networks is that these approaches (rule-based) reveal the
underlying features and their values in the classifier per se. Note that rough sets
(the approach utilised in [13]) generates a rule-based system which typically yields
very high values for classification accuracy, PPV, and PNV (see [14] for a tutorial
based discussion of rough sets). There is no need to explore the weight space or
perform parameter sweeping in order to determine which features are important in

Fig. 1 The resulting decision tree generated from a rough sets approach to CTG data
classification (see [13])
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the resulting classification scheme. As an example of the output of a rule based
system, a decision tree based classification result is depicted in Fig. 1.

3 Conclusions

That the ability of a variety of machine learning tools can extract useful and
clinically relevant information from the large pool of available EFM data is
without question. This type of data is extremely useful to both the machine
learning community as well as the relevant domain (the medical) community.
Rarely is there such as direct mapping of feature space onto decision classes,
yielding such accurate and clear cut decisions. With the ability to map feature
values to the major categories (Normal, Suspicious, or Pathological), the ultimate
question to be addressed is the actual medical significance of the CTG in the
context of patient care.

First and foremost, the CTG measures the fetal heart rate, which is a direct
measure of fetal circulation. The FHR is categorised roughly into 3 disjoint cases:
Normal, Suspect, or Pathological (N, S, or P respectively). These cases are based
on measurements of a 4 valued feature set composed of: baseline value, short term
variability, accelerations and decelerations. Further, another potential class is
based on the response of the fetus to external stimuli such as contractions and fetal
movements. The baseline feature is a record of the beats per minute, which tends
to decrease during the last trimester up to deliver. The short term variability (STV)
reflects the ongoing balance between accelerations and decelerations (via sympa/
parasympathetic activity controlled centrally) of the heart rate. Accelerations and
decelerations occur naturally, when the fetus moves, the uterus contracts or the
head moves down into the pelvic region. In addition, the administrations of drugs
to the mother may induce changes in accelerations/decelerations. Based on these
features which are recorded during CTG, subjects are classified as either: Normal,
suspect, or pathological. The fundamental physiological variable that underlies
these features is the oxygen delivery level to the fetus. If the umbilical cord is
temporarily occluded, oxygen levels to the fetus are decreased (hypoxia) and the
fetus will undergo hypercapnia (increase CO2 levels), which in turn cause respi-
ratory acidosis. Furthermore, reduced oxygenation will induce metabolic acidosis,
both of which induce a redistribution of blood flow to the fetus to compensate for
these altered physiological states. These changes are normal—even fetal move-
ment may cause fluctuations in the hemodynamics. What is important to monitor is
the magnitude and duration of these measurable responses. Prolonged bradycardia
(reduced heart rate below 100 bpm) is a very serious condition which may require
immediate medical intervention. The magnitude, frequency, and duration of these
physiological responses are used to categorise the status of the fetus.

That the CTG can be utilised in a real-time environment in an automated
fashion is supported by the encouraging classification accuracy obtained by a
variety of systems (with an emphasis here on rule-based systems). Training a rule
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based system based on existing literature results is the first step in this process.
These results must be verified on unseen data in order to assess the generalisability
of the resulting rule set. The results from a variety of such studies indicate high
accuracies, PPV, and PNV values. These results together support the hypothesis
that automated CTG based EFM systems are clinically useful. With a trained
system in place, applying the rule-set (or other suitably trained machine learning
algorithm) is typically extremely fast with respect to the phenomenon under
investigation (especially true for the frequency deployed in EFM). So, from a
computational perspective, EFM, measured via CTG, is a solved problem, in terms
of being able to classify the fetus into one of the categories depicted in Table 2 (N,
S, & P). The question remains whether or not this technology can be deployed at a
lower level and/or integrated into a more comprehensive framework such as
deployment throughout the 3rd trimester. To the first point, whether the system can
detect secondary outcomes such as: it can detect the underlying causes of changes
which place the fetus into one category or another? Integrating changes of blood
oxygenation, CO2 levels, blood pH, etc. could be integrated into the monitoring
system, informed by the CTG results. The results could be the development of a
more biologically comprehensive model of the fetus, instead of reporting fiduciary
marks at specific frequencies. As for the second issue, computerized antenatal
care, the system could be deployed to assess secondary outcomes such as gesta-
tional age at birth, and neonatal seizures would be extremely helpful [Cochrane
Study paper]. We are undertaking this work in our lab—but requires additional
data be placed in a publically available repository to complete this work. For this
to happen, computational biologists require the cooperation and efforts of the
medical community.

Acknowledgments The authors would like to acknowledge the source of the dataset: the UCI
KDD data repository, into which this dataset was deposited by faculty members at the University
of Porto, Portugal.

The research of Barna Iantovics was supported by the project ‘‘Transnational Network for
Integrated Management of Postdoctoral Research in Communicating Sciences.’’ Institutional
building (postdoctoral school) and fellowships program (CommScie)-POSDRU/89/1.5/S/63663,
Financed under the Sectorial Operational Programme Human Resources Development 2007–2013.

References

1. Alfirevic, Z, Devane, D., Gyte, GML.: Continuous cardiotocography (CTG) as a form of
electronic fetal monitoring (EFM) for fetal assessment during labour (Review) 1, Copyright
� 2007 The Cochrane Collaboration, Wiley (2007)

2. Ito, T., Maeda, K., Takahashi, H., Nagata, N., Nakajima, K., Terakawa, N.: Differentiation
between physiologic and pathologic sinusoidal FHR pattern by fetal actocardiogram.
J. Perinat. Med. 22(1), 39–43 (1994)

3. American College of Obstetricians and Gynecologists Task force on Neonatal
Encephalopathy and Cerebral Palsy. Neonatal Encephalopathy and Cerebral Palsy:
Defining the Pathogenesis and Pathophysiology, Jan (2003)

140 K. Revett and B. Iantovics



4. UCI: http://kdd.ics.uci.edu/
5. Tsuzaki, T., Sekijima, A., Morishita, K., Takeuchi, Y., Mizuta, M., Minagawa, Y., Nakajima,

K., Maeda, K.: Survey on the perinatal variables and the incidence of cerebral palsy for
12 years before and after the application of the fetal monitoring system. Nippon Sanka
Fujinka Gakkai Zasshi, 42, 99–105 (1990)

6. Ayres-de-Campos, D., Bernardes, J., Garrido, A., De Sa, J.P.M., Pereira-Leite, L.: SisPorto
2.0: a program for automated analysis of cardiotocograms. J. Matern. Fetal Med. 9, 311–318
(2000)

7. Georgoulas, G., Gavrilis, D., Tsoulos, I.G., Stylios, C., Bernardes, J., Groumpos, P.P.: Novel
approach for fetal heart rate classification introducing grammatical evolution. Biomed. Signal
Process. Control 2, 69–79 (2007)

8. Warrick, P., Hamilton, E., Macieszczak, M.: Neural network based detection of fetal heart
rate patterns. IEEE Trans. Biomed. Eng. 57(4), 771–779 (2010)

9. Fontenla-Romero, O., Guijarro-Berdinas, B., Alonso-Betanzos, A.: Symbolic neural and
neuro-fuzzy approaches to pattern recognition in cardiotocograms. Adv. Comput. Intell.
Learn. Int. Ser. Intell. Technol. 18, 489–500 (2002)

10. Ulbricht, C., Dorffner, G., Lee, A.: Neural networks for recognizing patterns in
cardiotocograms. Artif. Intell. Med. 12, 271–284 (1998)

11. Georgoulas, G., Stylios, C., Groumpos, P.P.: Integrated approach for classification of
cardiotocograms based on independent component analysis and neural networks. In:
Proceedings of 11th IEEE Mediterranean conference on Control and Automation, 2003,
Rodos, Greece, 18–20 June (2003)

12. Jezewski, M., Wrobel, J., Labaj, P., Leski, J., Henzel, N., Horoba, K., Jezewski, J.: Some
practical remarks on neural networks approach to fetal cardiotocograms classification. In:
Proceedings of IEEE Engineering in Medicine and Biology Society, pp. 5170–5173 (2007)

13. Revett, K.: A rough sets based approach to analysing CTG datasets. Int. J. Bioinform.
Healthc. (in press)

14. Komorowski J., Pawlak Z., Polkowski L., Skowron A.: Theory, knowledge engineering and
problem solving. Dordrecht: Kluwer, 1991. Rough sets: A Tutorial, In: Pal, S.K., Skowron,
A. (eds.) Rough Fuzzy Hybridization: A New Trend in Decision Making, Springer,
Singapore, pp. 3–98, (1999)

A Survey of Electronic Fetal Monitoring 141

http://kdd.ics.uci.edu/


Quantifying Anticipatory Characteristics.
The AnticipationScopeTM

and the AnticipatoryProfileTM

Mihai Nadin

Abstract Anticipation has frequently been acknowledged, but mainly on account
of qualitative observations. To quantify the expression of anticipation is a chal-
lenge in two ways: (1) Anticipation is unique in its expression; (2) given the non-
deterministic nature of anticipatory processes, to describe quantitatively how they
take place is to describe not only successful anticipations, but also failed antici-
pations. The AnticipationScope is an original data acquisition and data processing
environment. The Anticipatory Profile is the aggregate expression of anticipation
as a realization in the possibility space. A subsystem of the AnticipationScope
could be a predictive machine that monitors the performance of deterministic
processes.

Keywords Anticipation � Diagnostic � Possibility � Prediction � Process

1 Introduction

The year is 1590. Hans and Zacharias Jansen make public a description of what
will eventually lead to the future light microscope. It was not a cure for malaria,
dysentery, or African trypanosomias; but without the microscope, progress in
treating such and other diseases would have taken much longer. The microscope
allows for ‘‘mapping’’ the reality invisible to the naked eye. It helps in the dis-
covery of ‘‘new territory’’. Under the microscope’s lens, the ‘‘world’’ becomes
‘‘larger.’’ Understanding the ‘‘larger’’ world becomes a goal for a variety of sci-
ences. Bacteria and cells are identified. It soon becomes clear that micro-
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organisms constitute the vast majority of the living realm. It also becomes clear
that sight—the most natural of human senses—implies awareness of resolution.
Since the retina is made of cells, it is possible to distinguish between two (or more)
microentities only if they are at least a distance of 150 10�6 m; otherwise, the eye
cannot distinguish between them. In order to make the ‘‘invisible’’ (what the naked
eye cannot see given its cellular make-up) visible, a lens was used in order to
obtain a larger image of what the eyes could not distinguish. It took 220 years
before achromatic lenses (that Giovanni Battista Amici used in his microscope)
made possible the realization that cells (which Robert Hooke called by this name
in 1665) exist in all organisms. Today this is common knowledge; at that time it
was revolutionary.

The microscope, used in physics as well as in biology, helps to describe the
matter that makes up everything that is (The sophisticated electronic microscope
uses electrons instead of light.). It does not help to describe behavior at the
macrolevel of reality. It only assists humans in figuring out what things are made
from and how these components behave. And this is exactly what distinguishes the
AnticipationScopeTM from the enlargement machinery deployed in order to get a
better look at lower-scale aspects of reality, or to ‘‘see’’ far away (telescopes were
only a beginning).

In a day and age of advanced molecular biology and genetic focus, the An-
ticipationScope can be understood as a ‘‘microscope’’ for the very broad composite
spectrum of conditions affecting the adaptive system:Parkinson’s disease, autism,
schizophrenia, obsessive-compulsive disorder, post-traumatic stress disorder,
Alzheimer’s. It does not visualize viruses or bacteria, but behavior. By general-
ization, it is a scope for human performance. The list of what can be perceived via
the AnticipationScope is open. Brain imaging—the in brain scope a variety of
implementations and processing techniques—is an attempt at mapping the brain. It
has helped in understanding brain functionality, neurological disorders, and the
efficiency of pharmacological treatments.

However, it does not allow for a closer look at unfolding human action as an
integrated function across multiple systems, including sensory perception, cogni-
tion, memory, motor control, and affect. It may well be that the AnticipationScope
is a digital processing platform corollary to brain imaging; or at least that the
knowledge gained through the AnticipationScope can be correlated with that
gained through brain imagery, or through molecular biology methods.

2 What Do We Map?

The operative concept upon which the entire project is grounded is anticipation.
Since the concept is not mainstream in current science, the following example
serves as an explanation. Anticipation, as a life sciences knowledge domain, spans
a broad range of disciplines: cognitive science, bioinformatics, brain science,
biophysics, physiology, psychology, and cybernetics, among others. The concept
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challenges the reductionist-deterministic understanding of the living as a machine,
subject only to physics, and the associated techniques and methods for ‘‘repairing’’
it. Given the concept’s novelty, I shall explain anticipation using an example (see
Figure 1)

The state of a physical (non-living) entity—the falling stone—is determined by
its past state and current state (weight, position in space). The state of a living
entity—the falling cat—is determined by its past and present, but also by a pos-
sible future state (safe landing). The falling of a cat involves what are known as
adaptive processes [16]. The falling of a stone exemplifies a deterministic phe-
nomenon. It can be described to a high degree of precision: the same stone, falling
from the same position will fall the same way regardless of the context (day/night,
no one looking/many observers, etc.).

xðtÞ ¼ f ðxðt � 1Þ; xðtÞÞ ð1Þ

In the realm of physics, the experiment is reproducible. No matter how many times
the stone falls, no learning is involved. A cat, while always subject to the laws of
physics—the cat is embodied in matter, therefore gravity applies to its falling—
exemplifies a non-deterministic phenomenon. Non-deterministic means that the
outcome cannot be predicted. The cat might land safely, or it might get hurt. Even
under the same experimental conditions, a cat will never fall the same way twice
(not to mention that the cat that fell once is different from the cat that fell again—it
aged, it learned). Adaptive characteristics change with learning (practice, to be
more precise). Every experiment—assuming for argument’s sake that someone
might subject a cat to repeated falling (ethical considerations suspended)—returns
a different value. Adaptive processes are involved. The cat’s fall is associated with
learning. Adaptivity changes with experience. As the context changes (falling
during day or night, the number and type of observers, landing on grass or on
stones, etc.), the outcome (how the cat lands) changes. Both a deterministic
component and a non-deterministic component (the possible future state, i.e.,
where and how to land safely) affect the current state.

xðtÞ ¼ f ðxðt � 1Þ; xðtÞ; xðt þ 1ÞÞ ð2Þ

In respect to the deterministic aspect: If the cat falls a short distance, its ability to
influence the outcome is diminished. If it falls from a very high distance, the

Fig. 1 Anticipation. Left: The falling of a stone. Right: The falling of a cat
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body’s acceleration affects the outcome: the cat will get hurt despite trying to land
safely. In summary: there is a juxtaposition of a deterministic action-reaction
process-the falling of a stone, subject to the laws of gravity-and a non-determin-
istic, anticipation-action-reaction process—the falling of a cat is subject to gravity,
but also subject to its own active participation in the process. In the first case, the
knowledge domain is physics; in the second case, the knowledge domain involves
physics, but extends to biology, physiology, motoric, neuroscience, and adaptive
systems. The falling of a stone is representative of physical processes (a limited
number of parameters relatively independent of each other). The falling of a cat is
representative of complex processes: high number of variables, and usually
reciprocally dependent variables. The mapping of repetitive processes-such as the
falling of the stone-is fundamentally different from the mapping of unique com-
plex processes. Let us now examine the conceptual underpinning of the antici-
patory behavior example.

2.1 Conceptual Aspects

In respect to the history of interest (accidental or systematic) in anticipatory
manifestations, one statement can be made: experimental evidence has been
reported since the early beginnings of science. Theoretical considerations, how-
ever, have been more focused on particular forms of anticipation [9–11]. The
earliest known attempts to define a specific field of inquiry [14] remain more of
documentary relevance. It was ascertained very early that anticipation is a char-
acteristic of the living. In this context, the focus on human movement is not
accidental. Motor control remains an example of the many attempts to understand
anticipatory aspects (such as those of the falling cat, mentioned above), even if
anticipation as such is not named. In this respect, it is worth bringing up the so-
called ‘‘Bernstein Heritage’’ [8]). Nikolai A. Bernstein’s work (as contradictory as
it is in its many stages) is a reference impossible to ignore (Fig. 2).

Since our particular focus is on quantifying anticipatory behavior, his kymo-
cyclograph [2] deserves at least mention. It allowed him to take note of the
uniqueness of human motion, replacing the mechanistic view with a dynamic
view. The device is an original construction with many ingenious solutions to the
problems posed by recording human motion. It is a camera conceived to allow

Fig. 2 Kymocyclograph
conceived by Bernstein
(1928) and hammering
worker. Left:
Kymocyclograph, Right:
hammering worker
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measurement of human movement. The focus was on ‘‘studying the what of
movement (trajectories)’’ and ‘‘the how (’analysis of underlying mechanisms’)’’
[4]. Of course, Bernstein’s contributions are related to quite a number of other
individuals (Popova, Leontief, Luria, Vygotsky, Gel’fand, Tsetlin, etc.).

It is worth mentioning that before Bernstein, Georges Marinescu [1], using a
cinematographic camera, focused his studies (starting 1899) on gait disorders,
locomotor ataxia, and other aspects of motoric neurological disorders. He was
among the very first to recognize that film images could provide insight regarding
the nature of changes in human movement (This reference does not necessarily
relate directly to the subject of anticipation as such.). As already indicated, a
theoretic perspective will eventually be advanced to those many researchers of
human movement who already noticed anticipatory features in the way people
move or execute operations using tools.

2.2 Anticipation and Change

Anticipation is an expression of change, i.e., of dynamics. It underlies evolution.
Change always means variation over time. In its dynamics, the physical is subject
to the constant rhythm associated with the natural clock (of the revolving Earth).
The living is subject to many different clocks: the heartbeat has a rhythm different
from saccadic movement; neuron firing in the brain takes place at yet another
rhythm; and so does metabolism. The real-time clock that measures intervals in the
change of the physical (day and night, seasons, etc.) and the faster-than-real-time
clock of cognitive activity—we can imagine things well ahead of making them—
are not independent of each other. A faster-than-real-time scanning of the envi-
ronment informs the cat’s falling in real time. A model of the future guides the
action in the present. This is not unlike our own falling, when skiing downhill at
high speed or when we accidentally trip. In the absence of anticipation, we would
get hurt. Reaction is too slow to prevent this. The information process through
which modeling the future takes place defines the anticipation involved. When this
information process is affected by reduced perception, limited motor control,
deteriorated reflexes, or short attention span, falling can become dangerous. Older
people break bones when falling not only because their bones are getting frail
(change in the physical characteristics), but also because they no longer ‘‘know’’
how to fall. In such cases, the anticipation involved is deficient.

3 Anticipation and Aging

It is in the spirit of this broad-stroke explanation of anticipation that a project
entitled Seneludens (from senescere, getting old, and ludere, playing) was initiated
by the antÉ - Institute for Research in Anticipatory Systems at the University of
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Texas at Dallas. The gist of this project [11] is to compensate for aging-related
losses in motor control, sensation, and cognition. The goal is to stimulate brain
plasticity through targeted behavioral training in rich learning environments, such
as specially conceived, individualized computer games (part of the so-called
‘‘serious games’’ development). These are customizable perceptual, cognitive, and
motoric activities, with a social component that will strengthen the neuromodu-
latory systems involved in learning. Improved operational capabilities translate
into extended independence and better life quality for the aging. For this purpose,
the Institute has formed research alliances with, among others, professionals
involved in the medical support of the aging. From the many topics brought up in
conversations with the medical community (e.g., University of Texas-South-
western, a world renowned medical school, and Presbyterian Hospital, both in
Dallas, Texas), one informs the goal of the endeavor: ‘‘How do you quantify
anticipation? Isn’t it, after all, reaction time?’’ (reflex time). It is not enough to
assume that it is not.

Newton’s action-reaction law of physics explains how the cat reacts on landing,
but not how it anticipates the fall so that it will not result in pain or damage. The
dimension of anticipation might be difficult to deconfound from reaction; but that
is the challenge. And here lie the rewards for those who are engaged in addressing
health from the perspective of anticipation. If we can quantify anticipation, we can
pinpoint the many factors involved in the debilitating conditions affecting the
aging (and not only the aging). The scientific hypothesis we are pursuing is:
Spectrum conditions (e.g., Parkinson’s, dementia, autism, etc.) are not the result of
diminished reaction; rather all are expressions of reduced or skewed anticipation.
Losses in sensorial acuity and discrimination, in motor control; diminished and
deviating cognitive performance; affected memory functions—they all contribute
to the loss of anticipation.

From all we know, anticipation is a holistic, i.e., integrated, expression of each
individual’s characteristics across multiple systems. Of course, the goal is to prove
this statement, and based on the proof, to address, from the perspective of the unity
between mind and body, the possibility to re-establish such unity.

3.1 Specifications

All of the above makes up the background against which the AnticipationScope
introduced in the first lines of this text is defined: to conceive, design, specify, test,
and implement an integrated information acquisition, processing, interpretation,
and clinical evaluation unit. The purpose of measurement is to produce a record of
parameters describing human action in progress. This is a mapping from processes
that result in motoric activity to an aggregate representation of the action as
meaningful information. The outcome of the AnticipationScope, within which an
individual is tested, is his or her Anticipatory ProfileTM.
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By way of explanation, let us consider current research in the genetic, or
molecular, make-up of each human being. Indeed, medicine and molecular biology
contributed proof that symptoms are important in dealing with disease; but
molecular differences among individuals might be more important. We are past the
one-drug-fits-all practice of medicine. The goal is to provide ‘‘personalized
medicine’’ in which treatment is tailored not only to the illness, but also to the
genetic or metabolic profile. Truth be told, this is an ambitious project. So is the
Anticipatory Profile, but at the level of defining action characteristics of each
person. The assumption that everyone runs the same way, jumps in an identical
manner, hammers a nail in a standardized fashion, etc. is evidently misleading. If
we could all run and jump the same way, champions would not be the exception.
Their Anticipatory Profile is different from that of anyone else just trying to keep
in shape. In Bernstein’s time, the Soviet regime wanted scientists to study how to
make every worker more productive (Machines do exactly that.). In our time, we
want to understand how differences in anticipatory characteristics could lead to
improved performance of artists, athletes, pilots, and of everyone enjoying a
certain activity (tennis, skiing, hiking, swimming, golf, etc.).

Variations in the Anticipatory Profile are indicative of the adaptive capabilities
of the individual. When we break down in our actions, it is useful to see whether
this is due to an accidental situation or a new condition. Accordingly, the Antic-
ipationScope could potentially identify the earliest onset of conditions that today
are diagnosed as they eventually become symptomatic, usually years later. Indeed,
as we shall see later on, Parkinson’s is diagnosed six years after onset-only when it
becomes symptomatic. By that time the process is irreversible.

This impedes the ability of the medical community to effectively assist those
affected and eventually to cure them. Moreover, since we miss the inception of the
condition affecting adaptive capabilities, we still do not know how they come
about. In addition, the AnticipationScope can serve as a platform for evaluating
progress in treatment. Data from the AnticipationScope can facilitate the type of
inferences that the medical community seeks when addressing spectrum condi-
tions. Regarding the functions of the AnticipationScope, we shall return to them
once a more detailed description of what it is and how it works is presented.

3.2 The Design

Given the fact that anticipation is always expressed in action, the Anticipation-
Scope combines the highest possible resolution capture of movement correlated
with the capture of associated physiological and cognitive data. This sounds a bit
complicated (not unlike the cMicroscope, announced by Changuei Yang and his
team at the California Institute of Technology: a microscope on a chip with mi-
crofluidics). To explain as intuitively as possible what the AnticipationScope is, let
us present another example: ‘‘... when a man stands motionless upon his feet, if he
extends his arm in front of his chest, he must move backwards a natural weight
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equal to that both natural and accidental which he moves towards the front,’’
(Leonardo da Vinci 1498). His observation is simple: a physical entity modeled
after a human being (in wood, stone, metal etc.) would not maintain its balance if
the arms attached to this body would be raised (because the center of gravity
changes). Figure 3 makes the point clear:

Leonardo da Vinci made this observation, prompted by his long-term study of
the motoric aspects of human behavior. Five hundred years later, biologists and
biophysicists addressing postural adjustment [6] proved that the compensation that
da Vinci noticed—the muscles from the gluteus to the soleus tighten as a person
raises his arm—slightly precedes the beginning of the arm’s motion. In short, the
compensation occurred in anticipation of the action. The AnticipationScope
quantifies the process by capturing the motion, not on film (as did Marinescu and
Bernstein) or video, but in the mathematical description corresponding to motion
capture technology. Sensors, such as EMG (electromyography), goniometry,
accelerometry, blood pressure, and EEG (electroencephalography) capture the
various preparatory processes, as well as the reactive components of the balancing
act (see Figure 4).

By design, the AnticipationScope is supposed to deliver an aggregate map of
the human being recorded in action. Since anticipation is always expressed in
action, such a map is indicative of the holistic nature of human actions, regardless
of whether they are small tasks or elaborate compound endeavors. Behind the
aggregated map is the understanding that in the past medicine focused on reduc-
tions. For instance, the cardiovascular profile (cf. Figure 5) is a mapping from
parameters characteristic of blood circulation. Even today, preliminary to a phy-
sician’s examination, a nurse or an assistant will, on a routine basis, check blood
pressure and heart rate. These measurements are performed even before a dental
check-up or an eye examination. Additionally, there are other partial mappings
that a physician will consider: temperature, stress and hormonal profiles; a motor
dynamics profile, if you visit an orthopedist’s office (Fig. 5).

Fig. 3 Dynamics of motion in the living and in the physical object (What does change in the
center of gravity entail?). Left: Dynamics of motion in the living. Right: Dynamics of motion in
the physical
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The measurement of body temperature (or of specific body parts), of galvanic
skin response, or of muscle activity is indicative of physiological processes rele-
vant to the diagnostic procedure. In recent years, given progress in imaging
technology, the neural profile (Figure 5) is now possible. It integrates parameters
significant to visual perception, to the performance of particular brain components
(either under external stimulation or during experiments designed to engage such
components), or to the brain as a whole. Evidently, the outcome of such mea-
surements and evaluations is different in nature than determining blood pressure or
body temperature. Each is already a composite expression of quite a number of
processes involved in facilitating human action (Figure 6).

The Anticipatory Profile could be seen as an integrated map—although in its
more comprehensive structure, it goes well beyond what each partial map provides
in terms of meaningful information. The diagram Fig. 6 might suggest a simple
additive procedure. In reality, the Anticipatory Profile is the expression of

Fig. 4 Information processing model

Fig. 5 The cardiovascular profile versus The neural profile. Left: The cardiovascular profile is a
particular mapping focused on the heart and blood flow—a. Right: The neural profile
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integration and differentiation. Getting sweaty palms as we become aware that we
have just been through a dangerous situation prompts more than galvanic response,
even more than an accelerated heartbeat. All these partial descriptions—that is,
time series of data associated with integrated physiological, neurological, and
cognitive processes—contribute to a broader image of the individual. An identity
comes to expression, quite different from person to person. The various aspects of
data types and data integration will be discussed after examination of the archi-
tecture of the entity defined as the AnticipationScope.

3.3 Architecture of the Data Acquisition Platform

The research leading to an integrated mobile AnticipationScope starts with the
double task of:

a. understanding the nature of subjecting the human being to measurement;
b. integrating unrelated technologies with the aim of producing a comprehensive

representation of how the anticipation is expressed in action.

Each of the two tasks deserves further elaboration. Assuming that sensors could be
devised to measure everything—given the dynamic condition of the living, this
means an infinity of parameters—the problem to approach would be that of sig-
nificance. In other words, how to reduce the infinite set of parameters to those that
carry significant information about the anticipatory condition of an individual. The
science necessary for this is inter- and cross-disciplinary. Therefore, the research
team consisted of physicians, biologists, neuroscientists, and computer scientists.
A large number of graduate students from the associated disciplines and from the
game design program joined in the effort (some also served as subjects) (Fig. 7).

In respect to the architecture, the goal was to conceive a heterogenous data
acquisition platform associated with the appropriate data processing and data
interpretation facility. It was supposed to be an environment in which subjects
carry out ordinary tasks: sitting on a chair, climbing stairs, throwing or catching a
ball, walking, and running. Some tasks were to be performed on cue; others within

Fig. 6 Four profiles: aggregation of a cognitive and physiological map
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a ‘‘natural’’ sequence: climb stairs, reach a platform where sitting was available,
‘‘climbing down.’’ Since to measure is to disturb the measured (Heisenberg’s
uncertainty principle of 1927), our focus was on minimizing the disturbance. This
is possible because sensors of minimal weight are attached to the subject’s
clothing, and measurement does not affect the person subject to it or the param-
eters we want to evaluate. Examination of the architecture allows a simple
observation: we are dealing with multi-dimensional time series streams. As a
consequence, in order to make sense of the huge amount of data generated in real
time, we need to provide data fusion procedures. Statistical analysis is the
underlying mathematical foundation for producing multivariate classifications and
for discovering correlations. In order to explain the technical challenge of the
enterprise, let us shortly mention that the problems to be addressed correspond to
(a) a great variety of data types; and (b) the need to find a common denominator
for different time scales.

3.4 Data Types and Time Scale

A variety of sensors (for evaluating muscle activity, skin conductance, heart rate,
respiration patterns, etc.) affords data characteristic of the measured parameters.
The simple fact that an EMG sensor returns microvolts, while a skin conductance
sensor returns micro-siemens, and the heart rate measured in beats per minute, is
indicative of the nature of data acquisitions and the variety of measurement units.
In computer science jargon, we deal with integers, Booleans, floating-point
numbers, even alpha-numeric strings. Since we also evaluate color (of skin, eyes,
etc.), we deal with a three-byte system (denoting red, green, and blue). Moreover,
data types are associated with allowable operations (In some cases, as in color
identification, addition and subtraction are permissible, but multiplication is not.).

Fig. 7 Architecture of the integrated AnticipationScope
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Moreover, composite types, derived from more than one primitive type, are quite
often expected. Arrays, records, objects, and more composite types are part of the
data processing structure. The intention is to transcend the variety of concrete data
types harvested in the AnticipationScope and eventually develop generic pro-
gramming. We are frequently challenged by the need to calibrate data from one
type of sensor (such as the motion capture sensors, 120 frames per second) with
data from another type (EMG, for instance, at a much lower rate) before any
integration can be carried out. Multiple data sources, distributed all over the body,
also pose problems in respect to noise and wireless integration. Finally, the volume
of real-time data generated within a session is such that storage, processing, self-
correction procedures, and database management exclude the possibility of using
readily available software.

As an example of how data integration is carried out let us consider only the
aggregation of EMG and Motion capture data (Fig. 8):

Each EMG electrode measures the electric activity from the associated muscles.
We follow a traditional measure to extract the feature of the EMG using the
Integral of Absolute Value (IAV).

We calculate IAV separately for individual channels. Each channel corresponds
to one EMG sensor. Let xi be the ith sample of an EMG signal/data and N be the
window size for computing the feature components. In a stream of EMG signal, let
IAVj be the Integral of Absolute Value of jth window of EMG, which is calculated
as:

IAVj ¼
1
N
�

Xj�N

i¼ðj�1Þ�Nþ1

xij j ð3Þ

With the global positional information for all segments, it becomes difficult to
analyze the motions performed at different locations and in different directions.
Thus, we do the local transformation of positional data for each body segment by
shifting the global origin to the pelvis segment, since it is the root of all body
segments. As a result, positional data of each segment with respect to global origin
is transformed to positional data with respect to pelvis segment or joint as origin.
The advantage of this local transformation is that the human motions were inde-
pendent of the location of the participant in the room (which is helpful in some

Fig. 8 Existing architecture for integrating motion capture and EMG data streams for
quantifying the anticipatory characteristics of humans
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tasks where the location of the participant in the room or the direction he/she is
facing poses a problem).

An appropriate mapping function is required to map 3D motion joint matrices
into 3D feature points in the feature space. In our implementation, we used the
linearly optimal dimensionality reduction technique singular value decomposition
(SVD) for this purpose. For any l� 3 joint matrix A and window size N, the SVD
for the jth window is given as follows:

A j
N� 3 ¼ U j

N�N � S j
N� 3 � V j

3� 3 ð4Þ

S j is a diagonal matrix and its diagonal elements are called singular values. For
combined feature extraction techniques for EMG and motion capture data, we use
the sliding window approach to extract the features from motion matrix data and
EMG sensor data. To get a final feature vector corresponding to a window of a
motion, we combine these two sets of features and map it as a point in multi-
dimensional feature space, which is a combination of EMG and motion capture
feature space. We do the fuzzy clustering using fuzzy c-means (FCM) on these
mapped points to generate the degree of membership with every cluster for each
point. Due to the non-stationary property of the EMG signal, fuzzy clustering has
an advantage over traditional clustering techniques. For a given motion, range of
highest degree of membership for each cluster among all the divided windows of a
motion becomes the final feature vector for the given motion. The separability of
these feature vectors among different motions depends on the fuzzy clustering.
This extraction technique projects the effects, of both motion capture and EMG in
a single feature vector for the corresponding motion (Fig. 9).

After the extraction of the feature vectors, similarity searching technique can be
used to find the nearest neighbors and to do a classification for the motions. Our
experiments show that classification rate is mostly between 80–90 %, which is
understandable due to uncertainty of biomedical data and their proneness to noise.
Some other unwanted environment effects such as signal drift, change in electrode
characteristics, and signal interference, may affect the data. Other bio-effects, such
as participant training, fatigue, nervousness, etc., can influence the effectiveness of

Fig. 9 A session in the AnticipationScope, Left: Subject of Experiment; Middle: Mapping of data
Right: Integration of sensors
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the biomedical activity. We also analyze the k-NN feature space classifier to check
that, among the retrieved k-nearest neighbors, how many are a similar match or
how many are in the same group of query. Since we consider the raw signal, the
average percentage of correct matches among k-nearest neighbors is about 90 %.

4 The Unity Between Action and Perception

The basic premise of the entire design of the AnticipationScope is derived from the
knowledge gained in recent years through single-neuron recordings [13] on the
unity between action and perception. Brain activity is specific to the task embodied
in the goal, not to the particular effectors. When an object is grasped, neurons are
activated regardless of the hand (left or right), or of the toes (left or right foot) that
might be used, or even if the mouth is used. Purpose drives the action. Anticipation
is always purpose related. Gallese in [5] brings this observation to a clear point:
‘‘The object representation is integrated with the action simulation.’’ This broad
understanding of the unity of perception, activation processes, control mechanisms,
and the motoric will guide the realization of the AnticipationScope as a space of
interaction between the subject of inquiry and objects associated with actions.

Measurement within the AnticipationScope is goal related since anticipations
are always in respect to the outcome of an action. Anticipation is not prediction,
i.e., not a probabilistic process, but rather one driven by the evaluation of possi-
bilities. The congenial perspective of the vast amounts of data collected (a variety
of interactively selectable time correlated streams) is that of structural measure-
ment process. The biologically inspired Evolving Transformation System (ETS) is
the mathematical foundation for the structural measurement process [7]. ETS is a
dynamic record of the interaction of elements involved in the functioning of a
system, better yet in its self-organization. Each time we are involved in an action,
learning takes place. The result is what we call experience [12].

As stated above, the output of the AnticipationScope is the individual Antici-
patory Profile, which carries information about synchronization processes. Antic-
ipation is an individualized expression, the ‘‘fingerprint’’ of human action.
Variations in the Anticipatory Profile are indicative of the individual’s adaptive
capabilities. Disease or aging can affect the values. Accordingly, the Anticipa-
tionScope could help identify the earliest onset of conditions that today are diag-
nosed only when they become symptomatic—usually years later; in the case of
Parkinson’s disease, six years later. Delayed diagnosis (even of autism, despite its
early onset) has negative consequences for the ability to assist in a timely and
effective manner. We probably also miss important information that might guide us
in becoming pro-active, as well as in finding a cure in some cases. To return to the
example of Parkinson’s disease: festination (loss of the center of gravity adaptive
performance, eventually resulting in ‘‘running steps’’) could be revealed early
through the AnticipationScope. Using data gathered from one sensor at a time—as
practiced in describing, incompletely, ataxia, hemiparesis, dyskinesia, etc.—is a
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reductionist approach, useful but incomplete. Opposed to this is the integration of
data from multiple sensors and from the motion capture that describes movements.
This is the only way to capture the integrated nature of anticipation. Thus we gain a
holistic understanding of the affected human being, in addition to specialized
knowledge. The human being is a relational entity—while each component is
relevant, the outcome is not reducible to the function of one or another part of our
body, but rather to their interrelationship, how they synchronize.

5 Suggestive Directions

In using imaging and measurement, medicine acts upon representations. Data
describing the body in action is a good representation for defining how well
integration over many systems (neuronal, motoric, sensory, affective, etc.) takes
place. In the spectrum condition, one or several systems either cease performing,
or their performance no longer makes integration possible. Examining how the
decline in anticipation results in maladaptive conditions is a life-science specific
epistemological task. It challenges current scientific models. To make the point
clear, here are some suggestive aspects, presented tentatively as information to be
eventually tested in the AnticipationScope:

(1) Parkinson’s Disease (PD)

a. Early onset detection of akinesia, tremor, rigidity, gait and posture abnor-
malities. PD patients show impaired anticipatory postural adjustments due
to deviated center of gravity realization, resulting in a delay in step initi-
ation, or in ‘‘running steps’’;

b. PD tremor is different from other forms of tremors (e.g., cerebellum
tremors, essential tremors). This could be distinguished early with inte-
grated motion capture and synchronized biosensors;

c. PD gait: the typical pattern can be datamined by analyzing integrated
motion capture and sensor data;

d. Even minute PD-associated changes in the control system can be identified;
e. Pre-pulse inhibition, also known as acoustic startle, could be an early

indicator for diagnosing PD. The AnticipationScope will have to integrate
sound, image, tactility, even smell and taste. Frequently, in PD the loss of
smell precedes the characteristic tremor. Given the adaptive significance of
smell in anticipatory processes, we should be able to trace changes in smell
in a context of actions (such as orientation) affected by such changes.

(2) Dementia

a. Dementia due to Alzheimer’s can be distinguished from non-Alzheimer’s
dementia (such as fronto-temporal dementia, FTD). FTD is characterized
by an early appearance of behavioral symptoms (lack of inhibition,
impulsive or inappropriate behavior, outbursts) compared to AD;
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b. Unlike FTD, AD patients display an early difficulty in learning and
retaining new information.

Observation: Given the possibility of monitoring any system, i.e., generating a
representation of its functioning (pretty much like the Anticipatory Profile that
aggregates a ‘‘film’’ of the action and sensorial information), we could conceive of
a subsystem of the AnticipationScope as a diagnostic environment for any
machine. Data is collected from all components. This is the way in which the
behavior of the system can be modeled. For such a system to be effective, pre-
diction algorithms need to be developed having in mind that real-time prediction
of a system’s behavior is a matter of high-performance computation and of
extremely efficient data mining. In 2009, years after the AnticipationScope was
first made public, [15] of the California Institute of Technology came up with the
notion of ‘‘cognitive signal processing.’’

6 Qualified Gazing into the Crystal Ball

The next challenge is the creation of a wearable AnticipationScope that integrates
motion capture and wireless sensors in a body suit (see Figure 10).

The next step, to be carried out would entail a daunting task: to see how you
feel. A colleague (Bruce Gnade, Distinguished Chair in Microelectronics, with
whom I cooperate) shared the following with me:

Similar to what happened in silicon integrated circuit technology 40 years ago,
flexible electronics is now at a point where system design and process integration
will drive the technology. The use of an electronic textile-like architecture pro-
vides the ability to integrate several different materials and functions into the same
fabric. Many of the discreet components needed for complex circuits and sensors
have been demonstrated on flexible substrates: transistors, diodes, capacitors,
resistors, light emitting diodes, and photo-detectors. The next step in developing
the technology is to integrate these discreet components onto a single textile.

Such a wearable AnticipationScope might even become a therapeutic medium:
it would not only represent the individual’s anticipatory state in the form of an

Fig. 10 The wearable AnticipationScope: a possible development
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Anticipatory Profile, but also allow for very sophisticated operations on such
representations. Imagine: you are wearing the AnticipationScope. The 3D sensors
describe your movement; the physiological and neurological sensors describe the
anticipation involved. Wireless networking facilitates the real-time processing of
data on high-performance computers. You can literally see an image of your own
heart beating, or other functions, e.g., what happens when you are stepping,
jumping, sitting down, catching a ball, hammering, designing a house, or making a
model (real or virtual) of the house. Then, using biofeedback, you can reduce your
heartbeat, or work on your gait and posture, or optimize your activity, etc., and
immediately find out how the integrated Anticipatory Profile is affected. Accessing
the integrated expression of our functioning, and trying to influence one or another
variable, such as those affecting control and motoric functions, might prove to be
therapeutic in more ways than we can fathom today.

Acknowledgments The presentation within the International Workshop on Next Generation
Intelligent Medical Support Systems (Tîrgu Mures�, September 18–19, 2011) was made possible
by the Hanse Institute for Advanced Study (Hanse Wissenschaftskolleg, Germany). The author
benefited from feedback from Dr. Michael Devous (Brain Imaging, University of Texas-South-
western Medical Center), Dr. Navzer Engineer (Neuroscience, University of Texas at Dallas), Dr.
Mark Feldman (Presbyterian Hospital of Dallas). Bujor Rîpeanu provided a copy of George
Marinescu’s film recordings. Andres Kurismaa, a graduate student from Estonia, provided
valuable insight into Bernstein’s work. Irina Sukhotina facilitated contacts with the scientists in
Russia researching Bernstein’s legacy. Elvira Nadin provided research expertise in all the
experiments, and in the various versions of this chapter. The author expresses his gratitude to
Barna Iantovics an Calin Comes for their help in preparing the manuscript for print. Anticipa-
tionScope and Anticipatory Profile are trademarks belonging to Mihai Nadin.

References

1. Barboi, A., Goetz, C.G., Musetoiu, R.: MD Georges Marinesco and the early research in
neuropathology. Neurology 72, 88–91 (2009)

2. Bernstein N.: Kymocyclographic Methods of Investigating Movement, Handbuch der
biologischen Arbeitsmethoden. Abt. 5. Methoden zum Studium der Funktionen der einzelnen
Organe des tierischen Organismits. Teil 5a, Heft 4, Urban und Schwarzenberg, Berlin/
Vienna, (1928).

3. Bernstein, N.: Essays on the physiology of movements and physiology of activity. In:
Gazenko, O.G. (ed.) Series: Classics of Science. Publisher: Nauka (Science), (under the
scientific direction of I. M. Feigenberg.) (1990) Book in Russian

4. Bongaardt, R., Meijer, O.G.: Bernstein’s theory of movement behavior: historical
development and contemporary relevance. J. Mot. Behav. 32(1), 57–71 (2000)

5. Gallese, V.: The Inner Sense of Action: Agency and Motor Representations. J. Conscious.
Stud. 7(10), 23–40 (2000)

6. Gahery, Y.: Associated movements, postural adjustments and synergy: some comments about
the history and significance of three motor concepts. Arch. Ital. Biol. 125, 345–360 (1987)

7. Goldfarb L., Golubitsky O.: What is a structural measurement process? Faculty of computer
science, University of New Brunswick, Canada. http://www.cs.unb.ca/goldfarb/smp.pdf. 30
Nov 2001

Quantifying Anticipatory Characteristics 159

http://www.cs.unb.ca/goldfarb/smp.pdf


8. Latash, M.L. (ed.): Progress in Motor Control: Bernstein’s Traditions in Movement Studies,
Human Kinetics, vol. 1. Champaign, IL (1998)

9. Nadin, M.: MIND—Anticipation and Chaos. Belser Presse, Stuttgart/Zurich (1991)
10. Nadin M.: Anticipation and dynamics: Rosen’s anticipation in the perspective of time.

(Special issue) Int. J. Gen. Syst. 39, 1 (2010) (Taylor and Blackwell, London, pp 3–33)
11. Nadin M.: Play’s the thing. A wager on healthy aging. In: Bowers J.C. Bowers C (eds)

Serious Game Design and Development, vol. 28(8), pp. 150–177, IGI, Hershey (2010)
12. Nadin M.: The anticipatory profile. An attempt to describe anticipation as process. Int. J. Gen.

Syst. 41(1), 43–75 (2012) (Taylor and Blackwell, London)
13. Rizzolati, G., Fadiga, L., Gallese, V., Fogassi, L.: Premotor cortex and the recognition of

motor actions. Cogn. Brain Res. 3, 131–141 (1996)
14. Rosen, R.: Anticipatory Systems. Pergamon, New York (1985)
15. Ruy de Figuieredo, J.P.: Cognitive signal processing: an emerging technology for the

Prediction of behavior of complex human/machine. In: IEEE Conference on
Communications, Circuits, and Systems—ICCCAS, San Jose, (2009)

16. Savage, T.: Adaptability in organisms and artifacts: A multi-level perspective on adaptive
processes. Cogn. Syst. Res. Elsevier, Amsterdam 11(3), 231–242 (2010)

160 M. Nadin



Generating Sample Points in General
Metric Space

László Kovács

Abstract The importance of general metric spaces in modeling of complex
objects is increasing. A key aspect in testing of algorithms on general metric
spaces is the generation of appropriate sample set of objects. The chapter dem-
onstrates that the usual way, i.e. the mapping of elements of some vector space into
general metric space is not an optimal solution. The presented approach maps the
object set into the space of distance-matrixes and proposes a random walk sample
generation method to provide a better uniform distribution of test elements.

Keywords General metric space � Sample generation � Distance cone

1 Introduction

There are several important application areas where domain objects are modeled
as points in general metric space (GMS). The most widely known examples are the
domains of complex pictures, words, sounds or chemical informatics [1]. The
efficient management of these objects in databases is a crucial problem to be
solved. There are many proposals for algorithms on storing and searching of the
objects in GMS [11]. To test the cost function of the algorithms, appropriate test
samples should be generated. The appropriate distribution of the test objects is a
very important aspect in the evaluation of the methods.

As the objects in GMS can’t be generated in a straightforward and standard
way, the construction of objects in GMS is a costly and sometimes impossible task.
From this reason, in most cases, the test corpus is generated as a subset of some
vector space. In the Euclidean vector space, for example, the generation of vectors
and coordinate values can be performed with simple and standard methods for
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different element distributions like uniform and normal distribution. The main goal
of this chapter is to investigate the correctness of this approach. In the first part, the
most important methods (Fréchet-embedding and FastMap) for mapping between
GMS and the Euclidean vector space are surveyed. The performed investigations
show that only a few subpart of the GMS can be covered with this projection. In
order to improve the generation of the test pool, the chapter proposes a different
approach for transformation between GMS and vector space. In the proposed
mapping, the GMS domain elements are not the separated objects but the distance
matrices of the object groups. Although, this mapping uses a higher dimensional
vector space, the mapping is an injective function and it can preserve the distance
relationships among the objects. The next part of the chapter investigates the
measures of homogeneity and proposes a method to generate random distance
matrices in this space to construct an appropriate test pool in GMS. The presented
algorithm uses a Markov chain Monte Carlo walk in the high dimensional vector
space. The chapter includes some test results to show the benefits of the proposed
method in comparison with the traditional methods.

2 Mapping Between General Metric Space and L2

Euclidean Space

In GMS there exists a metric on the object set to measure the distances or un-
similarities between the objects. A distance function d() is a metric if it meets the
following conditions:

d x; yð Þ� 0
d x; yð Þ ¼ 0$ x ¼ y

d x; yð Þ ¼ dðy; xÞ
d x; zð Þ þ dðz; yÞ� dðx; yÞ:

ð1Þ

The dominating method to deal with general metric spaces is to map the objects
of the GMS into a Euclidean vector space (L2). In general case, the distance
distribution in GMS cannot be preserved in L2, i.e. no algorithm can perfectly map
the objects from GMS into points of Euclidean space [2]. For example, take a
distance matrix given in Table 1.

Table 1 Sample distance
matrix

dij e1 e2 e3 e4

e1 0 5 3 2
e2 5 0 2 3
e3 3 2 0 2
e4 2 3 2 0
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Considering the corresponding triangles in the distance matrix representation,
all of them fulfill the triangle inequality. On the other hand, it can be easily verified
that it is impossible to map the objects represented by the sample matrix in Table 1
into L2 of any dimension on a distance preserving way. It can be seen that the
objects numbered with 1, 2 and 3 are situated along a line, as

d12 ¼ d13 þ d32

cos /12ð Þ ¼ �1;/12 ¼ p:

As a valid mapping, the objects e1, e2, e3 should be mapped to points of a line
segment where the distance d34 is equal to 1 and not 2.

As there is no distance-preserving mapping, the error of the mapping should be
measured to evaluate the quality of the mapping function. The stress measure [3]
shows the averaged difference between the distances in GMS and in L2:

sl ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u; vðD l uð Þ; l vð Þð Þ � d u; vð ÞÞ2

P
u;v dðu; vÞ2

vuut

where
l the mapping function
u, v objects in GMS
d distance in GMS
D distance in L2

Another measure is the distortion that gives a threshold to the expansion of the
distance values. The mapping is called non-contractive if

Dðl uð Þ; l vð ÞÞ� dðu; vÞ:

The distortion [4] of a non-contractive mapping is defined as

a ¼ supu 6¼v
Dðl uð Þ; l vð ÞÞ

dðu; vÞ :

In this case, the following inequation holds for every element pair:

Dðl uð Þ; l vð ÞÞ� a dðu; vÞ:

The mapping is called bi-Lipschitz [5] if there exists an L� 1 such that

L d u; vð Þ�Dðl að Þ; l vð ÞÞ� 1
L

dðu; vÞ

for every (u, v) element pair. According to the results in [6], there exists
embedding of GMS into L2 with a distortion OðlogNÞ, where N denotes the
number of elements in GMS.

Regarding the mapping algorithm, a widely used solution is the application of
the Fréchet-embedding [6]. The outline of the algorithm is the following. Let
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M denote the number of the target vector space. The Ai denotes a set of pivot
elements assigned to the ith coordinate. The ith coordinate of a target object u is
calculated as the minimum distance value from elements belonging to Ai:

ui ¼ liðuÞ ¼ minv2Aifdðu; vÞg:

Considering the L2 metric, the distance in the vector space is calculated with the
following formula:

D l uð Þ; l vð Þð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM

i¼1
ðd u; aið Þ � d v; aið ÞÞ2

r
:

In the case of MDS (multidimensional scaling) mappings [3] the initial posi-
tions are generated randomly. In the successive iterations, the positions are relo-
cated in order to minimize the stress objective error function. The usual algorithm
to solve this optimization problem is the gradient (or steepest descent) method.
This method uses an analogy from physics, each pair-wise connection is treated as
a spring. There is another group of variants using stochastic relocation methods [3]
to find the optimal value of the objective function.

The FastMap method [7] uses an analogy of mapping from a higher dimen-
sional space into a lower dimensional space. The projection of a point u can be
calculated with the help of the Cosine Low and it yields in the following value:

li uð Þ ¼ dðu; pi1Þ2 � dðu; pi2Þ2 þ dðpi1; pi2Þ2

2dðpi1; pi2Þ2

where
i the index dimension,
pi1 the first pivot element of ith dimension,
pi2 the second pivot element of ith dimension

The distance values on the plane perpendicular to the selected line pi1 � pi2 can
be calculated with

d0 u; vð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dðu; vÞ2 � ðli uð Þ � liðvÞÞ2

q
:

The algorithm of function FastMap consists of the following steps:

FP (i, D)//i - dimension index, D - distance matrix
Generate two random pivots points pi1; pi2

Calculate liðuÞ for every object

Generate the new D0 distance matrix containing the d0

distance values.
If i is less then the given dimension threshold call

FPðiþ 1;D0Þ
else
stop
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It can be seen that these standard mappings from GMS into L2 fulfils the
following properties

• functions where the domain elements corresponds to objects in GMS
• not injective functions: 9a; b 2 GMS : a 6¼ b ^ f að Þ ¼ fðbÞ
• the size of inverse set can be infinite : 1� jfðaÞ�1j �1.

One of the main drawbacks of these methods is that they are not injective
mappings, different object sets can me mapped to the same point set and different
point set in L2 can be mapped to the same object set in L2.

3 Proposed Mapping of GMS into L2

It follows from the previous considerations that it is impossible to use the inverse
mapping as a function to generate a random sample in GMS. The key reason of the
problem is that the mapping of points in GMS into L2 is not an injective mapping.
To cope with this problem, the proposed model uses an injective mapping where
the random generated vectors can be mapped back without information loss into
GMS. The key idea is that the elements of the target vector space corresponds to
the distance matrices and not to the single objects.

The object set in general metric space (GMS) is described with a distance
matrix D [ <N9N, where N denotes the count of elements. The matrix element dij

is equal to the distance between ei and ej. In L2 the point set is described with a
matrix D [ <N9M, where M is the dimension of the vector space:

l : H � <N�N ! <N�M :

The symbolH � <N�N denotes the set of distance matrices meeting the axioms
of the distance functions:

8hij; hjk; hki 2 H : hij� hik þ hkj

8hij 2 H : hij ¼ hji

8hii 2 H : hii ¼ 0

8i 6¼ j; hij 2 H : hij [ 0:

In proposed model, the dimension of the target vector space is
N
2

� �
, every pair

of objects corresponds to a dimension. As the only information in GMS on objects
is the distance to other objects, the distance matrix contains all information on a
group of objects.

Proposition The l mapping is an injective but not a surjective function.

Proof In GMS, two groups of objects are indistinguishable if the distances
between the corresponding elements in both groups are the same. Let us have two
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different object groups in a GMS, denoted by g1, g2. In this case, there exists a pair
of objects that have different distance values in g1 and g2. Thus the distance
matrices are also different. Thus g1 6¼ g2 ) lðg1Þ 6¼ lðg2Þ. h

On the other hand there can be generated such point D [ <N9M, where the
values in the matrix do not meet the triangle inequality rule. Thus the function is
not a surjective function.

The Fig. 1 shows that the proportion of distance matrices in <N9N meeting the
requirements of metric space is drastically decreases in dependency from the
number of elements in the group (N).

Proposition Based on the injective property, it is possible to define an inverse
function from L2 into GMS. The inverse function l�1 : L2 ) H is a bijective

function and for any a� maxfhijg
2 , the matrix D ¼ hij

� �
; 8i 6¼ j : hij ¼ a, is a valid

distance matrix, i.e. D 2 H.

Proof The l mapping is an injective and thus the function l�1 is an injective
mapping as different points in L2 denote different distance matrices. The area H is
the set of matrices meeting the requirements of metric spaces, so it the solution set
of the following system of inequations:

8i : hii ¼ 0

8i; j : hji� 0

8i 6¼ j 6¼ k : hik � hij þ hjk:

It can be easily verified that in the case 8i 6¼ j : hij ¼ a, all inequations are
fulfilled, thus D 2 H. Another observation is that this system is a homogenous
system of inequations, thus a more general statement can be set. If x; y 2 H, then

Fig. 1 Proportion of valid
D in <N9N
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8a� 0 : ax 2 H
xþ y 2 H:

This means that H is a half-subspace in <N�N.h
The Figs. 2 and 3 show some cuts of <N�N indicating which points correspond

to valid GMS points and which ones correspond to points of L2. The planes were
tested with brute-force testing in discrete points using a grid of 100 9 100. The
points with value 0, are not part of GMS, the point of value 6 or 9 are elements of
GMS. The points with value 9 are points of GMS with corresponding counterparts
in L2.

Fig. 2 Map of GMS and
euclidean points (h23 = h14

= h24 = h34 = 0.3)

Fig. 3 Map of GMS and
euclidean points
(h23 = h24 = h34 = 0.4,
h14 = 0.3)
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4 Measuring the Homogeneity of Element Distribution

For generation of uniformly random set of distance matrices, a set of uniformly
distributed points within the hyper-cone should be generated. The uniformity of
points within a region has three main characteristics [8]:

1. the points are equally spaced,
2. the points cover the whole region,
3. the points are isotropically distributed.

The exact measuring of these properties is not a easy problem. There are several
approaches to provide appropriate measures. The COV method [8] belongs to the
family of point-to-point methods. The measure value a is given with

a ¼ 1
�c

1
N

XN

i¼1
ðci � �cÞ2

� �

where

ci ¼ min
i6¼j

xi � xj

�� ��

and �c denotes the average of minimal distance values. This method considers only
the distance to the nearest point. Although it seems to be a simple method, it
requires a O(N2) cost algorithm to find the nearest points. The main drawback of
this measure, that it can’t handle the problem of isolated (outlier) points.

The other main approach is the volumetric measure. In this case, for each points
the corresponding Voronoi region is determined and the volume of the region is
used to measure the uniformity. The main drawback of the method is the high
computational cost to determine the membership label for every point in the
region.

In our approach a distance distribution method is proposed to measure the
uniformity. The distribution of the distinct distance values between the points is
characteristic for the shape and dimensionality of the region. In the work [9], the
expected distance distribution is calculated for a three dimensional cube. In our
work, this approach is extended to high dimensional cone.

In the proposed system, the standard Euclidean ortho-normal basis is replaced
with a corresponding hyperspherical coordinate system. In this coordinate system,
every edge vector has a unique set of angular coordinate values. If we assume that
the values of every angular coordinate may be generated from a given interval
(usually from [0, p]) the cone region can be mapped to a box in the hyperspherical
coordinate system.

The transformation from Euclidean coordinate (x1, x2,…,xn) into hyperspherical
coordinate ðr;/1; . . .;/n� 1Þ is based on the following formulas:
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r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

n þ x2
n�1 þ � � � þ x2

1

p

u1 ¼ arcct x1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

nþx2
n�1þ���þx2

2

p
� �

u2 ¼ arcct x2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

nþx2
n�1þ���þx2

3

p
� �

. . .

un�1 ¼ 2 � arcct
ffiffiffiffiffiffiffiffiffiffiffiffi
x2

nþx2
n�1

p
þxn�1ffiffiffi

x2
n

p
� �

The other special characteristic of the proposed method is that it uses the L1

distance instead of L2 in order to simplify the calculations. Thus the distance
between the points is measured with:

dðx; yÞ ¼
X
jxi � yij:

For a one-dimensional box, the L1 distance distribution for random points, can
be calculated on the following simple way. The probability density function is
equal to

u1ðcÞ ¼
2
A

1� c

A

� 	
:

where [0, A] denotes the interval for the coordinate values. For a two-dimensional
box, the probability density function can be calculated with a convolution integral:

u2ðcÞ ¼
Z minðc;AþBÞ

maxð0; c�BÞ
u1ðxÞ

2
B

1� c� x

B

� 	
dx:

This formula can be extended to a higher dimension too:

unðcÞ ¼
Z minðc;

Pn�1

i¼1
AiÞ

maxð0; c�AnÞ
un�1ðxÞ

2
An

1� c� x

An

� �
dx:

For the case when there are 5 objects and 10 dimensions, the u10 was calculated
using a Scilab program. The generated distance density function is shown in
Fig. 4. As it can be seen the maximum density is expected at the 20 % of the
maximum value.

In order to verify the theoretical calculations, also an experiment was executed.
In this experiment random distance matrices were generated for N = 5. In the 10
dimensional space with Euclidean coordinate system, the points were generated
uniformly. For the generated points, the distance distribution function was
aggregated. The resulted function is shown in Fig. 5. The two distributions are
similar, but having some different peak positions. The reason of the difference may
be in the fact that the region of the cone is just roughly estimated.

Based on the experiments and calculations, it can be seen that the distance
distribution has a very characteristic shape. The proposed measure calculates
the difference between the real distance distribution on the sample set and of the
theoretical distribution:
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a ¼
Z
juðxÞ � mðxÞjdx

This measure requires O(N2) operations to generate the m() experimental dis-
tribution, thus it is not more expensive than the traditional methods. On the other
hand it considers more aspects and can handle the problem of isolated subregions
too.

5 Generating Random Elements in Distance Cone

Based on the previous statements, the generation of an object set in GMS with

N elements is equivalent with generating a point in H � <
N

2

� �

. The task is
equivalent with random sampling from the solution space of a system of linear

Fig. 4 The theoretical
distribution

Fig. 5 The empirical
distribution
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inequations. In this project, the random walk approach is used to generate the
random elements.

Based on [10], the methods for generating random samples in bounded regions
can be clustered in four main groups: transformational methods, rejection methods,
composition techniques and random walk. A transformation technique generates
points in a simpler area of the vector space and maps the vectors onto the bounded
target region. If the bounded region has an unregular and complex shape, the
mapping function can’t be generated. The composition method splits the bounded
region into smaller but simpler subregions. For every subregion a special trans-
formation mapping is used to generate the sample. In the case of rejection tech-
nique, the algorithm generates points in the whole regular space and in the second
step, all generated candidate points are tested. If the candidate point lies within the
bounded region, it will be inserted into the set of sample elements. In the inves-
tigated problem, this method can’t be used efficiently as the probability to be inside
the cone tends to zero for higher dimensions (see Fig. 3).

The proposal uses a modified version of the random walk approach [12]. The
main phases of the algorithm are the followings:

• generate a starting point along the main axis of the cone,
• generate a random direction uniformly distributed in the hyperplane perpen-

dicular to the axis,
• generate the length of the transformation vector randomly.

In the applied algorithm, the starting points are located along the main axis, i.e.

8i 6¼ j : hij ¼ const:

The probability density of the distance from the origin is a polynomial function
of the distance:

p dð Þ ¼ adb:

Similarly, the distance-probability from the axis is also a polynomial function.
The implemented algorithm for generation of a point consists of following main
steps:

Generate an a value with a[ 0 corresponding to the density
pðdÞ.
Construct the initial matrix with 8i 6¼ j : hij ¼ a; hii ¼ 0.
Generate a direction perpendicular to main axis
Determine the maximum distance (dm) from the axis in the
selected direction
Generate a distance randomly according to density p0dm

dð Þ

To incorporate the effect that the larger is a the larger is the size of a cut from
the bounded region, the following distribution was selected:
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dp að Þ ¼ ak

Rmax
0 ak

:

The generated sample set can be used as a test set with uniform distribution in
GMS.

In Fig. 6, an example for random point generation is shown. In the example
N = 4 and h12 = h13 = h23 = h14 = 0.3. The points with value 0 do not belong to
GMS, the values with value over 0.2 are the GMS points. The points with value 0.6
are the selected elements. It can be seen that this kind of sample generation
provides a better uniform distribution than the mapping from L2 into GMS
(Fig. 7). The proposed method (with b = 0.8) yields in a distribution very similar
to the uniform distribution of Fig. 5.

The presented considerations and test results show that the proposed mapping
between GMS and L2 on the level of distance matrices provides an injective
mapping and so it can be used as loss-less transformation between GMS and L2.
Using this invertible mapping, a more uniform sampling of objects in GMS can be

Fig. 6 Map of randomly generated points in GMS

Fig. 7 Distance distribution of the euclidean mapping and of the proposed methods
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achieved based on the presented random walk method. The investigation of ana-
lytical properties of the codomain of L2 in <N�N is an interesting question not
mentioned in this chapter.
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A Distributed Security Approach
for Intelligent Mobile Multiagent Systems

Barna Iantovics and Bogdan Crainicu

Abstract Intelligent systems are used for many difficult problems solving, like:
clinical decision support, health status monitoring of humans etc. The intelligence
could give to a system advantages versus a system that does not have intelligence.
Software mobile agents as network-computing technology has been applied for
various distributed problems solving like: ubiquitous healthcare, network admin-
istration etc. The endowment of mobile agents with intelligence is difficult.
Another difficulty in mobile multiagent systems consists in the limited security of
mobile agents against networks sources, other agents and hosts. In this chapter a
novel mobile agent architecture called IntelligMobAg (Complex Intelligent Mobile
Agent Architecture) is proposed. IntelligMobAg represents an extension of a pre-
vious mobile agent architecture called ICMA [(Iantovics in A new intelligent
mobile multiagent system. IEEE Computer Society Press, Silver Spring,
pp. 53–159, 2005), (Iantovics in A novel mobile agent architecture. Acta Uni-
versitatis Apulensis, Alba Iulia, vol. 11, pp. 295–306, 2006)]. The purpose of the
proposal consists in the limitation of some disadvantages related with security and
intelligence of an ICMA agent by including in the static part of an evolutionary
subagent. In this chapter we will present some preliminary results related with the
increased security and intelligence that emerge in a cooperative multiagent system
formed by agents endowed with the proposed architecture.
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1 Introduction

Agents and multiagent systems are appropriate for problems solving in different
fields [3–7]. A cooperative multiagent system can be composed from a large
number of interacting agents that as a whole have a complex problem solving
behavior, which could allows the solving of some difficult problems or more
efficient solving of large numbers of problems. Software mobile agents (called in
the following shortly mobile agents) exhibit characteristics such as autonomy and
mobility in networks [8]. Mobile agents are appropriate for many distributed
problems solving, like: ubiquitous healthcare [9], distributed information retrieval
[10], support for mobile users [10], real-time access and control of special net-
worked instruments [10], network monitoring and management [11], military
domain [12], health monitoring sensor network [13], distributed vision sensor
fusion [14], distributed traffic detection and management [15], flexible control of
multi-robotic systems [16] etc.

The protection of software mobile agents is difficult based on their distributed
and asynchronous operation [17–20]. Another difficulty related with the mobile
agents consists in their limited intelligence [1, 2, 21, 22]. Some times very simple
efficiently and flexibly cooperating mobile multiagent systems are considered
intelligent at the level of whole system [11].

In this chapter the increased intelligence and security solutions provided by a
novel mobile agent architecture called IntelligMobAg (Complex Intelligent Mobile
Agent Architecture) are analyzed. The proposed architecture represents an
extension of a previous architecture called ICMA described in [1, 2].

The upcoming part of the chapter is organized as follows. In Sect. 2 security
issues in mobile multiagent systems are presented; Sect. 3 presents some security
solutions in mobile multiagent systems; In Sect. 4 some difficulties in the
endowment of mobile agents with intelligence are presented; Sect. 5 presents the
proposed IntelligMobAg mobile agent architecture, there are analyzed aspects
related with security of a multiagent system formed by IntelligMobAg agents, is
discussed if IntelligMobAg agents can form complex systems and are treated
aspects related with the intelligence; In Sect. 6 the conclusions of the chapter are
presented.

2 Security Issues in Mobile Multiagent Systems

The main security issues in mobile multiagent systems consist in [10, 23]: pro-
tecting the hosts against the mobile agents (mobile agents may attack the public
services offered by the hosts, may launch viruses, trojan horses or worms at the
hosts); protecting the mobile agents against each other (mobile agents may attack,
some times modify other mobile agents that operate at the same host); protecting
the mobile agents against the executing hosts (the hosts may modify the mobile
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agents that running on them); protecting the mobile agents during their migration
against different network sources (network sources may attack or stole the mobile
agents).

Some particular challenges of mobile agents consist in [8]: authentication of the
agents and secrecy of the agents. The authentication of the agents consists in how
can be proved that an agent it is representing whom it claims to be representing?
The secrecy of the agents consists in how can be ensured that the agents maintain
they owner’s privacy? How do can be ensured that someone else does not read
your personal agent and use it for his own gains?

It must be guaranteed that the code of a mobile agent is executed according to
the specification of the middleware architecture and that of the programming
language. It is important to ensure that the data and code carried by an agent is not
modified during its operation or migration. The security issues in mobile multi-
agent systems may be caused by errors in the executing environments or by
intentional misbehavior. Such cases must be detected and prevented.

3 Security Solutions in Mobile Multiagent Systems

The security of a host consists in protecting the host from the visitor mobile agents
[10]. A mobile agent at a host uses different services and resources offered by the
host. However, the agent may execute different destructive actions. A malicious or
erroneous mobile agent can destroy the host on which it is running if the host is
inefficiently protected. Some solutions described in the scientific literature for
protecting hosts against executing mobile agents consist in: proof-carrying code
[24], sandboxing [25], software fault isolation [26] etc.

Threats against the mobile agents can be classified as those performed [10, 17,
18, 20, 27–31]: during the agents’ migration and as those performed by the exe-
cuting hosts. Protecting of the agents against the hosts on which they are executing
is very hard [17–20]. The protection of the mobile agents is made harder by the
fact that a set of malicious hosts may collaborate in the fraud. An efficient pro-
tection mechanism of a mobile agent against at a host should provide code and
execution integrity (code privacy), solutions for computing with secrets (data
privacy) and prevention from denial of service attacks against agents.

Mobile agents can be protected by introducing trusted nodes [20] into the
infrastructure to which mobile agents can migrate when required (the platform
from where a mobile agent is first launched has to be a trusted node). Important
information can be prevented from being sent to untrusted hosts, and certain
misbehaviors of malicious hosts can be traced.

Execution tracing solution proposed by Vigna [18] is appropriate for detecting
unauthorized modifications of a mobile agent through recording of the agent’s
execution at each visited host. In this approach each host retains a log of the
operations performed by the agent while executing on it. A host may execute a
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large number of mobile agents. A drawback of this approach consists in the size
and management of all the created logs by the hosts that should be handled.

Yee [28] proposes a solution to protect the authenticity of an agent state or
partial result when the agent is running at a host. Using symmetric cryptographic
algorithms are generated partial result authentication codes. An agent is equipped
with a number of encryption keys. Every time when the agent migrates from a
host, the agent’s state or some other result is processed using one of the keys,
producing a message authentication code. The key that has been used is then
disposed of before the agent migrates. The partial result authentication codes can
be verified at a later point to identify certain types of tampering.

Another solution consists in encrypting the mobile agents. Encryption proposes
that the agent’s code and information are encrypted by a secret key [29]. Only a
small window containing the actual point of execution would be decrypted on the
fly, making possible its execution. As execution proceeds, the passed code frag-
ments are encrypted again. A disadvantage of dynamic encryption and decryption
consists in decreasing the efficiency of the agents.

Ahmed [32] proposes a protection mechanism of the mobile agents against
malicious hosts called Secure-Image Mechanism (SIM). SIM allows protecting
mobile agent by using the symmetric encryption and hash function. The mecha-
nism proposed by Ahmed can prevent the alteration and espial attacks.

In the article [33] a protocol that protects mobile agents against malicious hosts
is presented. The protocol proposed by Abdelhamid et al. combines four methods
based on: reference execution (reliable platforms that shelter the proposed coop-
erating sedentary agents); cooperation between a mobile agent and an agent called
sedentary agent. Cryptography and the digital signature ensure safe inter-agent
communication and execution in deadline. A dynamic approach that makes use of
a timer to make it possible to detect a mobile agent’s code re-execution was used.

Karnik and Tripathi [34] propose an architecture called Ajanta. Ajanta offers
some security mechanisms to protect: server resources from malicious mobile
agents, agent data from tampering by malicious servers, and the system infra-
structure itself. Agents’ access to server resources is controlled using a proxy-
based mechanism. An agent can carry three kinds of protected data: objects visible
only to specific servers, read-only objects, and a secure append-only list of objects.
Ajanta supports communication between remote agents using java remote method
invocation. A generic authentication protocol is used for some client–server
interactions.

Techniques based on code obfuscation (see for example a description in Gulyas
et al. [10]) may secure the mobile agents. A technique based on code obfuscation
proposes an extensible set of transformations to be applied to the mobile agent
code. In this way, is produced code harder to read, but with identical results. This
approach usually results in code with lower efficiency.
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4 Intelligence in Mobile Multiagent Systems

In the following we consider traditional mobile agents described in the scientific
literature. The endowment of a mobile agent with intelligence [1, 2, 21, 22], for
example evolutionary capacity, may increase the mobile agents’ body size (the
code that describes the evolution must be carried by the agent in the network
jointly with the code that describes problems solving) and its behavioral com-
plexity (the code that describes the evolution must be executed at some hosts
jointly with the code that describes the problem solving). The evolution usually is
realized using evolutionary algorithms (some times genetic algorithms). Evolu-
tionary algorithms may allow the learning for example. Such algorithms some-
times are called evolutionary learning algorithms [35]. Evolutionary algorithms
are used for many problems solving [36–38]. An evolutionary learning algorithm
that allows the construction of rules in the article [35] is described.

The transmission of a large number of intelligent mobile agents in a network
may overload the network with data transmission. A large number of intelligent
mobile agents that must be executed at a host may overload the host with data
processing. The operation time of a mobile agent at a host depends on factors, like
available computing resources of the hosts and overloading degree of the host. The
transmission of a mobile agent can take more or less time depending on the
overloading degree of the network with data transmission.

The previously mentioned motivations indicate the difficulty of establishment
of the position of a mobile agent (where a mobile agent is at a moment of time).
The operation of the mobile agents’ members of a multiagent system is distributed
and asynchronous. This makes difficult the communication and cooperation
between migrating mobile agents.

In the literature [1, 2, 39–41] are presented some mobile agents considered
intelligent based on different considerations. In the article [39] the mobile agents’
intelligence is considered based on the autonomous and efficient migration point of
view. In many researches the intelligence is considered at the level of cooperative
system in that the agents operate [1, 2, 11]. Some times very simple cooperating
agents can form intelligent systems (systems that intelligently solve problems).
Yang et al. [11] proposes a rule-driven intelligent mobile multiagent system for
real-time configuration of computer networks.

5 IntelligMobAg Complex Mobile Multiagent Systems

5.1 The IntelligMobAg Architecture

In the article [1, 2] a mobile agent architecture called ICMA have been proposed.
An ICMA mobile agent (an agent endowed with the ICMA architecture) is com-
posed from a static subagent and more mobile subagents created by the static
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subagent. In this chapter, for the elimination of some disadvantages of the ICMA
agents an extended architecture called IntelligMobAg (Complex Intelligent Mobile
Agent Architecture) we have proposed.

An IntelligMobAg agent (an agent endowed with the IntelligMobAg architec-
ture) denoted in the following Cmk is composed from two parts: a static part
denoted Spk and a mobile part denoted Mpk. The static part Spk = hSpoa

k , Spea
k i of

Cmk is composed from an operational subagent denoted Spoa
k and an evolutionary

subagent denoted Spea
k . Spoa

k is responsible for creation of the mobile subagents at
each problems solving cycle (Spoa

k creates the necessary mobile subagents
according to the undertaken problems for solving). Figure 1 illustrates Cmk at a
problems solving cycle denoted Cycz, that consists in the solving of a set
Set = {P1, P2,…,Pg} of undertaken problems. Mpk at the cycle Cycz (see the
Fig. 1) is composed from the mobile subagents Mpk

1;Mpk
2;Mpk

3;Mpk
4;Mpk

5;Mpk
6

and Mpk
7. In Fig. 1, a1 denotes Mpk

1, a2 denotes Mpk
2, a3 denotes Mpk

3, a4 denotes
Mpk

4, a5 denotes Mpk
5, a6 denotes Mpk

6 and a7 denotes Mpk
7.

The Cycz problem solving cycle begins with the undertaking of a set Set = {P1,
P2,…, Pg} of problems at the beginning of the cycle, it is followed by the creation
of the set Mpk

1;Mpk
2;Mpk

3;Mpk
4;Mpk

5;Mpk
6 and Mpk

7 of mobile subagents, after then
the mobile subagents are launched for problems solving. Cycz is finished when all
the undertaken problems are solved.

The body of a created mobile subagent Mpk
i Mpk

i 2 Mpk
� �

contains the agent’s
code (describes the solving of the undertaken problems by Mpk

i ), and may contains
some data used in the problems’ solving. spec(Cmk) = {S1, S2, S3,…, Sn} repre-
sents the specializations detained by Spk

oa, that allows the solving of a set clas-
ses(Cl) = {C1, C2,…, Cn} of classes of problems.

The IntelligMobAg architecture allows the communication of subagents of the
same agent. The dashed arrows illustrated in Fig. 1 presents the communication
links between the subagents of Cmk. Spk

oa has a fixed address in the network, it
does not change its location in the network during its life cycle. However, all the
mobile subagents that operate at a host can communicate with Spk

oa.

              
              

Spoa
k

(S1,S2,…,Sn)
Spea

k
P1,P2,..,Pg

Environment 

Hoh2 Hoh3

Network 

a1

a2 a3 a5

a4

a6

a7

Hoh1

Fig. 1 Cmk an
IntelligMobAg agent at a
problems solving cycle Cycz
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The mobile subagents migrate in the network during their life cycle. Each
mobile subagent communicates to Spk

oa when it arrives to a host. Each mobile
subagent announces Spk

oa when it lives a host. However, Spk
oa can communicate

with each created mobile subagent when this operates at a host. Two mobile
subagents denoted Mpk

i and Mpk
j at the same host can communicate directly using

a shared ‘‘blackboard memory’’ created at that host. Onto a backboard memory the
mobile subagents must be able to read and/or write information, data and/or
knowledge.

Let Mpk
i and Mpk

u two mobile subagents that are not at the same host (see
formula 1). They should communicate using as interloper their creator operational
subagent Spk

oa.

Mpk
i $ Spk

oa $ Mpk
u ð1Þ

In the following, we consider the scenario in that Mpk
i intend to send a message

denoted msg to Mpk
u. In order to do this, Mpk

i send msg to Spk
oa: Spk

oa will transmit
the received message msg to Mpk

u when this arrives to a host. Hovewer, Mpk
i can

communicate with Mpk
u even if Mpk

u migrates in the network during the message
transmission.

Figure 1 ilustrates a moment of time when: Mpk
1 operates at the host Hoh1; Mpk

2

and Mpk
3 operate at the host Hoh2; Mpk

4 and Mpk
5 operate at the host Hoh3; Mpk

6 and
Mpk

7 migrate in the network at that time. The subagents Mpk
1; Mpk

2; Mpk
3; Mpk

4 and
Mpk

5 that operate at hosts can communicate with Spk
oa: Mpk

2 and Mpk
3 can com-

municate with each other using the blackboard memory created by Hoh2. Mpk
4 and

Mpk
5 can communicate with each other using the blackboard memory created by

Hoh3. A migrating mobile subagent (Mpk
6; Mpk

7 illustrated in Fig. 1) will be able to
communicate with the operational static subagent when it arrives to a host. A
mobile subagent at a host is able to communicate with all the mobile subagents at
that host.

More IntelligMobAg mobile agents can form a cooperative multiagent system,
that we denote in the following CM; CM = {Cm1, Cm2, …, Cmn} (see Fig. 2). The
motivation consists in proprieties of the IntelligMobAg agents like, increased:
autonomy in operation, communication and cooperation capability. Let Sp1,
Sp2,…, Spn the static parts of the Cm1, Cm2, …, Cmn agents, where
Sp1 ¼ Sp1

oa; Sp1
ea

� �
; Sp2 ¼ Sp2

oa; Sp2
ea

� �
; . . .; Spn ¼ Spn

oa; Spn
ea

� �
:

In the previous paragraphs we have analyzed the communication between the
subagents of the same IntelligMobAg agent. In the following the communication
between subagents of different IntelligMobAg agents will be analyzed.

The operational static subagents Sp1
oa; Sp2

oa; . . .; Spn
oa can communicate directly.

The communication between two mobile subagents of different IntelligMobAg
agents, operating at the same host can be realized using a shared blackboard
memory created at that host. The communication between two mobile subagents
Mpk

i and Mpr
j (see formula 2) of different mobile agents Cmk (Cmk [ CM; Mpk

i
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subagent of Cmk) and Cmr (Cmr [ CM; Mpj
r subagent of Cmr) that operate at

different hosts is realized via the operational subagents Spk
oa (Spk

oa subagent of
Cmk) and Spr

oa (Spr
oa subagent of Cmr) of the agents (Spk

oa and Spr
oa can commu-

nicate directly).

Mpk
i $ Spk

oa $ Spr
oa $ Mpr

j ð2Þ

Some aspects related with the intelligence in a multiagent system formed by
IntelligMobAg intelligent agents in the Sect. 5.3 are discussed. The notation EI
used in Fig. 2 denotes the emergent intelligence of the CM system (the intelligence
considered at the level of system of agents). The agents from the system coop-
eratively solve problems, however, the intelligence could be considered at the
systems’ level. The total existent knowledge in the CM system is distributed
between the agents {Cm1, Cm2,…, Cmn} members of the system. Each operational
subagent detains some problem solving knowledge (problem solving specializa-
tions) with that may endow the created mobile subagets. A mobile subagent must
be endowed with all the knowledge necessary to solve the undertaken problems.

The environment intelligence (presented in the Fig. 2) consists in different
information from that the mobile agents can learn, if they have the necessary
capability (are able to understand and process it) and capacity (have the necessary
computing resources). We consider that an important aspect in development of the
agents is by taking into account the environment intelligence that could offer
support for the agents to increase their performance in the problems solving.

5.2 Security Solutions Provided by the IntelligMobAg
Architecture

In the following, we consider the cooperative IntelligMobAg multiagent system
denoted CM = {Cm1, Cm2,…, Cmn} presented in the previous section.

Environment Intelligence

EI 

Cm2

Cm1

Cmb

Cmn

Fig. 2 A cooperative
IntelligMobAg multiagent
system

182 B. Iantovics and B. Crainicu



Security solutions at the level of an IntelligMobAg agent denoted Cmk
In formula (3) is illustrated Cmk (Cmk [ CM) at a problems solving cycle

denoted Cycf. Cmk is composed from the static part denoted Spk and the mobile
part denoted Mpk:Mpk

1;Mpk
2; . . .;Mpk

n represents the created mobile subagents at
Cycf. Spk

oa is able to use any security solution with which can be endowed a static
agent (software system in generally) in the protection against different attacks. I1,
I2,…, In represent the itineraries of Mpk

1;Mpk
2; . . .;Mpk

n.

Cmk ¼ hSpki þ hMpki;
Spk ¼ hSpk

oa; Spk
eai;

Mpk ¼ Mpk
1 I1½ �; Mpk

2 I2½ �; :::; Mpk
n In½ �

� �
ð3Þ

The description contained in the itinerary Ih = ({Hoh1; Kbh1} ? {Hoh2;
Kbh2} ? _ ? {Hohj; Kbhj}) of a mobile subagent Mph

k consists in the hosts Hoh1,
Hoh2,…, Hohj that must be visited, specifyed in the order of their visiting.
Kbh = {Kbh1, Kbh2,…,Kbhj} represents the problem solving knowledge used at the
visted hosts by Mph

k. A problem solving knowledge Kbhi [ Kbh may corresponds to
the solving of one or more problems (at a host a mobile subagent may solve one or
more subproblems).

SOL1—Self-protection mechanism by leaving the unnecessary code and data
When a mobile subagent denoted Mpk

h � Mpk
h 2 Mpk

� �
does not need a problem

solving knowledge Kbhy in the following operation at the next hosts, then Mpk
h can

leave Kbhy. However, Mpk
h launched to the next host contains less data and code

that can be used, and/or modified by different malicious network sources and hosts.
We denote with Mpk

h tzð Þ
�� �� the size of Mpk

h (quantity of code and data contained in

Mpk
h body) at the moment of time tz. We denote Mpk

h tj
� ��� �� the size of the mobile

part of Cmk (the quantity of data and code contained in all the mobile subagents) at
the moment of time tj. Mpk

1 tj

� ��� ��; Mpk
2 tj

� ��� ��; . . .; Mpk
n tj
� ��� �� represents the size of

mobile subagents Mpk
1;Mpk

2; . . .;Mpk
n at the moment of time tj, then is satisfied the

Eq. (4).

Mpk tj

� ��� �� ¼ Mpk
1 tj

� ��� �� þ Mpk
2 tj

� ��� �� þ � � � þ Mpk
n tj

� ��� ��: ð4Þ

Let Mpk
h tið Þ

�� �� the size of the mobile subagent Mpk
hðMpk

h 2 MpkÞ at the moment

of time ti (ti \ tfin) and Mpk
h tj

� ��� �� the size of the mobile subagent Mpk
h at the

moment of time tj (ti \ tj and tj B tfin); then Mpk
h tið Þ

�� ��� Mpk
h tj
� ��� ��: Mpk

h tið Þ
�� �� [

Mpk
h tj

� ��� �� if in the interval of time [ti, tj] the subagent Mph
k have eliminated some

of its detained problem solving knowledge. Mpk
h tj
� ��� �� ¼ 0 if tj C tfin (after fin-

ishing its life cycle the size of a mobile subagent transmitted in the network
became 0). Mpk tið Þ

�� ��� Mpk tj
� �
Þ

�� ��, where Mpk tið Þ
�� �� and Mpk tj

� ��� �� represents the
sizes of the mobile part of Cmk at the moments of time ti and tj.
Mpk tið Þ
�� ��[ Mpk tj

� ��� �� if in the interval of time [ti, tj] some of the mobile subagents
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have eliminated some of the detained problem solving knowledge. Mpk tj
� ��� �� ¼ 0

if all the mobile subagents have finished their life cycle at the moment of time tj.
The transmitted quantity of data and code in the mobile part Mpk of a mobile agent
Cmk decreases in time during a problem solving cycle. However, malicious hosts
and malicious network sources may receive in time less information about the
mobile part of Cmk.

SOL2—Tracking mobile subagents during their operation

When a mobile subagent Mpk
q Mpk

q 2 Mpk
	 


arrives to a host Hod, it transmits

Hod’s address and its checksum to Spk
oa. However, Spk

oa can verify if Mpq
k have

been modified in the network during its journey from the previous host to the
recent host. When a mobile subagent leaves a host Hod, it anounces Spk

oa about the
movement, transmits the new host’s address where first intend to migrate and its
new checksum (the unnecessary knowledge/specializations in the following
operation are deleted). The received message will allow to Spk

oa to make security
verifications of the mobile subagent Mpq

k.
Spk

oa tracks the migration of all the mobile subagents Mpk
1;Mpk

2; . . .;Mpk
n created

at a problem solving cycle. Hovewer, it can verify if each mobile subagent visits
all the hosts specified in its itinerary. It can verify if the mobile agents are mod-
ifyed or stoled. In the case of a stolen or modified mobile subagent Mpk

z , the
operational subagent Spk

oa can take different measures. For example, Spk
oa can

announces the hosts from the system to kill Mpk
z if it arrive to them.

SOL3—Distributed operating manner of the mobile subagents
The only who knows where the mobile subagents are is Spk

oa (each mobile agent
announces Spk

oa when it arrives to and lives a host). At a moment of time tq during
the problems solving cycle the mobile subagents Mpk

1;Mpk
2; . . .;Mpk

n of Cmk

operate distributed at hosts or migrate in the network with the initial problem
solving knowledge or a decreased knowledge, some mobile subagents have
already ended their life cycle. At the same host or at the same network source there
are just some of the subagents.

A host from the network can access only the subagents that it execute. A
network source or a host at a moment of time tq can access or modify only a subset
Sub (Sub ( Mpk) of the operating mobile subagents (the mobile subagents are
distributed in the network). A network source or a host doesn’t have a global view
about all the operating mobile subagents (it doesn’t know all the data and code of
the mobile subagents used in the problems solving).

Security solutions at the level of an IntelligMobAg multiagent system
In the previous paragraphs we have analysed some security solutions that

implicitly emerge in case of an IntelligMobAg agent. In a cooperative Intelli-
gMobAg multiagent system denoted CM = {Cm1, Cm2,…, Cmn} in case of all of
the agents Cm1, Cm2,…, Cmn emerge the previously mentioned security solutions.
Different security mechanisms described in the literature for the protection of the
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mobile agents can be applied for increasing of the actual security level. We have
presented some security mechanisms described in the literature in Sect. 3.

The next research direction will consists in developing of a cooperative security
mechanism that will allow to mobile subagents and operational static subagents to
cooperate with each other in order to increase the security at the systems’s level.
For illustrative purposes, we consider the situation when mobile subagents
cooperatively collect information about the visited hosts in order to determine if
the hosts are malicious. May exists differences between information collected by
different mobile subagents from the same host, hovewer the certitude about the
fact that a host is malicious or not can be increased.

5.3 Complexity, Intelligence of a IntelligMobAg Multiagent
System

A cooperative multiagent system composed from many IntelligMobAg agents that
can create large numbers of mobile subagents is a dynamic complex system. The
mobile subagents have some autonomy of migration. The control in the system is
distributed, each operational static subagent partially controls the behavior of the
created mobile subagents (may request the killing of some created mobile sub-
agents for example). The complexity of the system from the external point of view
(the party who sends the problems for solving) is not observable because is
internally handled by the system. We call this complexity internal complexity of
the system. The internal handling of the complexity by a system is very important
if the system is highly complex.

The increased intelligence of an IntelligMobAg mobile agent and the intelli-
gence of a cooperative IntelligMobAg multiagent system will be analysed in
details in a future research. In the following we will illustrate just some intuitive
motivations.

An IntelligMobAg agent denoted Cmk can be considered intelligent based on its
specific operating manner. The communication between subagents of the same
agent have been previously analysed. Figure 3 ilustrates the operational subagent
denoted Spk

oa and the evolutionary subagent denoted Spk
ea of the same Cmk agent.

The autonomouse computing static subagents Spk
oa and Spk

ea operates at the
same computing system (that may have any computing power with that can be
endowed a computing systems), they does not migrate in the network during their
operation. However, they are less limited in the utilization of computing resources
than the mobile subagents. Spk

oa is able to undertake problems transmitted for
solving, to create mobile subagents that must solve undertaken problems, to endow
mobile subagents with the necessary problems solving specializations and launch
them for problems solving to hosts distributed in the network.

Spk
oa is not able to learn. If Spk

oa receives special information that allows the

learning it transmit it to Spk
ea: Spk

oa can communicate with Spk
ea using the
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communication component denoted cok. spec(Cmk) denotes the specializations
detained by Spk

oa: Spk
ea is able to learn, new specializations, eliminate unuseless

specializations, substitute less effective specializations with better one. This
capacity conforms to some principles called evolutionary principles presented in
the literature [42].

6 Conclusions

Mobile agents are very promissing for many distributed problems solving. The
motivation for their limited usage consists in the limitations in security and
intelligence. Neither software system can provide a complete solution in the
protection of mobile agents [10, 20]. The limitation in intelligence [1, 2] have
practical reasons presented in Sect. 4.

In the articles [1, 2] a novel mobile agent architecture called ICMA have been
proposed. In this chapter an extension of this architecture called IntelligMobAg is
proposed. The novelty of the proposed architecture consists in a specific combi-
nation of static and mobile agent paradigms and the use of an evolutionary static
subagent. We have presented some preliminary results related with the increased
security solutions and intelligence that emerge in cooperative IntelligMobAg
multiagent systems. The specific operation of IntelligMobAg agents in a network
offer an implicit protection against other agents, hosts and network source attacks.
In a IntelligMobAg cooperative multiagent system the intelligence could be con-
sidered at the level of the complex dynamic system that is a problem solving
whole.
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k

cok spec(Cmk)

Spea
k

Network

Mp1
k

Mp2
k Mp3

k

Mp4
k
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k

Environment 

Fig. 3 The operational
subagent Spk

oa and the
evolutionary subagent Spk

ea of
Cmk
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Day Trading the Emerging Markets Using
Multi-Time Frame Technical Indicators
and Artificial Neural Networks

Alexandru Stan

Abstract This chapter addresses the topic of automated day trading systems based
on artificial neural networks and multi-timeframe technical indicators, a very
common market analysis technique. After we introduce the context of this study
and give a short overview of day trading, we set out our approach and method-
ological framework. Then, we present the results obtained through these proce-
dures on several of the most liquid stocks in the Romanian stock market. The final
section of the chapter concludes the study and brings some insight about possible
future work in the area.

Keywords Day trading systems � Neural networks � Multi-time frame technical
analysis � Market forecast � Automatic trading

1 Introduction

Artificial neuronal networks have many applications [1] in the financial field as
interesting and diverse as the identification of firms in financial distress, the
assessment of credit rates for individuals, the detection of fraudulent behavior in
bank cards usage, the forecasting of losses in insurance companies or the valuation
of enterprises. In this chapter, we intend to address the topic of day trading
emerging markets with artificial neuronal networks [10, 11] and multi-time frame
technical indicators.

We opted for the analysis of the emerging markets [8] since many of them
obviously don’t satisfy the Efficient Market Hypothesis even in its weakest form,
that is to say, future price movements can be predicted by using historical stock
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prices and technical analysis. If we accept the existence of these deterministic
patterns, then the artificial neural networks can be put to work to find them.
Naturally, the inputs for the artificial neuronal networks will be the inputs used by
the technical analysts: a myriad of classical technical indicators during different
time periods at different sampling frequency. Since we discuss very short term
trading strategies [2] the sampling frequency will be counted in minutes rather
than hours or days.

The main problem we identified when implementing trading strategies is that
although some offer good accuracy over well chosen time horizons the stochastic
components [2, 4] contained in financial time series may completely jeopardize
their accuracy and effectiveness as the time span varies [3, 5, 9]. Thus the
dynamics of an algorithmic strategy [7] may differ significantly according to the
time frame we are looking at. For instance, when on a weekly basis the market
may be strongly up trending while in the very short term the stock prices could be
ranging between ephemeral support and resistance levels the trading automaton
should adapt its behaviors to the sampling frequency. As a consequence, we
decided to have a multi-timeframe approach and dedicate an autonomous artificial
neural network for each time frame to identify more accurately the deterministic
patterns of the corresponding sampling frequency [6]. An important characteristic
when using neural networks in this context is the neural network dimensionality
[12, 15], that is to say, how many steps are used to predict the best trading
operations. If the dimensionality is too small the learning process may suffer and
the trading strategies prove inefficient. If the dimensionality is too large an over
fitting may prove even more harmful. A multiple timeframe approach can be an
interesting solution since it allows for different dimensionalities in the different
time frame neural networks.

2 Day Trading

This technique consists in rather making small gains by using highly leveraged
transactions scaled so as to maximize financial performance. The day trader
benefits from market volatility and often gains or losses on each transaction only
from a 0.1 % to a few percents of the invested capital. Most often a day trader
performs dozens of orders per day. All positions are closed at the end of the market
session, even if losses must be taken, avoiding by this considerable overnight
losses. The goal is to consistently engage in more winners than losers and ensures
that losers are as small as possible.

While many trading techniques such as trend following, range trading, scalping,
news trading, contrarian investing are being used by the day traders, neural net-
work automated strategies are a good fit for intraday strategies since a well trained
network can effectively detect intraday patterns, enter and exit signals and assure
the short and medium term statistical consistency in non efficient emerging
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markets. Like any automated strategy is also eliminates any psychological bias that
a human trader may present.

The main obstacle to financial effectiveness when frequently performing
numerous transactions are the costs related with brokerage, commissions, spreads
and slippage. For this reason, we incorporated in our strategies anti churning
parameters.

3 Methodological Framework

3.1 Data Preprocessing

The inputs for the artificial neuronal networks will be the inputs used by the
technical analysts: the stock prices, the traded volumes, and a plethora of technical
indicators that may reveal interesting and effective in the forecasting process.
These input data will have to go through a preprocessing so as to fit in the intervals
[0,1] or [-1,1]. For instance, all the bounded technical oscillators having values
between 0 and 100 will be scaled down by dividing their values by 100.

Inputt
Oscilator ¼

OscillatorValuet

100

Thus, for instance,

Inputt
RSI ¼

RSIValuet

100

More generally,

Inputt
BoundedOscillator ¼

OscillatorValuet � LowerBoundry

UpperBoundry� LowerBoundry

The unbounded oscillators are standardized if we have access to their historical
values, and generally we do. After computing their estimated mean and standard
deviation we can scale the input as follows:

Inputt
BoundedOscillator ¼ U

OscillatorValuet � Oscillator

soscillator

� �

where UðxÞ ¼ 1ffiffiffiffi
2p
p
R x
�1

e�
t
2

2

dt is the normal cumulative distribution function.

If the data doesn’t follow a normal distribution, statistical tests may be per-
formed and the normal cumulative distribution function may be substituted
accordingly.

For the moving average indicators, it is important to teach the neural networks
not their absolute values at a given time but rather their relative dynamics (the way
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their first and second derivatives move) and relative values as compared to stock
prices and other time moving averages. This way the ANN will be able to gen-
eralize some profitable behaviors and not be stuck with absolute and often
meaningless values.

Inputt
MovingAverage ¼

MovingAverageValuet

pricet � PriceScallingFactor
� 1

PriceScalingFactor

The scaling factor will mainly depend on the length of time frame of the
sampling and the upper boundary of the estimated variance.

PriceScalingFactor � sprice �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LengthOfTheTimeframe

p

In penny markets, characterized by huge levels of variance, the scaling factor
can take big values, but in our case, since our strategies are on the very short term
and the volatility moderate, scaling factors 2 turn out to be a good choice.

For the price and volume inputs we are most often interested in their dynamics
than in their absolute values. That’s why we use percentage changes rather than the
differences of absolute values.

Inputt
price ¼

Dpricet

pricet � Pr iceScalingFactor

Inputt
Volume ¼

Dvolumet

volumet � VolumeScalingFactor

If it is deemed that support and resistance levels do play an important role in
improving the trading strategy then additional volume and price inputs may be
added as follows:

Inputt
absoluteprice ¼

1
pricet

Inputt
absolutevolume ¼

1
volumet

The percentage input prices will also help at detecting the tangent of the trend
channels.

Sometimes during the preprocessing stage we also need to get rid of some basic
non stochastic components such as seasonality and trends. For instance, when the
trends are linear this can easily be done by first differences on the level series and
when exponential by first difference on log series.

In order to get rid of complex periodic components we may use discrete time
low- and high-pass frequency filters or some linear combination of them. Low- and
high-pass frequency filters attenuates signals with frequencies higher and, respec-
tively, lower than some threshold cutoff frequency. Thus, the initial sampling
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vector

x1

x2

xn

2

64

3

75 of the prices will be transformed through filtering into a

vector

y1

y2

yn

2

64

3

75 free of the non stochastic periodic components.

The general form of these linear filters is:

yt ¼ a0xt þ a1xt�1 þ � � � þ aDimensionalityxt�Dimensionality

Using these filters could be quite useful in our approach based on multiple
timeframes with different sampling frequencies.

This way each filter could have different dimensionalities enhancing the
learning effectiveness of the corresponding artificial neural network. In a stock
market time series the dimensionality stands for the number of previous pieces of
information that are potentially relevant to the forecasting of the next value.

In order to determine the dimensionality of the networks in the regression
models we analyzed auto correlation and partial auto correlation functions and
identified past data which may cause variation in forecasting process.

The filters can also be applied on the volume data in order to focus on some
aspects of the frequency domain (see Fig. 1).

3.2 The Cost of Transactions

The costs of transaction in our model will be the costs of brokerage and slippage.
Since we do not always have their values at any given time we’ve seen them as
prices, the brokerage cost as the price for a service and the slippage cost as the
price for closing a position as fast as possible. Therefore we modeled them as log-
normal distributions Log-N(lspread,rspread

2 ) and Log-N(lslippage,rslippage
2 ). While the

spread is always there, we will suppose that the slippage cost will appear with the
intensity of a homogenous Poisson process.

Fig. 1 A 5 min low-pass
volume filtering example
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3.3 The Activation Function

According to the data preprocessing we used 2 activation functions. If the inputs
were scaled so as to be positive we used the sigmoid function a special logistic
function. Otherwise we used a hyperbolic tangent function.

If inputs 2 0; 1½ �, then the activation function is:

ActðxÞ ¼ 1
1þ e�x

If inputs 2 ½�1; 1�, then the activation function is:

ActðxÞ ¼ e2x � 1
e2x þ 1

3.4 The Neural Networks Training

We used a bootstrapping technique to feed for instruction the different timeframe
foreword neural networks. We randomly chose the beginning of the each window
element in the training set. This way the training set is more homogeneous since
we avoid regime changing and structural breaks in the data [13]. The downturn is
that the training and validation sets can intermingle. For an element window to be
valid all its points must pertain to the same daily trading session. That’s why the
granularity of the convolution window should rather be small.

Feeding algorithm

1. For each sampling point xi in the data set obtained according with the sampling

granularity, calculate qi ¼ i
cardinalityOfTheData

2. While the size of the training set is not attained do
3. Generate an random number g 2 ½0; 1�
4. If g 2 ½0; q1� then feed the network with the element window [x1, x2, …, xp] and

with the related technical indicators
5. If g 2 ½qi�1; qi� and xi and xi+p-1 belong to the same market session then feed

the network with the element window [xi,xi+1, …, xi+p-1] and with the related
technical indicators

6. End while

3.5 Error Calculation

According to the data preprocessing and the level of financial leverage we used 3
error calculation methods. If the inputs were scaled so as to be positive and the
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leverage moderate we used mean squared error. If the inputs had alternating sings
and the leverage was moderate we used root mean squared error. If the inputs were
alternating or positives and the level of leverage was high we used arctangent root
mean squared error.

We used arctangent mean squared error since it exaggerates and gives more
weight to errors far away from origin and thus is useful for highly leveraged
strategies.

3.6 The Networks Structure

Our data stemmed from the historical prices of the titles compounding the
Bucharest Stock Exchange (BET) index for a 4 years period. We used 6 time-
frames feed foreword neural networks with 5, 10, 15, 20, 25 and 30 min periods
between samplings. The inputs were sliding window based. The structure of the
each network for every given set of technical parameters was a multiple layer
preceptor (MLP). The output layer of the MLP contains only one neuron trying to
forecast the value of the stock at time t ? 1.

After the computation of the 6 forecasting estimators obtained from the 6 neural
networks (30, 25, 20, 15, 10 and respectively 5 min sampling), the strategy is to
engage in a short or a long transaction only when a majority of estimates forecast
the same direction for the value of the stock.

During the election process we granted more vote power to frequencies that
dominated the normalized prices evolution spectrogram (Fig. 2).

Finally, as an alternative to Kelly criterion or Vince’s optimal f position sizing,
we resorted to an efficient frontier neural network algorithm which used all these
different time frame algorithms separately as inputs for the efficient frontier
combination (see Figs. 3 and 4).

3.7 Results

We used a wide range of performance and risk metrics in order to assess the
performances of this technique. The most significant facts:

1. We compared the results with a set of outcomes obtained from technical
indicator strategies and noticed that the algorithm had results of at least 30 %
better.

2. We results were 46 % higher than a buy and hold strategy:

rBuy&Hold ¼
pricesell

pricebuy

 ! 360
daysnumber
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Fig. 2 The six ANN forecasting estimators

Fig. 3 Smoothed periodogram and spectrum for a share

Fig. 4 An efficient frontier
combination of the 6
algorithms
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3. The maximum drawdown of the algorithm was 14 % smaller when compared
with the best drawdown in the set of technical indicator strategies.

4. The length of the maximum interrupted loss was also shorter as compared to
those of the other strategies.

5. We also noticed that the best performing technical indicators were those based
on trend following; this is rather normal since the Hurst exponent [14]
H ((R/S)t = c*tH) was estimated to be around 0.624 [ 0.5, so the series were
persistent and trend reinforcing.

4 Conclusions

This article confirms that technical indicators combined with neural artificial
networks can produce effective trading strategies in emerging markets which
exploit this inefficiency much better than the standard technical analysis strategies
do. They also seem to automatically detect the type of indicators that usually best
fit the market’s acting mode and give them more weight and credit in the price
prediction algorithms. Furthermore, the non linear structure of some ANNs pro-
vides us with adaptive filters which are more performing than standard filters
applied on raw technical indicators.

Possible future evolution of the current strategy could rely upon further digital
signal processing of the input technical indicators, using more elaborate filtering
methods based, for instance, on Fisher and Hilbert transforms.
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Teaching for Long-Term Memory

Elena Nechita

Abstract A major goal of education is to help students store information in long-
term memory and use that information on later occasions, in the most efficient
manner. This chapter investigates the use of analogy as a strategy for encoding
information in long-term memory. The results of a study concerning the ability of
students to use analogy when learning computer science are presented.

1 Introduction

There are plenty of metaphors and models for memory. Starting from Aristotle,
who had an integrated view on memory and thinking, human mind and its pro-
cesses have been observed and studied. Nowadays, there is a huge amount of
knowledge on brain, mind, and reasoning: these complex objects have been
approached from different perspectives in various fields of science.

From issues addressing the evolution of the brain [21] to abstract models of the
cortex [16], scientists provided insights into the mechanisms of the brain. The
study of the energetics of the brain’s computations is currently done, among
others, by a group at the Interdisciplinary Center for Scientific Computing in
Heidelberg, Germany, lead by Bert Sakmann, Nobel Prize laureate in Physiology
and Medicine. With tools like algorithm-based reconstructions and annotated
graphs, the scientists managed to picture the link between brain anatomy and
function at the scale of tens of nanometers [7].

While biologists and neuroscientists use the modern instruments that science
developed to understand the brain from the biophysics of the neuron to the bio-
physical basis of consciousness, from the executive functions of the human brain
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to which sections process various types of information [5], computer scientists
look at the brain in a specific manner. Namely, like a computer system who stores
a great amount of information, system that we query in order to generate a desired
output [17]. Using the available understanding, at a certain moment, of computers,
brains and mind, we can try to understand brain by analogy, building a ‘‘cognitive
computer’’ [18]. Even if this approach is not new, answers are still waited—can we
find out more on the brain, not by using computers to study it, but modeling it as a
computer system? If an end-user is not interested in how a computational system
retrieves the information required, and looks only at what was returned, teachers
are among those who search for answers: how can they organize ‘‘the input’’ such
as to help students find the desired ‘‘output’’ as accurate as possible, in various
contexts that might require their knowledge or abilities?

2 Investigation

The aim of this chapter is to point out some findings concerning the degree to
which analogy can help students to have a better, long-lasting understanding of the
content they are taught, and what kind of supportive elements (visual, lexical or
semantic) allow them to formulate analogies. The participants of the study where
50 students (aged between 20 and 24, 86 % males, 42 % already employed) in the
second year of the undergraduate programme Informatics at the Faculty of Sci-
ences, University ‘‘Vasile Alecsandri’’ of Bacau, Romania. During a semester,
their regular activities included the following tasks:

1. To map a real-life situation on a given totally connected graph.
2. To formulate two suggestive analogies for the database concept: one in lexical

form and one in graphical form (a drawing).
3. To define (in any modality they consider appropriate) the concept of ‘‘com-

plex system’’ and to give two significant examples.
4. To imagine a system analogous to the human immune system and to offer

significant representations of it, in any form they find that the analogy is
relevant.

5. To formulate an application of the Generalized Assignment Problem.
6. To complete phrases with analogies.
7. To integrate the same word in various lexical contexts, in order to produce

different semantics.
8. To specify what elements support them for an efficient learning.
9. To describe in what way the literature they approached helped them to

understand the concepts they are currently studying in computer science.
10. To present a classification type of analogy and an association type of analogy,

from any topic they choose.
11. To formulate three analogies, each involving content from: literature, fine arts,

and social sciences.

202 E. Nechita



12. To find an analogy that includes concepts from geometry.
13. To solve a probabilities problem, given an analogous problem and its solution

with Bernoulli scheme.
14. To design and implement a simulation program for the above solved problem.

The results of the students’ activities have been recorded and analyzed.
Moreover, discussions took place in an informal manner, aiming to reveal the
needs and the perspective that the students have on the use of analogy in their
future work. Students were observed during their classes (courses, seminars,
laboratories) in order to register other significant aspects (such as the involvement
and attention).

In what follows, findings of the study will be connected to the topics discussed.

2.1 Structure of Memory. Points at Which Information can
be Lost in Learning

The understanding of such complex system as the mind clearly needs to go beyond
brain structure–function correlations [26]. The way that information is organized
and represented in memory has been intensively studied, but the findings remain
speculative. However, according to memory researchers, the components of the
Memory System are: sensory information storage (SIS), short-term memory
(STM), and long-term memory (LTM). Each systems has its own characteristics
with respect to function, the form of the information which can be retained, the
amount of time the information is stored, and the capacity of the information that
can be processed. Focusing on long-term memory, three aspects can be empha-
sized: episodic memory deals with the ability to recall experiences deployed in the
past, stored as images; semantic memory contains verbal information, organized
either as particular pieces of information (known as facts) or as generalized
information (concepts, rules); procedural memory deals with the information that
allows tasks performing (conditioned reflexes, emotional associations, and skills
and habits).

Cognitive psychologists use an important concept related to memory organi-
zation: that of ‘‘schema’’. A schema denotes any pattern of relationships among
data stored in memory [14]. Of course, any piece of information in memory may
be connected to different, overlapping schemata. Definitional, assertional or im-
plicational networks [25] are simple computational models of such schemata.
Unlike in these semantic networks, which use a straightforward declarative rep-
resentational mechanism that allows the automated reasoning, the way the output
appears in the human mind is much more complex. However, like in semantic
networks, the information returned as response to a query essentially depends on
how previous knowledge is connected in memory and on how the pieces are used
to build this output. Accordingly, the content that already exists in students’ minds
and the understanding that they got on that content have a major influence on what
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students integrate or experience as new content. They can retrieve only their
interpretation on what they stored in long-term memory, as far as mental models
cannot be avoided.

An important aspect related to the schemata is the fact that these are resistant to
change. Meanwhile, new mind-sets tend to form quickly—that is why teachers
need to facilitate for their students a meaningful context that includes at least:
examples, analogies, and alternative interpretations. In the rapidly changing
environment that we all face today, this should not be a difficult task. Previous,
well-organized pieces of knowledge, past experiences, cultural values, as well as
the stimuli perceived by the students in the learning space have a major influence
on their new acquisitions.

For the study group, it appears that the transfer of the information in the short-
term memory (first point where problems may appear) suffers from lack of
attention and, when attention is given to the current activity, from a superficial
level of attending it. From the questionnaires and from our direct observations, this
attitude comes from a weak motivation or even from its absence. There are
multiple sources of such an attitude, the top two being: a bad understanding of
what a computer scientists should learn (for example, students share the opinion
that the mathematical instruments are not important, or that the weight of the
theoretical lessons is too big), and a perspective that they do not appreciate as
favorable (due to the actual economical context; some of the graduates happen to
work in other fields of activity). However, those who are interested in the topics
approached (and who have no deficits in sensory systems such as visual, auditory
or kinesthetic) mentioned a friendly, informal, quiet environment, music, and
breaks as factors that allow them to elaborate on the incoming information. Some
of them also mentioned personal good will as crucial in their implication.

In this stage, the teacher needs to pay attention to the following aspects: to
present the information clearly (so that it reaches the sensory register and is
correctly perceived by the students) and ensure that students attend the informa-
tion, focusing on relevant aspects and not on collateral ones.

A second point where problems can arise is working memory, where the
information must be held long enough to work with it. When approaching a
problem in computer science, several components must be referred in order to
solve it: data structures, algorithms, heuristics, strategies, programming languages,
complexity issues, etc. First of all, the teacher must help the students to identify
these pieces of knowledge. Activating them, as has been proven in physiology
[11], facilitates the transfer to long-term memory, as well as bringing it back for
future use. Another role of the teacher is to provide support for prior information
that is needed. Considering this aspect, the study group pointed out that students
appreciate that written information (on paper) is preferred when working on a
problem, as well as the process of rewriting it. Also, this is the point where
mastering the basic skills appears to be critical, because their use must not occupy
space in the working memory.

The third point at which students may not properly deal with information is the
bridge from working memory to long-term storage. The success of this transfer is
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related to the following important aspects: development of associations between
the new input and the schemata already existing in the memory, the work with the
information in more than a single context, and the complexity level of these
processes. Categorization (which is the capacity to place new information in
several categories, in order to create multiple pathways to access it) appeared to be
one of the problems faced by the students in the study group. In the applied
questionnaires, the 10 items dealing with categorization (each item appreciated
with 0 up to 5 points, according to the correctness of the answer) scored a mini-
mum of 3 and a maximum of 38 points, the average score being only 21.4.
Meanwhile, the 10 items measuring the amount of effort and cognitive capacity
used to process information (the complexity level of processing; each item also
appreciated from 0 to 5, according to the complexity and the completeness of the
answer) scored a minimum of 2 and a maximum of 40 points, the average score
being only 18.75.

As a conclusion with important consequences in education, it appears that
memory storage is an ongoing process resulting from continuous changes and
parallel processing in the brain [10]. Therefore, increasing the number of exam-
ples, the variability of examples, and the use of those that minimize the cognitive
load [27] can improve schemata acquisition.

In the matter of memory retrieval (the fourth critical point where problems can
appear in memory processing), medical studies [19] proved that, in accordance
with the tasks to be solved, a selection between competing representations is
carried out, in interaction with domain-general cognitive control. The following
section considers analogy as a system of representation and its role in memory
retrieval, problem solving and understanding, in general.

2.2 Use of Analogy in Learning and Retrieval of Information

At humans, learning is a process indistinguishable from evolution itself [3].
Learning through analogy is a superior form of learning. In fact, analogy has a
major role in our lives: starting with basic things that we learn by imitation in
childhood, going through the use of language to the completion of skills and
competencies in our professional development, most of the learning acts use
various forms of analogy.

According to Cambridge Advanced Learner’s Dictionary and Thesaurus,
analogy denotes ‘‘a comparison between things which have similar features, often
used to explain a principle or idea’’. Collins English Dictionary (11th edition)
explains analogy as ‘‘agreement or similarity, especially in a certain limited
number of features or details’’ for two relational systems. Human mind, as well as
human intelligence and language proved to be fundamentally analogical and fig-
urative [28]. The history of science counts numerous discoveries that are due to
analogies. Creative scientists’ statements prove that new theories appeared when
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they applied, in their field of expertise, an analogy to a phenomenon observed in
another domain, sometimes very disparate [6, 29].

The use of analogy in science has been widely investigated. Philosophy [1],
rhetoric [20], linguistics [2], cognitive psychology [12], pedagogy [4] expressed
their perspectives on analogy and its uses. During the last three decades, new
insights into the role of analogy have also been provided by numerous computa-
tional models (see [8] for a comprehensive list, also [9]).

Because most of the projects in computer science relate to complex problem-
solving tasks, our investigation also focused on: the ability of the students to
recognize similarities between problems belonging to separate domains, their
capacity to transfer solutions from one problem to another, how they represent
analogy, and the predominant modality they use to represent analogical relation-
ships (through text or visual image).

The process of problem solving has been magnificently analyzed by Polya in
‘‘How to Solve It. A new aspect of mathematical method’’ [22], for the world of
mathematics. But the main idea of this book, which can be generalized to all fields,
idea that is important for students and teachers as well, is that learning must be
active.

Basically, the process of analogical problem solving involves three steps [13]: a
representation of the original and of the target problem (1), mapping of the two
representations (2), and use of the mapping to generate the solution to the target
problem (3). What can a teacher do in order to constantly improve the ability of its
students to operate successfully on all three steps?

The first stage-representation—is crucial. Basically, it decides how difficult the
solution is to be found. Students in Informatics are presented several strategies to
build representations in the Artificial Intelligence course, where analogy is
intensively used. The students in the sample group did not attend this course at the
moment of the study; therefore, their knowledge on representations comes from
the background. The items designed to reflect their capacity to build representa-
tions invoked previous knowledge, acquired in fundamental courses and pro-
gramming practice. But, most of all, those items intended to make students use
their creativity, to rethink objects and situations, to find new ideas that might work
on the indicated topics, hence avoiding ‘‘functional fixedness’’ [24]. The results,
however, denoted that imagination is not one of the students’ strong points: only
standard, common representations have been indicated. The average score of the
items dealing with representation ability was 20.35 (on a scale from 0 to 50).
Descriptive representations (although imperfect and suffering from lack of details)
predominated over the visual ones (very few students chose to give graphic rep-
resentations: 6 for task 2 and 8 for task 4; the solutions provided by students used
mainly graphs and data flow graphs). The interface designed for the simulation
program required for task 14 was a graphical one in only 7 cases (representing
38.8 % from a total of 18 functional applications and only 14 % of all 50 expected
cases). On task 12, only 16 correct answers (32 %) were recorded. Interviews
revealed that experience and intuitive, specific examples are considered by stu-
dents as elements that can improve their capacity to frame good representations.
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The second stage in analogical problem solving—mapping of the representa-
tions of two similar systems—is fundamental in applications and in several
superior courses (such as Multiagent Systems and Natural Computing, for
example). Analogical mapping is the process of determining the best correspon-
dence between the objects and relations of an original and of a novel, target
problem. If the students are given the two systems, their corresponding elements
are easily recognized, in general. On the same scale (0–50), the average score of
the items dealing with mapping of representations was 28.7. But path-mapping
theory [23] pointed out on the integration of analogical mapping in the process of
problem solving. As the following paragraph shows, this integration has not been
achieved by the students in the study group.

The third step (use of the mapping to find a solution for the target problem) was
not as successful as the previous one. The average score for this step was 22.4 (of a
possible maximum of 50, corresponding to task 13). The explanations that we have
found for this result is that, in general, our students tend to develop a lack of
persistency in working for a goal. Also, the concepts and results required by this
particular analogy were not sufficiently familiar to the students.

The items dealing with lexical contexts and semantics attained to an average
score of 20.5 (out of 50). Corresponding to task 11, relevant analogies have been
formulated as follows: 25 in social sciences, 32 in literature, and only 14 in fine
arts (representing, accordingly: 50, 64, and 28 % of the expected answers). Stu-
dents described that some pieces of literature they have read helped them to
understand a few concepts in computer science, also that examples coming from
real life situations and projections in specific application areas remain for a long
time in their memory. For example, an application in medicine that they have been
presented [15] has been mentioned by students related to task 3, in 5 cases.

3 Conclusions

The study allowed us to extract some practices which might help students to
perform better when they need to access information acquired long ago. The
following are to be experienced by the students: over-learn new material—in order
to imprint the information; read actively—to improve short-term memory regis-
tration; explain and communicate on the problem to be solved—this could activate
some mind maps; do research on the problem (reading, thinking)—some analo-
gous problems may appear, previous experiences may come in mind; approach a
holistic perspective—do not limit the problem, search for as many applications as
possible; make connections to other domains—even if only weak, on the surface
links with the problem are seen; keep in mind the goal—the solution of the
problem; summarize information from various sources—this could offer new
perspectives or details; when solving the problem, have initiatives—take decisions
and evaluate them; put everything on paper—this will help working memory; be
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creative, have the courage to do things—there is an inherent uncertainty in
problem solving; have a positive attitude and perseverance.

Teachers can help their students to enhance long-term memory and to develop a
more effective memory with various strategies: encourage and demonstrate the
construction of mental images that store the important aspects of the problem;
avoid teaching algorithmically; compare a few analogies during teaching; facilitate
retrieval practice (reviewing information, tests) and learning from feedback; give
the students opportunity and space to reflect on what is presented; create them
various scenarios to recall and apply the newly-formed memories; ensure that
students store accurate information; when designing lessons, pay attention to the
time needed for consolidation; assign a meaning for the educational process.

All these attitudes might improve students’ subsequent retrieval of information.
Some have been particularly experienced on problem solving in computer science,
but most of them are consistent with every instruction field. The use of ‘‘brain-
friendly’’ techniques, examples, simulations, role playing [30] can significantly
improve students’ learning.

In terms of an overall assessment of the conducted experiment, we consider that
the students in the study group have to improve their skills in working with
analogy, as well as in other general aspects: reading, building vocabulary, time
management, up to developing a personal learning style.
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A Recognition Algorithm and Some
Optimization Problems on Weakly
Quasi-Threshold Graphs

Mihai Talmaciu

Abstract Graph theory provides algorithms and tools to handle models for
important applications in medicine, such as drug design, diagnosis, validation of
graph-theoretical methods for pattern identification in public health datasets. In this
chapter we characterize weakly quasi-threshold graphs using the weakly decom-
position, determine: density and stability number for weakly quasi-threshold graphs.

1 Introduction

The well-known class of cographs is recursively defined by using the graph
operations of ‘union’ and ‘join’ [1]. Bapat et al. [2], introduced a proper subclass
of cographs, namely the class of weakly quasi-threshold graphs, by restricting the
join operation. The class of cographs coincides with the class of graphs having no
induced P4 [3]. Trivially-perfect graphs, also known as quasi-threshold graphs, are
characterized as the subclass of cographs having no induced C4, that is, such
graphs are fP4;C4g-free graphs, and are recognized in linear time [4, 5]. Another
subclass of cographs are the fP4;C4; 2K2g-free graphs known as threshold graphs,
for which there are several linear-time recognition algorithms [4, 5]. Every
threshold graph is trivially-perfect but the converse is not true.

When searching for recognition algorithms, frequently appears a type of par-
tition for the set of vertices in three classes A;B;C, which we call a weakly
decomposition, such that: A induces a connected subgraph, C is totally adjacent to
B, while C and A are totally nonadjacent.

The structure of the chapter is the following. In Sect. 2 we present the notations
to be used, in Sect. 3 we give the notion of weakly decomposition and in Sect. 4
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we give a recognition algorithm and determine the clique number, the stability
number on weakly quasi-threshold graphs.

2 General Notations

Throughout this chapter, G ¼ ðV ;EÞ is a connected, finite and undirected graph,
without loops and multiple edges [6], having V ¼ VðGÞ as the vertex set and E ¼
EðGÞ as the set of edges. G is the complement of G. If U � V , by GðUÞwe denote the
subgraph of G induced by U. By G� X we mean the subgraph GðV � XÞ, whenever
X � V , but we simply write G� v, when X ¼ fvg. If e ¼ xy is an edge of a graph G,
then x and y are adjacent, while x and e are incident, as are y and e. If xy 2 E, we also
use x� y, and x¿y whenever x; y are not adjacent in G. A vertex z 2 V distinguishes
the non-adjacent vertices x; y 2 V if zx 2 E and zy 62 E. If A;B � V are disjoint and
ab 2 E for every a 2 A and b 2 B, we say that A;B are totally adjacent and we denote
by A�B, while by A¿B we mean that no edge of G joins some vertex of A to a vertex
from B and, in this case, we say that A and B are non-adjacent.

The neighbourhood of the vertex v 2 V is the set NGðvÞ ¼ fu 2 V : uv 2 Eg,
while NG½v� ¼ NGðvÞ [ fvg; we simply write NðvÞ and N½v�, when G appears
clearly from the context. The neighbourhood of the vertex v in the complement of
G will be denoted by NðvÞ.

The neighbourhood of S � V is the set NðSÞ ¼ [v2SNðvÞ � S and N½S� ¼ S[
NðSÞ. A clique is a subset Q of V with the property that GðQÞ is complete. The clique
number or density of G, denoted by xðGÞ, is the size of the maximum clique. A clique
cover is a partition of the vertices set such that each part is a clique. hðGÞ is the size of
a smallest possible clique cover of G; it is called the clique cover number of G. A
stable set is a subset X of vertices where every two vertices are not adjacent. aðGÞ is
the number of vertices is a stable set o maximum cardinality; it is called the stability

number of G. vðGÞ ¼ xðGÞ and it is called chromatic number.
By Pn, Cn, Kn we mean a chordless path on n� 3 vertices, a chordless cycle on

n� 3 vertices, and a complete graph on n� 1 vertices, respectively.
A graph is called cograph if it does not contain P4 as an induced subgraph.
Let F denote a family of graphs. A graph G is called F-free if none of its

subgraphs is in F.

3 Preliminary Results

3.1 Weakly Decomposition

At first, we recall the notions of weakly component and weakly decomposition.

Definition 1 [7–9] A set A � VðGÞ is called a weakly set of the graph G if
NGðAÞ 6¼ VðGÞ � A and GðAÞ is connected. If A is a weakly set, maximal with
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respect to set inclusion, then GðAÞ is called a weakly component. For simplicity,
the weakly component GðAÞ will be denoted with A.

Definition 2 [7–9] Let G ¼ ðV ;EÞ be a connected and non-complete graph. If A
is a weakly set, then the partition fA;NðAÞ;V � A [ NðAÞg is called a weakly
decomposition of G with respect to A.

Below we remind a characterization of the weakly decomposition of a graph.
The name of ‘‘weakly component’’ is justified by the following result.

Theorem 1 [8–10] Every connected and non-complete graph G ¼ ðV ;EÞ
admits a weakly component A such that GðV � AÞ ¼ GðNðAÞÞ þ GðNðAÞÞ.

Theorem 2 [8, 9] Let G ¼ ðV ;EÞ be a connected and non-complete graph and
A � V . Then A is a weakly component of G if and only if GðAÞ is connected and
NðAÞ�NðAÞ.

The next result, that follows from Theorem 1, ensures the existence of a weakly
decomposition in a connected and non-complete graph.

Corollary 1 If G ¼ ðV ;EÞ is a connected and non-complete graph, then V
admits a weakly decomposition ðA;B;CÞ, such that GðAÞ is a weakly component
and GðV � AÞ ¼ GðBÞ þ GðCÞ.

Theorem 2 provides an Oðnþ mÞ algorithm for building a weakly decompo-
sition for a non-complete and connected graph.

In [7] we give:
Let G ¼ ðV;EÞ be a connected graph with at least two nonadjacent vertices and

(A,N,R) a weakly decomposition, with A the weakly component. G is a P4-free
graph if and only if:
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(1) A�N�R;
(2) G(A), G(N), G(R) are P4-free graph.

3.2 Weakly Quasi-Threshold Graphs

In this subsection we remind some results on weakly quasi-threshold graphs.
A cograph which is C4-free is called a quasi-threshold graph.
In [2] we study the class of weakly quasi-threshold graphs that are obtained

from a vertex by recursively applying the operations (1) adding a new isolated
vertex, (2) adding a new vertex and making it adjacent to all old vertices,
(3) disjoint union of two old graphs, and (4) adding a new vertex an making it
adjacent to all neighbours of an old vertex.

Let G ¼ ðV ;EÞ be a graph. Define a relation on V [2] as follows: Let u; v 2 V .
Then u � v if NðuÞ ¼ NðvÞ. We observe that � is an equivalence relation and the
equivalence classes are stable sets in G.

Let G be a graph with Q1; :::;Qk as the equivalence classes under the relation �.

For each i ¼ 1; :::; k choose a vertex ui 2 Qi. We call the subgraph eG of G induced
by u1; :::; uk as a subgraph of representatives of G.

Let G be a graph. Then G is weakly quasi-threshold [2] if an only if a subgraph
of representatives is quasi-threshold.

Let G ¼ ðV;EÞ be a connected graph. Then the following are equivalent [2]:

(1) G is a weakly quasi-threshold
(2) G ia a P4-free and there is no induced C4 ¼ ½v1; v2; v3; v4� with Nðv1Þ 6¼ Nðv3Þ

and Nðv2Þ 6¼ Nðv4Þ.

A graph G is weakly quasi-threshold [11] if and only if G does not contain any P4

or co� ð2P3Þ as induced subgraphs.

4 New Results on Threshold Graphs

4.1 Characterization of a Weakly Quasi-Threshold Graph
Using the Weakly Decomposition

In this paragraph we give a new characterization of weakly quasi-threshold graphs
using the weakly decomposition.

Theorem 3 Let G ¼ ðV;EÞ be a connected graph with at least two nonadjacent
vertices and (A, N, R) a weakly decomposition, with A the weakly component. G is
a weakly quasi-threshold graph if and only if:
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(1) A�N�R;
(2) GðNÞ is P3-free graph;
(3) GðA [ NÞ, GðN [ RÞ are weakly quasi-threshold graphs.

Proof Let G ¼ ðV ;EÞ be a connected, uncomplete graph and ðA;N;RÞ a weakly
decomposition of G, with GðAÞ as the weakly component.

At first, we assume that G is weakly quasi-threshold. Then G is P4-free. So,
A�N�R. Because G is weakly quasi-threshold graph it follows that GðA [ NÞ,
GðN [ RÞ are weakly quasi-threshold graphs. We suppose that GðNÞ contain P3 ¼
ðfa; b; cg; facgÞ as induced subgraph. Because GðAÞ is connected 9x; y 2 A such
that xy 2 E. Because A¿R, 8z 2 R, Gðfx; y; zgÞ ’ P3. Because N�A [ R,
Gðfa; y; a; b; c; zgÞ ’ co� ð2P3Þ, in contradicting with G is weakly quasi-thresh-
old graph.

Conversely, we suppose that (1), (2) and (3) hold. From (3), GðAÞ, GðNÞ, GðRÞ
are P4-free. Because (1) hold, G is P4-free. GðAÞ, GðNÞ, GðRÞ are fco� ð2P3Þg-
free because (3) hold. GðA [ RÞ is fco� ð2P3Þg-free because A¿R and fco�
ð2P3Þg is connected. We suppose that G contain H ¼ fco� ð2P3Þg as induced
subgraph such that VðHÞ \ A 6¼ ;, VðHÞ \ N 6¼ ; and VðHÞ \ R 6¼ ;. Because (1)
hold, N�ðA [ RÞ. The unique S � V totally adjacent with VðHÞ � S,
(S�VðHÞ � S), is S with S ¼ VðP3Þ. Then GðNÞ contain P3 as induced subgraph,
contradicting (2). So, G is fco� ð2P3Þg-free. So, G is weakly quasi- threshold
graph.

4.2 Determination of Clique Number and Stability Number
for a Weakly Quasi-Threshold Graph

In this paragraph we determine the stability number and the clique number for
weakly quasi-threshold graphs.

Proposition 1 If G ¼ ðV ;EÞ is a connected graph with at least two nonadjacent
vertices and (A, N, R) a weakly decomposition with A the weakly component then

aðGÞ ¼ maxfaðGðAÞÞ þ aðGðNðAÞÞÞ; aðGðA [ NðAÞÞÞg:

Proof Indeed, every stable set of maximum cardinality either intersects NðAÞ and
in this case the cardinal is aðGðAÞÞ þ aðGðNðAÞÞÞ or it does not intersect NðAÞ and
has the cardinal aðGðA [ NðAÞÞÞ.

Theorem 4 Let G ¼ ðV ;EÞ be connected with at least two non-adjacent vertices
and (A, N, R) a weakly decomposition with A the weakly component. If G is a
weakly quasi-threshold graph then
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aðGÞ ¼ aðGðAÞÞ þ maxfaðGðNÞÞ; aðGðRÞÞg

and

xðGÞ ¼ xðGðNÞÞ þ maxfxðGðAÞÞ;xðGðRÞÞg:

Proof Because A�N, from Proposition 1, it follows that

aðGÞ ¼ aðGðAÞÞ þ maxfaðGðNÞÞ; aðGðRÞÞg:

Because A�N�R, it follows that

xðGÞ ¼ xðGðNÞÞ þ maxfxðGðAÞÞ;xðGðRÞÞg:

5 Conclusions and Future Work

In this chapter we characterize weakly quasi-threshold graphs using the weakly
decomposition, determine: density and stability number for weakly quasi-threshold
graphs. Our future work concerns we give some applications of weakly quasi-
threshold graphs including the medicine. Also we will explore the connection of
weakly quasi-threshold graphs with the intelligent systems.
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Large Graphs: Fast Cost Update
and Query Algorithms. Application
for Emergency Vehicles

Ion Cozac

Abstract This chapter presents a method that can be used to solve the shortest
path problem in large graphs, together with arc cost updates. Our approach uses a
contracted graph, which is obtained from the important nodes of the original graph.
Every non-important vertex has one or more assigned important nodes as refer-
ences. A reference node will help us to quickly find the arcs to be updated. The
advantage of our method is that we can quickly update the contracted graph, so it
can be safely used for future queries. An application of these algorithms can be
used by emergency vehicles.

Keywords Shortest path problem � Contracted graph � Reference node � Emer-
gency vehicle

1 Introduction

Determining a shortest path in large graphs is a problem that arises in many real
world applications such as route planning for road networks or using train time-
table information. A simple implementation of Dijkstra’s algorithm [1] may need
too much time to find the solution on large graphs such as the road network of a
medium or big country, which may have millions of nodes and arcs. In order to
reduce the amount of computations, many speed-up techniques have been devel-
oped during the last years. Every speed-up technique uses auxiliary data structures
which are generated from the original graph in a pre-processing phase [2].

The pre-processing phase is executed once and for all, since it is supposed the
graph topology is stable for long time. However, real road networks may change
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sometimes, for example due to various unexpected events like traffic jams, natural
disasters, construction works etc.

The A* algorithm [3] was one of the first speed-up technique which has been
proposed to improve the performances of Dijkstra’s algorithm by adding a
potential to the priority of each node. The bidirectional Dijkstra [4] is a frequent
speed-up technique used to solve the shortest path problem. Some speed-up
techniques combine these two approaches.

The ALT algorithm [4] uses a small number of landmarks (usually 16 or 20),
which are selected nodes using various criteria. The pre-processing phase com-
putes distances between landmarks and all vertices of the graph. A particular
search query is based on the A* algorithm and obtains the potential from pre-
computed distances. This approach uses the following properties of distances:
d(v, L) - d(t, L) B d(v, t) and d(L, t) - d(L, v) B d(v, t).

Landmarks may also be used for dynamic graphs [5]. In many cases, the
Landmark-based approach may be used without rerunning the pre-processing
phase if some arcs change their costs.

The Arc-Flags algorithm [6] partitions the graph into cells and attaches a label
on each arc. A label contains a flag for each cell indicating whether a shortest path
is starting from this arc to the corresponding cell. The SHARC algorithm [7]
extends the Arc-Flags by using contraction: it iteratively removes non-important
vertices and adds arcs between remaining nodes.

The Highway hierarchies approach [8] tries to exploit the hierarchy of a graph.
A highway hierarchy is a set of graphs G0, …, Gl where the number of levels l ? 1
is given. The basic idea is to define a neighbourhood for each node which is
defined by its closest neighbours. An arc (v, w) is of highway type if there is some
shortest path s; . . .; v;w; . . .; th i such that neither v is in the neighbourhood of t nor
w is in the neighbourhood of s. After removing low degree nodes, the same
procedure is applied recursively. On each level, the procedure creates shortcut arcs
for each path containing by passable vertices.

A special case of the above approach is Contraction Hierarchies [9]. This
approach is based on the concept of contraction, and the vertices are first ordered
by ‘‘importance’’. A hierarchy is generated by iteratively contracting the least
important node v, this means that a shortest path passing through v is replaced by a
shortcut.

The Reach-based routing [10, 11] uses the following notion. The reach of a
vertex v with respect to a path P from s to t, denoted by r(v, P), is the minimum
between the cost of subpath s; . . .; vh i and the cost of subpath v; . . .; th i: The reach
of v is the maximum over all shortest paths through v of r(v, P).

The Transit node routing approach [12, 13] is based on this heuristic: when we
start from a source node and drives to somewhere ‘‘far away’’, we will leave the
current location via one of only few ‘‘important’’ traffic junctions, which are called
transit nodes. The pre-processing phase computes distances from each node to all
neighbouring transit nodes and between all transit nodes. Non-local shortest path
queries use a small number of table lookups. The selection of ‘‘important’’ nodes is
usually based on highway hierarchies.
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The Highway node routing approach [14] uses a multilevel overlay graph
(G0,…,Gl) such that Gi = (Vi, Ai) where Ai :¼ ðs; tÞ 2 Vi � Vijf 9 shortest path
P ¼ s; v1; . . .; vk; th i in Gi-1 such that 8i : vi 62 Vig: The highway-node set is
chosen by following this intuition: a node that lies on many shortest paths should
belong to the node of a high level. The multi-level overlay graph is built in a
bottom-up fashion.

The Highway node routing approach is also used to update arc costs. An arc
cost update is solved separately for server scenario and mobile scenario, respec-
tively. In the former, the server must update the auxiliary data structures such that
any point-to-point query will be solved correctly. In the latter, the he expensive
update step is skipped and they directly perform ‘‘prudent queries’’ that takes the
changes into account.

Our chapter is structured as follows. Section 2 defines some basic notions and
depicts the A* algorithm, which has been used for our implementation. Section 3
depicts the method we use to build two auxiliary data structures: the contracted
graph and the list of references. Section 4 shows how to use the auxiliary data
structures to find a shortest path between two distinct vertices. We also show how
to increase or decrease an arc cost on both the original graph and on the contracted
graph. Section 5 presents some experiments based on our approach. The last
section is reserved for conclusions and discussions about future work, and includes
also some remarks about how the medical system can use the algorithms described
in this chapter.

Our approach starts with the built of the contracted graph using some simple
techniques that allow us to reduce the number of vertices and arcs. For each non-
important vertex that will not appear in the contracted graph, we identify one or
more important nodes that can be used to quickly reach it. The references will help
us to guide the search for shortest path if the start point and/or the target point are
not important. The references will also help us to quickly detect the arcs of the
contracted graph that have to be updated. The search algorithm uses the original
graph and the contracted graph.

The contribution of this chapter is the usage of reference nodes to guide the
search in the original graph, yielding very good response time for arc cost update
operations.

2 Preliminaries

Graphs and paths. Let G = (V, A) be a directed, weighted graph with n = |V|
nodes (vertices), m = |A| arcs, and each arc (v, w) has a cost c(v, w) [ 0. We
assume the graph G is strongly connected, that is, there is a path from any vertex
v to any other vertex w. The cost of a path P ¼ v1; . . .; vkh i is the sum of the cost
of all its arcs:
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cðPÞ ¼
Xk

i¼2

cðvi� 1; viÞ ð1Þ

P� ¼ s; . . .; th i is a shortest path from s to t if there is no other path P0 such that
c(P*) [ c(P0). The distance d(s, t) from s to t is the cost of a shortest path from s to t.

G is symmetric if every arc (v, w) has its pair (w, v) and c(v, w) = c(w, v).
The A* algorithm (see Fig. 1) is designed to determine a shortest path from s to

t, that is, it is a point-to-point shortest path algorithm. For each vertex v, this
algorithm computes a lower bound of the distance d(v, t). Modern road networks
include some supplementary information such as latitude and longitude of each
vertex. If d(v, t) is used to indicate the physical distance from v to t, we can use the
euclidian distance between v and t as lower bound of d(v, t). Let us denote this
lower bound by e(v, t)—e may mean estimation or euclidian distance. If d(v, t) is
used to indicate the time needed to cover the path from v to t, we have to know the
maximum possible speed to estimate a lower bound of d(v, t).

In order to guarantee the correctness of the A* algorithm, the function e must be
consistent, that is, for each arc (v, w) the following condition must be fulfilled:

e v; tð Þ� c v;wð Þ þ e w; tð Þ ð2Þ

The euclidian distance always fulfils the above condition.
The function Modify modifies the assigned cost of the input vertex and orga-

nizes the priority queue Q using the information stored in vectors D and E. D[w] is
the cost of the current path from s to w via v, and E[w] is a lower bound for a path
from s to t, if this path uses the arc (v, w). The function Extract extracts the vertex
that gives the best (minimum) estimation of the cost of a path from s to t. The
vector P stores information that will be used to retrieve the path from s to t:
P[w] = v means that v is the predecessor of w in a path from s to t.

Fig. 1 The A* algorithm

222 I. Cozac



The priority queue Q must be implemented as binary heap of Fibonacci heap in
order to achieve good response time, which gives O(n log n) time complexity
order, assuming that the input graph is sparse—this assumption is true for road
networks, which are planar. In fact, the response time depends heavily on the
number of covered arcs, so this is a motivation to generate a contracted graph that
‘‘summarizes’’ the input one. The smaller graph will be used for rough searches,
while the original graph will be used for refined searches.

3 Pre-processing Phase

First of all, we assume there are no self-loops (v, v) or parallel arcs (v, w); if it is
the case, such arcs may be dropped in a pre-processing phase.

Our approach is based on the idea that, in a road network, we can identify a lot
of nodes that have at most two neighbours. Now let us draw a road graph—which
is clearly planar, and suppose the nodes that have at most two neighbours are
‘‘fading’’—see Fig. 2. We obtain a contracted graph which has the same shape as
the original one, but fewer nodes and arcs.

The nodes that define the new graphs are called important nodes. A node v is
important if it has at least three neighbours. In other words, the vertex v has:

• either at least one incoming arc (x, v), and at least two outcoming arcs (v, y) and
(v, z);

• or at least two incoming arcs (x, v) and (y, v), and at least one outcoming arc (v, z).

x, y and z are distinct vertices. We don’t consider the other possible cases
because it is assumed the input graph is strongly connected.

The first step of the pre-processing phase identifies the important nodes using
the above criterion. One graph traversing is enough to determine, for every vertex
v, if it has at most two or at least three neighbours. This step can be done in linear
time. The important nodes will be used to build the contracted graph.

Every non-important vertex lies on a single line. A line between two important
nodes s and t is a path s; v1; . . .; vk; th i where vi are non-important vertices, that is,

Fig. 2 The original graph
(a) is contracted and a smaller
graph (b) is obtained
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vi has only two neighbours. There may be two or more disjoint paths from s to t; in
this case we say the paths are parallel.

The second step of the pre-processing phase must build the arcs of the con-
tracted graph and their costs. We also have to identify the reference nodes for all
non-important vertices. Let us examine Fig. 3: a and b are important nodes, x and
y are on the line between a and b. x can be reached only starting from a; y can be
reached either starting from a or b. That is, an important node a is reference for x if
there is a path from a to x that doesn’t use any other important node.

To start this step of contraction, we initiate a breadth first search that starts from
each important node and ends when another important node is reached. When the
search reaches another important node, an arc of the contracted graph is created. If
two or more parallel arcs from v to w (v and w are important nodes) are created, we
keep only the shortest arc. The contracted graph should be scanned using the same
procedures as for the original one. Sometimes a new contraction step needs to be
made, for example if the current contracted graph contains parallel lines that link
two important nodes.

When this type of contraction is no more possible, it is time to examine other
possibilities that allow us to reduce the number of vertices and arcs. Let us
examine Fig. 4. In the first case (a), an important node x has two predecessors and
one successor. x will no more lie on the contracted graph and will have two
assigned references: nodes a and b. All the non-important vertices that lie on the
path from x to c will inherit the new references of x.

In the second case (b), an important node x has one predecessor and two
successors. x will become non-important vertex and will have one assigned ref-
erence: node a. All the non-important vertices that lie on the paths x; . . .; bh i and
x; . . .; ch i will inherit the reference of x.

We depicted above some contraction techniques for directed graphs, but we can
adapt them to be used for symmetric graphs. The third case (c) depicts another
contraction technique that can be used for symmetric graphs: solving the ‘‘delta’’
groups. A ‘‘delta’’ group is defined by five distinct vertices a, b, c, d and e with
these properties:

• b has three neighbours: a, c and d;
• c has three neighbours: b, d and e;
• d has three neighbours: b, c and f.

In this case we can eliminate the inner vertices b, c and d together with their
adjacent edges, to create six new arcs (three new edges) with the remaining
important nodes a, e and f. This step must be executed only if the group {b, c, d}
follows the triangle inequality; otherwise, for example if c(b, c) [ c(b, d) ? c(c, d),

Fig. 3 How to determine the reference nodes for non-important vertices
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we simply drop the edge (b, c) and then rerun the contraction step to eliminate the
vertices b and c together with their adjacent edges.

We don’t investigate other cases for symmetric graphs because the number of
edges will increase. Our future work will investigate some combinations of our
approach with other methods, such as Highway node hierarchy or SHARC.

We may examine other possibilities to reduce the number of arcs: test each arc
(v, w) to see if its dropping will give a new path P from v to w such that c(P) \ c(v,
w), in this case we can drop this arc. The search for a new path should be stopped if
a particular extracted vertex x has the assigned cost greater than c(v, w), to avoid
useless computations.

The final contracted graph has an important property. For each arc (v, w), its
cost is equal to d(v, w)—the cost of a shortest path from v to w in the original
graph.

How to represent the list of references for non-important vertices in a compact
manner? Because one vertex may have only one assigned reference and another
vertex may have two or more assigned references, we will use a method that is

Fig. 4 Other contracted techniques
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similar to the representation of a graph. The lookup table indicates, for each non-
important vertex, where the list of its references starts in the reference list. The
reference list enumerates, for each non-important vertex, its reference nodes.

4 Search for Shortest Path and Cost Arcs Update

4.1 Search for Shortest Path

The search process is divided into three steps. To obtain good response time, we
must use the contracted graph, but what if s or t or both are not important? We
have to perform the first search step using the original graph if s is not important,
and one last search step if t is not important. The first search step will reach one or
more important nodes that will be used as start points in the second search step.
Using the contracted graph, the second search step will reach the reference nodes
of the target vertex t. The last search step will finally reach the target vertex t.

We depicted above the worst case, if we have to run all these three search steps.
But sometimes we may be lucky enough, so one or two search steps should be run
to find a shortest path. We detail below the search algorithm.

First search step. If source node s is important, just insert it into the main
priority queue with assigned cost zero. If s is not important, start an A* local
search until either t or an important node is reached. If t is reached, the whole
algorithm terminates. If an important node v is reached, insert it into the main
priority queue Q with its computed cost, and continue the search algorithm without
examining the successors of v.

Second search step. Before performing the search, we have to establish the stop
criterion. The search will stop if either t or all the references of t are reached.
Using a vector, we simply set the bits corresponding to these references. After the
initialisation, the search mai start using only the contracted graph. If a reference
node of t is reached, its successors are not examined, but the algorithm continues.
The search step stops when the last reference of t is reached.

Third search step. Before performing this last step, we initialize the priority
queue by inserting all the references assigned to t. This search step uses only the
original graph.

Now we have to prove the correctness of this algorithm, that is, to prove that it
finds a shortest path from s to t. Let us consider the most difficult case, with a
shortest path containing at least two important nodes: P ¼ s; . . .; v; . . .;w; . . .; th i:
v is the first important node of the path and has been reached from s; w is the last
important node of the path and is a reference for t. First of all, it is clear that the
subpaths s; . . .; vh i; v; . . .;wh i and w; . . .; th i are optimum. The second path is
optimum because every arc of the contracted graph corresponds to a shortest path
in the original graph.
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Suppose there is a path from s to t that is shorter than P and does not contain
any important node. This hypothesis must be excluded because such a path should
be detected in the first search step. So any shortest path should pass through an
important node, which is reached in the first search step.

Suppose there is another path from s to t that is shorter than P, so that the
subpath v; . . .; th i does not contain any other important node. This hypothesis must
also be excluded because in the pre-processing phase the vertex t should be
reached starting from v.

So the search algorithm depicted above determines a shortest path from s to t.

4.2 Arc Cost Update

If we have to update the cost of an arc (v, w), we use this simple strategy. Using the
original graph, start a local A* search from each reference of v and compute the
cost to each reached vertex. The search stops when another important node is
reached. Of course, when the search encounters the arc (v, w), its cost will be
updated in the original graph. When another important node is reached, the cost of
the corresponding arc is updated if necessary. Our approach allows us to quickly
update the arc cost of the contracted graph, so we don’t need to perform ‘‘prudent
queries’’ using a bigger graph.

5 Experiments

We implemented our algorithms in ANSI C and compiled them using GNU C
Compiler version 4.1.0 on an AMD Athlon processor at 1,4 GHz with 2 GB of
RAM running Linux Red-Hat 4.1.0-3.

We deal with a fictitious directed graph, which simulates a detailed road map
used by mobile devices. The map contains information about streets, buildings and
other interest objectives that are on the street.

The original graph has 7.960.800 vertices and 8.120.000 arcs, the contracted
graph has 159.200 important vertices and 318.400 arcs. The reference list has
7.801.600 entries because we used only one reference for each non-important
vertex. The contracted graph and the reference list took about 7 s to be generated.
The original graph needs about 92.35 MB of memory to be stored, and all data
structures need about 185,25 MB.

We consider two query data categories. The first category includes paths between
extreme vertices at maximum distance, and the second category includes paths
between random vertices at medium distance, related to the maximum distance
found on the first category. We compare the performances of three algorithms: plain
Dijkstra using only the original graph returning the detailed path, A* algorithm using
contracted graph and/or the original graph and returning the resumed path, A*
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algorithm returning the detailed path. The A* algorithm may return either the
resumed path, that is, the path containing only important nodes (plus, if it is the case,
the paths found by the first and the third steps), or the detailed path. In the second
case, local A* searches are needed for each arc that links two important nodes, in
order to find the detailed path containing all needed vertices.

For each search algorithm we determine the number of elementary operations
that are executed by Modify and Extract functions (see Sect. 2), the number of
covered arcs and the running time. An elementary operation is a comparison
between two elements of the priority queue. We take into account this parameter
because it is more relevant than the running time; in fact, the complexity of any
algorithm depends on the number of its elementary operations needed to obtain the
output result (Table 1).

The A* algorithm using the contracted graph is about 70–120 times faster than
plain Dijkstra if we output the detailed path, and about 80–160 times faster if we
output the resumed path. Our approach is not so powerful as the other methods
mentioned in the introduction, but there is room for improvements. Practical
applications may output the resumed graph and, if necessary, few A* local sear-
ches may be performed to output local detailed paths.

Another experiment evaluates the performance of the update algorithm.
8,000,000 independent arc cost updates have been performed in about 150 s, using
860,000,000 elementary operations and 840,000,000 covered arcs. Relating this
information per arc cost update yields: 11 elementary operations, 11 covered arcs
and 0.00001875 s. Our approach is the most efficient over all methods from update
point of view.

6 Conclusions and Future Work

This chapter presented a speed-up technique that can be used to quickly find
shortest path in large road networks. The algorithms can be easily implemented for
mobile devices, including solutions for arc cost updates.

Table 1 Performances of the evaluated algorithms

Plain dijkstra A* outputs returned
path

A* outputs detailed
path

Elementary operations 151,328,000 3,159,000 3,286,000
94,462,000 867,000 936,000

Covered arcs 15,925,000 347,000 410,000
9,819,000 96,000 131,000

Path length in number of arcs 20,350 840 20,350
11,380 450 11,380

Response time in seconds 19.60 0.25 0.29
12.80 0.08 0.11

For each cell, the above number corresponds to the first category, and the below number cor-
responds to the second category

228 I. Cozac



These algorithms can be used in the medical system, for example to optimize
the traffic of the emergency vehicles. A customized application may be designed to
watch over this traffic, if the vehicles are endowed with GPS devices. If some
portions of the road network is changed, for example due to various unexpected
events like traffic jams, natural disasters, construction works etc., the driver of the
emergency vehicle may easily update the graph, so he will quickly find a new
optimum route with respect to the new information.

There is room to improve the performance if our method is combined with other
approaches, such as Highway node hierarchies, Contraction Hierarchies or
SHARC. Extending our approach will give much better response time for search
path queries, while the pre-processing phase and arc cost updates may slow down.
This should not be a problem: the pre-processing phase is executed once and for
all, and search path queries are much more frequent than arc cost updates, so the
extension is justified. However, we should find equilibrium between the number of
references allowed for each non-important vertex and the parameters of other
methods, to guarantee both acceptable memory consumption and response time for
queries.

Our approach is valid for graphs with stable topology and all the information is
done at the beginning. However, new approaches are needed for very dynamic
graphs, where new arcs may be inserted and other may be dropped frequently.
More than that, we may have no information about the whole graph, but only for
the neighbours of few vertices. This approach is very useful for MANETs—
Mobile Ad-hoc NETworks [15].
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Scan Converting OCT Images Using
Fourier Analysis

Amr Elbasiony and Haim Levkowitz

Abstract Scan conversion is the process by which a polar image is transformed
into Cartesian coordinates. Several image modalities such as radar and catheter
based imaging modalities acquire data in a polar image format. While suitable for
the acquisition process, this format poses a challenge both in displaying as well as
on the analyses of the image. Intravascular optical coherence tomography
(IVOCT) is a catheter-based imaging modality utilizing a polar image format.
Current interpolation techniques used to fill in the uneven spacing between the
lines of IVOCT images create visual artifacts and render the resulting image
unsuitable for reliable analysis. We present a novel technique that estimates the
unsampled pixel values between the lines of IVOCT images using the Fourier
analysis of the acquired data. This technique should minimize the visual artifacts
as well as provide images more reliable for further analysis.

Keywords Digital scan conversion � Polar image analysis � IVOCT decision
support systems � IVOCT speckle analysis

1 Introduction

Images in polar format are usually acquired by a rotating imaging device such as a
radar or a catheter. A 2D polar image is acquired line by line. Each line is acquired
at an equal angular increment as a sequence of data points from the imaging device
to the maximum imaging distance. Additional lines are acquired at different
angular positions as the imaging device rotates around one of its axis in the same
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plane. The resulting image has a varying spatial resolution in the angular direction
with respect to the distance from the imaging device. The further from the device
the lower the spatial resolution, as shown in Fig. 1.

A transformation from polar format into Cartesian coordinates is often desirable
for proper viewing as well as analysis of the images. In addition, most dis-
play systems, such as computer screens are designed and driven by graphics
hardware based on Cartesian coordinates and hence expect the position of pixels to
be specified in the Cartesian ðx; yÞ coordinates not in the polar ðr; hÞ coordinates.

The direct transformation from polar to Cartesian coordinates produces images
with unacceptable quality due to the radially increasing gaps between the lines, as
shown in Fig. 2.

As an example, one of the currently available commercial OCT systems has 960
data points per scan line and 504 scan lines per frame. This gives a total of
504� 960 ¼ 483; 840 data points. The region occupied by a circle of radius 960 is

p� ð960Þ2 ¼ 2; 893; 824 pixels, which account for more than five times the
number of acquired data points. This large difference is typically occupied by
unsampled data points that need to be estimated. Even though a large percentage of
the final image is made of estimated data, it is important to note that the estimation
of data is only practical when applied to scales much smaller than the scales of the
physiological features presneted in the image. If the original image resolution is
too low to the point that unsampled data are estimated between different types of
physiological features at scales comparable to the size of the phsiological features
themseleves, then no estimation technique would work without creating false
structures that render the final image unusable. The new technique presented in

Fig. 1 Illustration of polar
image acquisition
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this paper assumes the estimation of unsampled data is limited to scales much
smaller than (typically at the speckle scale) the physiological features in the image.

Digital scan conversion is the process by which a polar image is transformed
into Cartesian coordinates. Most algorithms developed for digital scan conversion
rely on some form of interpolation in order to estimate the unsampled pixel values
between the lines. Some of the earliest attempts utilized the nearest-neighbor
interpolation technique. While fast and suitable for the computational capacity
available at the time, it has been shown by Stark et al. [1] to produce both high-
and low-frequency artifacts. As the computational capacity of available computers
increased, more computationally demanding techniques, such as bilinear, bicubic,
and high-resolution cubic spline interpolation were suggested. The work of Parker
et al. [2] provided a comparison between different types of interpolation functions
and concluded that the high-resolution cubic spline function provided better image
quality at the expense of increased computational time. Nonetheless, bilinear and
cubic interpolation algorithms suffer from the smoothing artifact that can blur
edges and decrease image details. This problem has been addressed in the liter-
ature by different adaptive interpolation techniques [3–5]. Ma et al. [6] proposed
the Kriging interpolation algorithm to distinguish detail regions and smooth
regions with asymmetry operator. Recently, Ahn et al. [7] suggested a scan con-
version method in the frequency domain using Fourier transform. While one would
expect their method to be comparable to the nearest-neighbor interpolation, they
argued that by using Kaiser filtering it yielded comparable results to the bilinear
interpolation at the expense of more computational time.

Fig. 2 Simple polar-to-raster transformation
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Not only the polar image format presents a challenge in displaying the image, it
also provides a major obstacle when attempting to apply region-based image
analysis. While the consistency of quantitative measures plays a pivotal role in any
quantitatively based image analysis, region-based measures extracted from polar
images produce inconsistent results that are highly dependent on the radial loca-
tion they have been extracted from. For instance, consider Fig. 3, if region A and
region B both represent the same imaged object, the spatial resolution along the
radial direction on each scan line is the same in both regions but the spatial
resolution along the angular direction between scan lines is considerably different.
This intrinsic inconsistency renderes region-based techniques essentially inappli-
cable to polar images.

2 Scan Conversion Using Fourier Analysis

All current interpolation schemes rely on the implicit (or explicit) assumption that
a given intensity value changes continuously and incrementally between the lines.
This assumption is generally far from reality in the presence of speckles as in the
case of OCT images. In this type of imaging modalities, intensity values are
expected to change abruptly due to interference between coherent waves used in
the imaging process, as explained by Goodman [8]. The simple interpolation of
these abrupt changes all the way between the lines produces smear- or elongation
artifacts, as shown in Fig. 4. The speckle patterns in the figure become more
stretched as the gap between the lines increases.

Fig. 3 Illustration of the
intrinsic dependence on
distance in polar images
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To produce a more consistent image and avoid the elongation artifact, we rely
on a different assumption. We assume that the behavior of intensity changes in the
radial dimension can be extended symmetrically into the angular dimension. In
other words, abrupt changes in the radial dimension should appear as abrupt
changes in the angular dimension as well while, slow changes in the radial
dimension should also appear as slow changes in the angular dimension.

To implement a scan conversion method based on our new assumption, we
resort to a mathematical utility, Fourier analysis, to analyze the radial dimension
intensity distribution in a given local neighborhood and estimate the missing pixel
values by properly extending the analysis result to the angular dimension. Figure 6
provides an illustration of the idea. Small circles in the figure represent high
frequency waves while large circles represent low frequency waves. The intensity
value at any point between the two lines is given by the inverse Fourier transform
of the superposition of these individual waves from both lines. The Fourier
transform period is assumed to be variable and centered around the line through
the point of interest. The higher the frequency the smaller the period width and the
lower the frequency the larger the period width. The maximum period width
equals to the width between the lines at the point of interest, as shown in Fig. 5.

The high frequencies corresponding to abrupt transitions in the intensity values
will have small width and hence will die quickly close to the line while the low
frequencies will span more distance toward the other line. This results in a nor-
malized, naturally looking speckle pattern without the artifacts introduced by the
interpolation methods.

The unsampled data at a sample position x between any two successive scan
lines L1 and L2 is computed as a line segment connecting sample position x in L1

Fig. 4 Scan conversion
using bilinear interpolation
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with sample position x in L2 as shown in Fig. 5. If the line segment has width
N then we analyze a region of width N centered around sample position x on each
of the two scan lines. Each of the two scan lines contributes half of the values in
the line segment.

The one dimension discrete Fourier transform for a given frequency f is given
by:

Uf ¼
XN�1

n¼0

In exp
�2pifn

N
ð1Þ

where N is the width of the Fourier window (the distance between the lines at a
given sample position) and In is the intensity value at position n within the

Fig. 6 Illustration of change
symmetry in 2D

Fig. 5 Selecting the discrete
Fourier transform period
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window. The superposition of the Fourier transform for a given frequency f, is
given by:

Uf ¼
XN�1

n¼0

In exp
�2p if n

N
þ
XN�1

n¼0

In exp
�2p if ðN � nÞ

N
ð2Þ

Notice that for the second line we calculate the transform using N-n as opposed to
n. This ensures that the result of the inverse transform will localize these changes
around their respective lines. Finally, the complete formulation when the Fourier
window is centered around the sample position is given by:

Uf ¼
Xþk

n¼�k

Ia exp
�2p if nj j

N
þ
Xþk

n¼�k

Ia exp
�2p if ðN � nj jÞ

N
ð3Þ

where, k ¼ N
2, and a ¼ N

2 þ n.
The implementation of the method can be better explained via the Euler’s

formula:

exp ix ¼ cos xþ i sin x ð4Þ

The following pseudo-code illustrates the implementation of Eq. 3

where Re is the real part, Im is the imaginary part, I1ðaÞ is the intensity value
taken from one scan line at location a within the transform window N centered
around a given sample position x, and I2ðaÞ is the corresponding intensity value
taken from the next scan line at the same sample position. The result of the
transform is a one dimension frequency domain of a line segment of width N
between the two scan lines.

When computing the inverse Fourier transform we enforce the model described
above by defining a span window s for any given frequency f. The maximum
frequency for a given window of size N is at the Nyquist frequency N/2. According
to our model, the window at the Nyquist frequency should have width 1 allowing
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abrupt per-pixel changes to appear around their corresponding lines and masked
everywhere else. As the frequency decreases its span window increases allowing
corresponding intensity variations to span more distance from the lines as illus-
trated in the following pseudo-code:

3 Methods and Material

A hollow cylindrical uniform phantom material was imaged by the C7XR OCT
system.1 To image a segment of the phantom material, a series of cross-sectional
frames is acquired by moving the imaging catheter longitudinally within the
phantom. This is typically performed automatically by the imaging system to
ensure constant speed during the acquisition process. An imaging catheter was
inserted inside the hollow phantom and its imaging tip was positioned right outside
the phantom. The acquisition process was then started and the catheter was
automatically pulled inside the phantom. Any acquired frames outside the phan-
tom material were excluded from our analysis. Only frames acquired inside the
phantom material were considered usable. The imaging process was repeated five
times with five different catheters to account for setup and manufacturing vari-
abilities. The acquired polar data was scan converted using the method described
above then smoothed using 5� 5 Gaussian filter to reduce the effect of noise. The
first and last frame of usable data were identified then thirty frames within the
range of usable data were randomly selected for each of the five acquired phantom
cross-sectional segments for a total of 150 frames. Several regions were manually
selected on each frame at different distances from the catheter for a total of 1,325
regions. The normalized variance (variance divided by the mean intensity value)
and entropy were calculated for each selected region. The same calculations were

1 LightLab Imaging, Westford, MA.
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also performed on the same images scan converted using bilinear interpolation and
smoothed using the same Gaussian filter for comparison.

r2 ¼ 1
N

XN

i¼1

ðIi � lÞ2 ð5Þ

where r2 is the variance. N is the number of intensity values in the selected region.
Ii is the ith intensity value and l is the mean intensity given by:

l ¼ 1
N

XN

i¼1

Ii ð6Þ

E ¼ �
XN

i¼1

p ðIiÞ log p ðIiÞ ð7Þ

where E is the entropy and p is the probability of intensity value Ii.

4 Results and Discussion

Figure 7 presents the scan conversion results of a synthetic radial random blob
image. Image (b) shows the scan converted image using bilinear interpolation
where, the individual blobs on the radial dimension have been smeared into
elongated artifacts on the angular dimension. By contrast, our new technique
shown on image (a) preserved the individual blobs on the radial dimension and
extended them into the angular dimension.

Additional comparison examples from real coronary artery images are shown in
Fig. 8. On the left the speckle pattern in the scan converted images using our
method no longer appear smeared or elongated compared with their corresponding
counter parts scan converted using bilinear interpolation on the right.

Quantitatively, the use of the new scan conversion method has produced more
normalized speckle patterns that significantly reduced the dependence on the
distance compared to bilinear interpolation. As shown in Fig. 9, our method shows
a more consistent results over different distances, in contrast, the bilinear inter-
polation clearly shows inconsistency as the distance from the catheter increases.
The correlation coefficient between the normalized variance and the distance has
decreased from 0:38 in the case of bilinear interpolation to �0:12 for our method.

The information content is assessed by measuring the entropy. Entropy has long
been used to measure the amount of randomness of a given distribution. The larger
the entropy, the less the statistical dependence and hence the less the order and
correlation in a given region. Figure 10 shows consistent reduction in the entropy
in images scan converted using our method compared to bilinear interpolation as
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we move further from the catheter. This is generally considered as an indicator to
potential information gain. While the assessment of the significance of this
potential information gain would need further analysis, our preliminary analysis
provide promising results to motivate the pursue of further investigation.

In terms of computational complexity, our method has considerably higher
computational complexity compared to bilinear interpolation. We performed all of
our analysis using discrete Fourier transform. The use of FFT can speed up the
process only when the transform window exceeds 5 pixels. This can easily be
explained by comparing the computational complexity of DFT to that of FFT. The
computational complexity of DFT is n2, when n ¼ 5 the complexity is 25. For FFT
the computational complexity is n log2 n, when n ¼ 8 (we need to pad to the nearest
power of 2) the complexity is 24. For 504 lines per frame the width between the lines
reaches 5 pixels at approximately sample position 401, which is about half way
through the total 960 samples per line. Whether the DFT or the FFT is used, the
technique is more computationally intensive compared to bilinear interpolation.

Finally, it is important to understand that the proposed method is not intended
to recover the physically unsampled data, this is a profound claim that we do not
attempt to make here. It merely analyzes real acquired data and create images with
a more normalized speckle pattern using these analysis. We did not attempt to
compare the resulting images with higher resolution images because such analysis
would be irrelevant to this research. Nonetheless, for the interested reader, we offer
the following suggestion. Acquiring two sets of data at two different points in time
opens the door to many variables that would make it extremely difficult to carry
out such analysis. Instead, we suggest acquiring the data at the highest resolution,
then scan convert a subset of the lines using our method and compare the result to
the complete set. The first obvious question would then be; to what higher reso-
lution (if any) this scan converting technique would be comparable to? It can not
possibly be comparable to all arbitrary higher resolutions.

Fig. 7 Scan converted random blob image: a using our method and b using bilinear interpolation
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Fig. 8 Scan converted IVOCT arterial wall images. Left using our method and Right using
bilinear interpolation
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5 Conclusion

In this paper a new scan conversion technique has been proposed in the scan
conversion of OCT images, utilizing Fourier analysis. The new technique has been
compared to the commonly used interpolation technique. Results show that the
new technique enhanced the quality of the resulting images by significantly
reducing the elongation and smear artifacts in the resulting speckle pattern com-
pared to the interpolation technique at the expense of more computational time.

Furthermore, the resulting normalized speckle patterns produce more consistent
quantitative results with less dependency on the distance from the catheter. In
addition, the entropy analysis suggests a potential information gain, nonetheless,
its significance has yet to be assessed.

Fig. 9 Scatter plot of the normalized variance for a images scan converted using our method and
b images scan converted using bilinear interpolation

Fig. 10 Scatter plot of the potential information gain
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