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Preface

The 19th International Conference on Artificial Intelligence in Education (AIED 2018)
was held during June 27–30, 2018, in London, UK. AIED 2018 was the latest in a
longstanding series of (now yearly) international conferences for high-quality research
in intelligent systems and cognitive science for educational computing applications.
The conference provides opportunities for the cross-fertilization of approaches, tech-
niques, and ideas from the many fields that comprise AIED, including computer sci-
ence, cognitive and learning sciences, education, game design, psychology, sociology,
linguistics, as well as many domain-specific areas. Since the first AIED meeting over
30 years ago, both the breadth of the research and the reach of the technologies have
expanded in dramatic ways.

For the 2018 conference on Artificial Intelligence in Education, we were excited to
have a co-located event, the “Festival of Learning,” together with the International
Conference of the Learning Sciences (ICLS) and “Learning at Scale” (L@S). The
festival took place in London (UK) during June 24–30. Since the days of landmark
tutoring systems such as SCHOLAR and WHY decades ago, the fields of artificial
intelligence, online learning, and the learning sciences have grown up side-by-side,
frequently intersecting, synergizing, and challenging one another. As these fields have
grown and matured, they have each experienced trends and waves, and each has seen a
recent renewal that we celebrate in this year’s conference. In artificial intelligence, the
most recent renewal is in the emerging area of deep learning, where advances in
computing capacity both in terms of memory and processing speed have facilitated a
resurgence of interest in neural network models, with greater capacity than in the last
neural network revolution. In the learning sciences, a recent emphasis on scaling up
educational opportunities has birthed new areas of interest such as massive open online
courses, which are also an important focus for the L@S community. In this year’s
conference we considered these recent renewals together and asked how advances in
artificial intelligence can impact human learning at a massive scale. More specifically
we asked how the fields of artificial intelligence and learning sciences may speak to one
another at the confluence, which is the field of artificial intelligence in education. Thus,
the theme of this year’s conference was “Bridging the Behavioral and the Computa-
tional: Deep Learning in Humans and Machines.”

There were 192 submissions as full papers to AIED 2018, of which 45 were
accepted as long papers (12 pages) with oral presentation at the conference (for an
acceptance rate of 23%), and 76 were accepted for poster presentation with four pages
in the proceedings. Of the 51 papers directly submitted as poster papers, 15 were
accepted. Apart from a few exceptions, each submission was reviewed by three Pro-
gram Committee (PC) members including one senior PC member serving as a
meta-reviewer. The program chairs checked the reviews for quality, and where nec-
essary, requesting that reviewers elaborate their review or shift to a more constructive
orientation. Our goal was to encourage substantive and constructive reviews without



interfering with the reviewers’ judgment in order to enable a fair and responsible
process. In addition, submissions underwent a discussion period to ensure that all
reviewers’ opinions would be considered and leveraged to generate a group recom-
mendation to the program chairs. Final decisions were made by carefully considering
both scores and meta-reviews as well as the discussions, checking for consistency,
weighing more heavily on the meta-review. We also took the constraints of the pro-
gram into account and sought to keep the acceptance rate within a relatively typical
range for this conference. It was a landmark year in terms of number of submissions, so
the acceptance rate this year was lower than it has been in recent years, although the
number of accepted papers was substantially higher. We see this as a mark of progress
– something to be proud of as a community.

Three distinguished speakers gave plenary invited talks illustrating prospective
directions for the field: Tom Mitchell (Carnegie Mellon University, USA), Paulo
Blikstein (Stanford University, USA), and Michael Thomas (Birkbeck, University of
London, UK). The conference also included:

– A Young Researchers Track that provided doctoral students with the opportunity to
present their ongoing doctoral research at the conference and receive invaluable
feedback from the research community.

– Interactive Events sessions during which AIED attendees could experience
first-hand new and emerging intelligent learning environments via interactive
demonstrations.

– An Industry and Innovation Track intended to support connections between
industry (both for-profit and non-profit) and the research community.

AIED 2018 hosted one full-day and nine half-day workshops and tutorials on the
full gamut of topics related to broad societal issues such as ethics and equity,
methodologies such as gamification and personalization, as well as new technologies,
tools, frameworks, development methodologies, and much more.

We wish to acknowledge the great effort by our colleagues at the University College
London in making this conference possible. Special thanks goes to Springer for
sponsoring the AIED 2018 Best Paper Award and the AIED 2018 Best Student Paper
Award. We also want to acknowledge the amazing work of the AIED 2018 Organizing
Committee, the senior PC members, the PC members, and the reviewers (listed herein),
who with their enthusiastic contributions gave us invaluable support in putting this
conference together.

April 2018 Carolyn Rosé
Roberto Martínez-Maldonado

Ulrich Hoppe
Rose Luckin

Manolis Mavrikis
Kaska Porayska-Pomsta

Bruce McLaren
Benedict du Boulay
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What if People Taught Computers?

Tom Mitchell

Carnegie Mellon University, USA
tom.mitchell@cmu.edu

Abstract. Whereas AIED focuses primarily on how computers can help teach
people, this talk will consider how people might teach computers. Why? There
are at least two good reasons: First, we might discover something interesting
about instructional strategies by building computers that can be taught. Second, if
people could teach computers in the same way that we teach one another, sud-
denly everybody would be able to program. We present our ongoing research on
machine learning by verbal instruction and demonstration. Our prototype
Learning by Instruction Agent (LIA) allows people to teach their mobile devices
by verbal instruction to perform new actions. Given a verbal command that it
does not understand (e.g., “Drop a note to Bill that I’ll be late.”), the system
allows the user to teach it by breaking the procedure down into a sequence of
more primitive, more understandable steps (e.g., “First create a new email. Put
the email address of Bill into the recipient field.”…). As a result, LIA both
acquires new linguistic knowledge that enables it to better parse language into its
intended meaning, and it learns how to execute the target procedure. In related
work with Brad Meyers we are exploring combining verbal instruction with
demonstration of procedures on the phone, to achieve “show and tell” instruction.
In work with Shashank Srivastava and Igor Labutov, we are extending the
approach to general concept learning (e.g., in order to teach “if I receive an
important email, then be sure I see it before leaving work.” one must teach the
concept “important email.”). This talk will survey progress to date, implications,
and open questions. This work involves a variety of collaborations with Igor
Labutov, Amos Azaria, Shashank Srivastava, Brad Meyers and Toby Li.



Time to Make Hard Choices for AI
in Education

Paulo Blikstein

Stanford University, USA
paulob@stanford.edu

Abstract. The field of AI in education has exploded in the past ten years. Many
factors have contributed to this unprecedented growth, such as the ubiquity of
digital devices in schools, the rise of online learning, the availability of data and
fast growth in related fields such as machine learning and data mining. But with
great power comes great responsibility: the flipside of the growth of AIED is
that now our technologies can be deployed in large numbers to millions of
children. And while there is great potential to transform education, there is also
considerable risk to destroy public education as we know it, either directly or via
unintended consequences. This is not an exaggeration: in recent months, we
have indeed learned that the combination of social media, technological ubiq-
uity, AI, lack of privacy, and under-regulated sectors can go the wrong way, and
that AI has today a disproportionate power to shape human activity and society.
On the other hand, most schools of education around the world are not

equipped – or not interested – in this debate. They either ignore this conver-
sation, or simply attack the entire enterprise of AI in education—but these
attacks are not stopping wide dissemination of various types of AIED projects in
schools, mainly driven by corporations and fueled by incentives that might not
work in the benefit of students (i.e., massive cost reduction, deprofessional-
ization of teachers, additional standardization of content and instruction).
In this scenario, the academic AIED community has a crucial responsibility—

it could be the only voice capable to steering the debate, and the technology,
towards more productive paths. This talk will be about the hard choices that
AIED needs to face in the coming years, reviewing the history of AI in edu-
cation, its promise, and possible futures. For example, should we focus on
technologies that promote student agency and curricular flexibility, or on
making sure everyone learns the same? How do we tackle new learning envi-
ronments such as makerspaces and other inquiry-driven spaces? What is the role
of physical science labs versus virtual, AI-driven labs? How can AIED impact—
positively and negatively—equity in education?
I will review some of these issues, and mention examples of contemporary

work on novel fields such as multimodal learning analytics, which is trying to
detect patterns in complex learning processes in hands-on activities, and new
types of inquiry-driven science environments.
The AIED community is strategically placed at a crucial point in the history

of education, with potential to (at last) impact millions of children. But the way
forward will require more than technical work—it will require some hard
choices that we should be prepared to make.



Has the Potential Role of Neuroscience
in Education Been Overstated?

Can Computational Approaches Help
Build Bridges Between Them?

Michael Thomas

University College London/Birkbeck University of London, UK
m.thomas@bbk.ac.uk

Abstract. In the first part of this talk, I will assess the progress of the field of
educational neuroscience in attempting to translate basic neuroscience findings
to classroom practice. While much heralded, has educational neuroscience
yielded concrete benefits for educators or policymakers? Is it likely to in the
future? Or is its main contribution merely to dispel neuromyths? In the second
half of the talk, I will assess the role that computational approaches can play in
this inter-disciplinary interaction. Is neuroscience best viewed as a source of
inspiration to build better algorithms for educational AI? Or can neurocompu-
tational models help us build better theories that link data across behaviour,
environment, brain, and genetics into an integrated account of children’s
learning?
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Abstract. Diversity has been the subject of study in various disciplines from
biology to social science and computing. Respecting and utilising the diversity
of the population is increasingly important to broadening knowledge. This paper
describes a pipeline for diversity profiling of a pool of text in order to understand
its coverage of an underpinning domain. The application is illustrated by using a
domain ontology on presentation skills in a case study with 38 postgraduates
who made comments while learning pitch presentations with the Active Video
Watching system (AVW-Space). The outcome shows different patterns of
coverage on the domain by the comments in each of the eight videos.

Keywords: Diversity analytics � Ontology � Semantic techniques
Video-based learning � Active video watching � Soft skills learning

1 Introduction

Despite the growing importance of modelling diversity, there is limited computational
work on user-generated content in learning context. Despotakis et al. [4] developed a
semantic framework for modelling viewpoints embedded within user comments in
social platforms to understand learner engagement with situational simulations for soft
skills learning [5]. Hecking et al. [9] adapted network-text analysis of learner-generated
comments to capture divergence, convergence and (dis-)continuity in textual comments
to characterise types of learner behaviour when engaging with videos. In both
approaches, domain differences across learner groups were studied; visualisations to
illustrate engagement with learning content. While visualisations were used to reveal
interesting patterns, their adoption for automated profiling is not feasible.

This paper presents a novel computational approach to automatically detect the
domain coverage in user comments by deriving diversity profiles for the learning
objects. Our work adapts an established diversity framework developed in social science
[13]. The domain knowledge is represented by an ontology [7, 8]. By using semantic
techniques and metrics for diversity measurement, the coverage of concepts from the
interaction between the learner and the learning material is explored. Such an approach
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can provide useful insights for learning environment designers and, most importantly, it
generates diversity profiles that can be used to broaden learner’s domain knowledge.

2 Diversity Properties: Variety, Balance and Disparity

Stirling’s diversity framework [13] with three basic properties (variety, balance and
disparity) is used. A more thorough discussion of the model can be found in [1].
Domain diversity of the comments is the focus here. An ontology is used to represent
the domain. Each comment is linked to a set of ontology entities (e.g. through semantic
tagging). Given an ontology representing the domain Ω, a pool of comments linked to a
set of entities E from Ω, and a class in the ontology taxonomy T providing the entry
category for which diversity will be calculated as follows.

Variety is the number of sub-categories of T which have at least one entity from E
(i.e. mentioned in the user comments). The higher the number, the higher the diversity.

Variety X;E; Tð Þ ¼ Kj j ð1Þ

where K is set of sub-categories for T, i.e. ontology classes that are sub-classes of T;
each of the classes in K has at least one entity in E.

Balance calculates how much of each sub-class of T is covered by the user com-
ments, using the set of entities E. The formula is based on Shannon Entropy Index [12];
we use only the number of distinct ontology entities covered by the comments. The
higher the number, the better the domain coverage; higher diversity.

Balance X;E; Tð Þ ¼ 1
n

Xn

i¼1
piln pið Þ ð2Þ

where n is the number of sub-categories of T and pi is the proportion of distinct entities
in E that belong to the taxonomy headed by the sub-category against the total number
of entities in that taxonomy.

Disparity is the manner and degree to which the elements may be distinguished.
We consider within disparity, which is calculated by measuring each sub-category’s
dispersion, i.e. how scattered/dispersed the entities from E that belong to each sub-
category of T are. The formula uses Hall-Ball internal cluster validation index [2],
which gives the mean dispersion across all the sub-categories that are covered by the
comments. The higher the number, the higher the disparity.

Disparity X;E; Tð Þ ¼ 1
n

Xn

i¼1
dis cið Þ ð3Þ

where n is the number of sub-categories ci of T. Dispersion disðciÞ is the shortest path
between each of the entities in E that belong to sub-category ci and the medoid of ci.
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3 The Ontology-Based Diversity Profiling Pipeline

The steps in the pipeline are: (i) Input preparation for the Semantic-Driven Diversity
Analytics Tool SeDDAT [1]. This includes getting the domain ontology Ω and
annotate the comments with the ontology entities E. (ii) SeDDAT execution to cal-
culate the diversity properties for specified pool of comments. (iii) Analysis to interpret
the diversity characteristics. (iv) When potential interesting patterns are spotted, the
analyst can specify the next level to run SeDDAT for more fine-tuned diversity profiles.

4 Case Study – Comments on Videos for Learning

Earlier work in AVW-Space indicated that constructive learners who wrote comments
while watching videos were more likely to increase their knowledge [10, 11]. This
paper explores the relationship between diversity patterns and video usage for learning.
In particular: How do the learner comments on the videos cover the domain, and are
there any diversity patterns that can be related to the learning of presentation skills?

Videos Used. Four tutorials (T1–T4) on presentations and four examples (E1–E4)
(two TED talks and two 3-min PhD pitch presentations) [6].

Participants. The comments were collected from 38 postgraduate students in a study
conducted in March 2016. These students can be classified as constructive according to
the ICAP framework [3].

4.1 The Domain Ontology – PreSOn (Presentation Skills Ontology)

A semi-automatic ontology engineering approach [9] was used to convert an initial
taxonomy (extracted from surveys in study) into an ontology, then extend with the
Body Language Ontology from [4]. Refinement was made after 3 presentation skills
trainers (from the University of Leeds) inspected the initial ontology. This resulted in a
Presentation Skills Ontology (PreSOn) with four top level categories – three related to
core presentation skills (Structure, Delivery, VisualAid) and one to include terms
describing quality of presentations (Presentation Attribute). The next level of core
subcategories and number of entities in each are as follow: (i) Stucture: Struc-
tureApproach (5) and StructureComponent (62); (ii) Delivery: SpeakerEmotion (10),
SpeakerAura (5), AudienceEmotion (1), VerbalCommunication (18), NonVer-
balCommunication (55) and Preparation (10); (iii) VisualAid: VisualAidArtefact
(71) and VisualAidDevice (22).

4.2 Domain Diversity for Videos

Domain Variety Patterns. When the entry point was ‘Thing’, all videos had variety 4
(i.e. all top categorieswere covered).We created profiles using each of themain categories
of presentation skills (Delivery, Structure, VisualAid) as the entry point. An example of
outcome: Video E4 has the highest variety for Delivery ‘5’ out of a maximum ‘6’ – this
gives an indication that this video may be useful to learn about delivery.

Ontology-Based Domain Diversity Profiling of User Comments 5



Domain Balance Patterns. Top half of Fig. 1 shows the overall balance and the
proportions of the top four categories for every video. Overall, we can identify T1 as a
good tutorial for VisualAid, T2 and T3 for Structure, and T4 for Delivery. For E1–E4,
concepts relating to Structure seems to be most readily noticed in the comments.

Domain Disparity Patterns. Disparity indicates the spread of entities within a cate-
gory – the higher the disparity, the broader the coverage, while low disparity indicates
concentration on a small area. The bottom half of Fig. 1 shows the dispersion of all the
videos at the level Thing. Drilling down one level: Delivery scores are consistently
highest (except for T1), whilst Structure tends to be lowest – i.e. a broad range of
domain entities related to Delivery whereas comments on Structure are concentrated on
the narrow area around StructureComponent (opening, body, closing).

Combining Domain Balance and Domain Disparity. Separately, balance and dis-
parity yield interesting patterns for some videos only. Table 1 summarises the possible
patterns and their interpretations by combining them to provide further insight into the
usefulness of the videos for informal learning.

Looking at the tutorial videos on the right of Fig. 1, several observations can be made:
T1 has a good focus on VisualAid and T3 on Structure (high balance and low

Fig. 1. Domain balance and domain disparity for Thing (left) and the proportions of the four
categories (right).

Table 1. Possible interpretations of a combination of balance and disparity

Low balance High balance

High disparity Lack of focus A good diverse coverage
Low disparity A niche or poor coverage A good focus

6 E. Abolkasim et al.



disparity); T2 somewhat lacks focus on Delivery (low balance and high disparity); T4
has a diverse coverage on Delivery (high balance and disparity). Observations can be
made for examples, though not as prominent as in tutorials: E1 has a niche/poor
coverage on VisualAid (low balance and relatively low disparity); E2 lacks focus on
Delivery (low balance and high disparity; E3 gives a good focus on structure (low
disparity and relatively high balance); and E4 does not show any pattern.

5 Conclusion

The contribution of this paper is a novel computational approach for detecting domain
coverage automatically. The demonstrated benefit of diversity profiling for under-
standing learner engagement with videos indicates that the approach can be applied to
other scenarios of video-based learning (e.g. MOOCs, flipped classroom, informal
learning). Modelling diversity is especially valuable in soft skills learning, where
contextual awareness and understanding of different perspectives is crucial.
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Abstract. LEGO Mindstorms robots are a popular educational tool
for teaching programming concepts to young learners. However, learners
working with these robots often lack sufficient feedback on their pro-
grams, which makes it difficult for them to reflect on domain concepts
and may decrease their motivation. We see an opportunity to introduce
feedback into LEGO Mindstorms programming environments by having
the robot itself deliver feedback, leveraging research on learning compan-
ions to transform the programmable robot into a social actor. Our robot,
ROBIN, provides learners with automated reflection prompts based on
a domain model and the student’s current program, along with social
encouragement based on a theory of instructional immediacy. We hypoth-
esize that by having the robot itself provide cognitive and social feedback,
students will both reflect more on their misconceptions and persist more
with the activity. This paper describes the design and implementation of
ROBIN and discusses how this approach can benefit students.

Keywords: LEGO Mindstorms · Feedback · Immediacy

1 Introduction and Background

Learning through building and programming robots can lead to improvements
in a learners’ computer science (CS) skills and motivation [1,2]. LEGO Mind-
storms is a programmable robotics kit that is widely used as an educational tool.
Programs written in this kit provide visible results, giving the learner hands-on
experience to understand the fundamentals of abstract CS concepts like loops
and conditional statements. Watching the direct effect of their coding on the
robot provides a motivating learning environment for participating students [2].

While there is some evidence that LEGO Mindstorms can be used to improve
domain learning and motivation [2,3], the lack of feedback in the rapid compile-
run-debug cycle is considered to have a negative impact on students. When
a learner tries to load a program into the robot and the program does not
behave as expected, several issues may lead to frustration and inhibit learning.

c© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 9–13, 2018.
https://doi.org/10.1007/978-3-319-93846-2_2
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For example, the learner may be unaware of an error they made or may not be
motivated to explore the cause of the error, and repeated failed attempts may
further discourage the learner. In such scenarios, feedback which can draw the
learner to a correct problem-solving path could greatly influence students’ CS
skill and motivation.

A great deal of educational research has focused on designing effective
prompting and feedback for various learning environments [4,5]; however, feed-
back delivered by programmable robots is still under-explored. In this work, we
introduce a feedback system into the LEGO Mindstorms programming environ-
ment using a learning companion paradigm. Learning companions are based on
the framework of peer learning, where a learner and an agent work together to
solve problems [6]. We design a feedback model for ROBIN based on a learning-
by-doing approach [7], where reflective feedback is provided by the programmable
robot itself, transforming it into a learning companion. Learning companions
have direct interaction with the learner, so behaviors that enhance interper-
sonal communication, such as immediacy [8], can affect the nature and quality
of the learning environment. By leveraging social behavior like immediacy into
the reflective feedback provided by the programmable robot and encouraging
a dialogue, we expect the learner to develop rapport with the robot. Due to
this rapport, when students receive feedback from ROBIN, they may be more
motivated to reflect on their misconceptions and solve encountered errors.

In this paper, we discuss the design and implementation of ROBIN, proposing
a novel type of learning companion where the agent is (i) a programmable robot
that is (ii) responsible for providing feedback, and (iii) socially engages with
students. Future work will evaluate the use of ROBIN in order to investigate the
potential of a feedback system delivered by a programmable robot.

2 System Description

ROBIN consists of an iPhone mounted on a Lego Mindstorms EV3 robot, and a
desktop application written in Java. To program ROBIN, the student uses the
EV3 development environment that comes with the LEGO Mindstorms robotics
kit, a graphical interface that models programming as a process where the user
drags and drops different sets of blocks (representing programming steps) on a
screen to complete a program. For example, if the user adds a Move Steering
block, ROBIN can go forward, backward, turn, or stop depending on the input
parameters (i.e. speed, power). Once done, the finished program is downloaded
to the robot via a connection cable. ROBIN executes the program indepen-
dently and initiates a spoken-language interaction based on the correctness of
the program. Primarily, simple programs are used, for example, moving forward,
backward or picking an object; but more complicated programs can be used as
well. Figure 1 shows an image of ROBIN and Fig. 2 shows a sample program.

In the desktop application, the user selects the file location of the EV3
program that they are modifying. A filewatcher program continuously mon-
itors whether the selected file is being modified and saved. Once saved, the
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Fig. 1. ROBIN Fig. 2. Sample block program

EV3 file is unzipped to create an XML file containing program instructions.
For example, if the rotation parameter in the block is set as 3, the XML file
contains <ConfigurableMethodTerminal ConfiguredValue= “3”>. This XML is
parsed using a parser and information pertinent to the correctness of the pro-
gram, such as which blocks were used, number of blocks used, and input values,
is extracted.

Next, ROBIN uses a domain model to compare these extracted values and
assess the correctness of the program. The domain model consists of several
constraints, specific to each problem, that outline the parameters of the correct
solution. For example, the first problem asks students to program ROBIN to go
80 cm forward. The program requires a Move Steering block to go forward, and
a rotation parameter within the range 6.2 and 6.5. A problem analyzer checks
for several different kinds of errors based on the domain model, including choice
of an incorrect block, and incorrect input parameters for a block. Based on
the number of errors, the student program is then labeled as being in one of
three states: Correct (C; 0–10% incorrectness), Partially Incorrect (PI; 10–50%
incorrectness) and Incorrect (I; more than 50% incorrectness). For example, to
verify if ROBIN was correctly programmed to move 80 cm forward, we use the
following conditions:

IF ((6.2 ≤ rotation ≤ 6.5) & block=Move Steer) THEN program=C
IF ((5 ≤ rotation ≤ 6.2) & block=Move Steer) THEN program=PI
IF (rotation < 5 || rotation > 6.5) THEN program= I

The program state and identified errors are used by a Dialogue Manager
which runs as an iOS application on the iPhone mounted on ROBIN. The iOS
application utilizes the accelerometer on the iPhone to detect when ROBIN has
finished executing the learner’s program. Once executed, the dialogue manager
retrieves the identified errors for the program and determines an appropriate
response using AIML or Artificial Intelligence Markup Language (AIML) [9]. The
basic building block of AIML is a category containing a pattern and a template.
The pattern is matched with a system/user input and ROBIN responds with the
template as its answer. AIML has a collection of pattern-template pairs that help
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to generate the feedback for ROBIN. Our system utilizes a web-based service to
create the AIML called Pandorabots [10].

Based on the program state, the dialogue manager generates the first feed-
back message of a two-turn feedback exchange (i.e., the system speaks, the
learner speaks, and then the system speaks one more time). Because this feed-
back is interactive, learners may feel a greater sense of connection with ROBIN
while receiving the feedback. For example, in the incorrect state feedback is
designed to interactively inspire thinking. If the learner entered the “wrong rota-
tion parameters”, ROBIN might say “We are almost there but I think one of the
parameters might be wrong! Which parameter do you think?” Feedback for the
partial incorrect state might provide encouragement along with a prompt to try
again; “Great job! I went half-way, why don’t you try again?” If the learner tries
again and the program remains in the partial incorrect state, similar feedback is
provided again by ROBIN; “Any thoughts on why I am only going half-way?”
This ensures variability in the feedback. Finally, a correct program might gen-
erate feedback with praise; “Keep up the good work!”

ROBIN outputs the response through the built-in microphone on the iPhone.
The initial feedback response is designed to initiate a dialogue with the learner.
After ROBIN speaks, the dialogue manager captures the learner’s response using
automatic speech recognition (ASR) and generates a feedback using AIML. All
the dialogues reflect the following verbal immediacy behaviors to foster rapport:
praising the students, addressing them by name, and using “we”/“our” instead
of “i”/“your” during conversation. These behaviors should further foster social
engagement and rapport with the system [11,12]. A complete dialogue-based
interaction between ROBIN and a fictional student, Melissa, in the context where
ROBIN did not go 80 cm forward due to a rotation parameter error follows:

ROBIN: We are almost there but I think one of the parameters might be
wrong! Which parameter do you think Melissa?
Melissa: Ha, I see! Do I change the rotation parameter?
ROBIN: Wow, you got that right. Let’s do it!

We designed the templates with a randomized list of relevant responses to avoid
repetition and support variation in the feedback. We also designed the dialogue
to handle ASR errors or failed interpretations of the user dialogues.

3 Conclusion

We introduce a novel approach for a social feedback system in programmable
robots based on the concept of the learning companion. In this paper, we discuss
our initial step towards the investigation of the design, implementation, and
evaluation of ROBIN. In the future, we plan to run experiments exploring the
effects of our design of social interaction and feedback on student motivation
and CS learning gains.
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Abstract. This paper describes the development of chatbots that can help
learners make the most appropriate use of a large body of content. The purpose
of a COntent-based Learning Assistant, COLA, is to suggest optimal educa-
tional paths, along with a persuasive and empathic coaching. COLAs are sup-
ported by a novel technology, iCHAT, based on the cognitive engine Watson
(by IBM).
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1 Introduction

In recent years, several bodies of digital content have been developed, for all school
grades and higher education: libraries of learning objects, online courses, MOOCs, etc.
Despite the fact that millions of users are actively using them, we can still observe that
millions of potential users are lost. This is due, in part, to the difficulties for a user to
find an (effective) way across several content items. Most libraries either provide
predefined pathways or something equivalent to a traditional index or an analytical
index where the user has to choose what she wants: a difficult operation for a learner
who may not know the subject, let alone that specific body of content.

Our proposal is to build a conversational COntent-based Learning Assistant
(COLA), not as an expert on a subject, but on a body of content covering that subject,
so that it can suggest optimal paths across the content items. Conversations, if properly
designed, can combine guidance (across the various items), with adaptivity (to the
learner’s profile) and flexibility (dynamically steering paths).
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2 The Case-Studies

The approach is developed through 2 case-studies. The first is about an online course
on equations; the second is about a MOOC on “Recommender systems” to be offered
on Coursera (in July 2018). The equations’ course had a twofold goal: to support
struggling students in the 9th grade, or well-performing students in the 8th grade. The 4-
weeks course was created by harvesting learning objects from the web (educational
videos, interactive resources, PDFs, eBooks, …), with other resources created on
purpose. The whole body of content included more than 150 “learning objects”.

The second case is about a MOOC (“Recommender Systems” by prof. Paolo
Cremonesi of Politecnico di Milano), developed with an innovative methodology,
“iMOOC” (Casola et al, 2018), for designing customizable MOOCs that support dif-
ferent kinds of learners. iMOOC acknowledges that many users of MOOCs may have
goals that do not imply going through the whole set of materials, in the sense that some
learners may want to get an overview of a topic, others may already have a good
background and therefore aim at accessing only advanced materials, etc. The chatbot is
meant to support the learner in choosing the most appropriate path.

3 Organizing Content

The first step to develop a COLA is to create “topologies”, i.e. colored graphs repre-
senting possible interconnections among content items, to build adaptive paths.
A topology can take into account various aspects: (i) quality of the background of the
learner, (ii) commitment of the learner (time to spend), (iii) goals of learning (e.g.
concepts, skills, …), etc. Table 1 is a (simplified) example of topology.

Each content item has a node ID and a DB ID (that univocally identifies the item);
the length (in minutes) and the media (e.g. “video”) are also specified. The color of the
item represents the level of difficulty (e.g. a red item is an “advanced” content); the
color of the arrows instructs on the possible paths among the items taking into account
the difference between first time visitors (blue) and second time visitor (violet). The
strong/light hue of the arrows represents strong/low motivation.

4 Content-Based Learning Assistant

We can imagine 3 main directions for an application supporting learning:

A. Helping by providing knowledge about the specific subject matter. Intelligent
Tutoring Systems that are “experts” on the specific subject matter.

B. Helping by providing a predefined body of content and interaction mechanisms
to access it. Most (if not all) online courses or MOOCs or libraries of learning
objects (e.g. Khan Academy, Brainpop) fall in this category.

C. Helping by providing a predefined body of content (like A) and providing in-
telligent mechanisms to access it (like B). This is the approach of COLAs.
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Useful learning assistants can be developed using the approach “C”, i.e. providing a
well-organized body of content and using modern AI to build conversations on it.
Under which conditions can COLAs improve a learning process?

(a) The intrinsic quality of content, i.e. quality of the learning objects.
(b) Optimal (dynamic, adaptive, flexible) paths across the content items, that

facilitate the learning process taking into account (i) the teacher’s plan, (ii) the
learner’s static profile and (iii) the dynamic situation of the learner.

(c) Empathic, friendly and persuasive conversation, not just offering the right
items in the right sequence, but also generating a feeling of “being taken care of”.

B and C are the aspects where AI may help. In the next section, we describe
iCHAT, the AI-based technology that supports the development of COLAs.

5 iCHAT: The Technology

iCHAT is an innovative technology being developed as a joint effort by Politecnico di
Milano (HOC-LAB) and IBM (the Italian research division). iCHAT allows developing
(at a reasonable cost/time) a chatbot that can support a user in her effort to access a
body of content. The execution of an iCHAT application is supported by the archi-
tecture shown in Fig. 1. A user interacts with “iCHAT Conversation manager”; she can
start several streams of conversations: at the end of the session, they can be saved to be
resumed later (via the “iCHAT long-term memory manager”).

Table 1. Excerpt from a topology of content for a learner with a low background

Node
ID

Item
ID

Item title Media Minutes Color Arrows

1 cc1001 Course Overview Video 05:00 Black ! 2 blue
! 2 light
blue
! 3 violet
! 3 light
violet

2 cc1002 Introduction Video 03:32 Black ! 3 blue
! 3 light
blue
! - violet
! - light
violet

3 cc1003 Taxonomy of
Recommender Systems

Interactive
presentation

04:03 Black ! 4 blue
! 4 light
blue
! 4 violet
! 4 light
violet
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The user chats with the chatbot, alternating turns; sometimes (not always) a new
content item is offered to the user, consisting of a variety of media: video, images,
audio, text, etc. We use, at the moment, a combination of chat-line and multimedia
player; in the future, we could add a text-to-speech or speech-to-text interface or house
robots. The technology of the interface can be replaced with different interfaces. The
conversation module of WATSON (Fig. 2) is used to implement the linguistic aspects
of the conversation. One of the goals of the conversation is also to collect information
about the user’s situation (e.g., is she tired? Did she understand?). All the current
information about the user and the “usage” of the topology define the current context.
Whenever a user takes a turn, a “user intent” is detected (by the conversation module)
and interpreted. The interpretation may lead to 3 possible situations: (i) the conver-
sation does not need a new item of content and therefore it continues along a traditional
line; (ii) the conversation (implicitly) needs a new item of content and the intent
interpretation engine is activated; (iii) the user explicitly asks for a piece of content and
the entity interpretation engine is activated.

The style/wording of the conversation is different for each family of applications
(Education vs. Cultural Heritage) and within the same family for each “genus” (school
education vs. higher education). Training the chatbot to a specific pair of <style,
wording> is done (via WATSON) at family (or genus) level and does need to be redone
for each specific chatbot: this is one of the main advantages by iCHAT.

The Intent-Interpretation Engine is a new piece of SW. A user intent defines what
the situation of the user is (e.g. is she understanding?); a “transition intent”, instead,
defines a more objective intent, that can be considered a requirement for identifying the
next item of content to be offered to the user. The transition engine translates a user
intent into a transition intent. When the chatbot replies to the user, the opposite
translation occurs: the motivation of the chatbot for selecting that specific content item
is translated into a motivation that makes sense for the user. The Entity-Interpretation
Engine is activated when the usernames a specific subject of interest, which must be
translated into a proper entity that makes sense for the chatbot. The engine performs its
job using Vocabulary_DB and the vocabulary-mapping developed using WATSON
learning capabilities.

Fig. 1. Overall architecture of iCHAT

Conversational Support for Education 17



6 Conclusions and Future Work

We have discussed, in this paper, a number of issues:

(a) Introducing the idea of COLA: a COntent-based Learning Assistant specialized in
helping the user to make an “optimal use” of the items of a specific body of
content. It is important to note again that, differently with respect to other AI
applications, the expertise of a COLA is about a body a content, not a subject.

(b) The proposal of using the semantic organization of content in order to drive
the conversation (see the example of topology in Sect. 3). This approach pro-
mises two advantages; to allow non-technical experts of the subject to optimize
the conversation (via optimization of the organization of content), to make the
effort of development and maintenance scalable and sustainable.

(c) Proposing that a valid learning assistant, besides reacting to the user’s interaction,
should also reflect the point of view of the teacher. The teacher, defining
metadata and topologies, implicitly determine which paths are offered to learners.

(d) Putting forward the idea that a conversational interface has several advantages
over a more traditional point-and-click interface. First of all, it can establish a
friendly and empathic relationship with the learner, secondly, it can be used to
collect information about the current situation of the user.

(e) The proposal of a novel architecture, ICHAT, to support the development of
COLAs.

Fig. 2. iCHAT conversation manager
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We are currently improving the organization of content for the two real-life case-
studies described in Sect. 2. Teams of teachers are involved in this effort and for the
linguistic training of the conversation engine. The user testing of the COLAs should
start in the late spring of 2018. Using control groups of students, we will verify if, how,
and under which conditions COLAs effectively improve the quality of learning.

Reference

Casola, S., Di Blas, N., Paolini, P., Pelagatti, G.: Designing and delivering MOOCs that fit all
sizes. In: Proceedings of Society for Information Technology and Teacher Education
International Conference 2018 (2018), (accepted)

Conversational Support for Education 19



Providing Proactive Scaffolding During
Tutorial Dialogue Using Guidance
from Student Model Predictions

Patricia Albacete1(&), Pamela Jordan1, Dennis Lusetich1,
Irene Angelica Chounta2,3, Sandra Katz1, and Bruce M. McLaren2

1 Learning Research and Development Center, University of Pittsburgh,
Pittsburgh, PA, USA

palbacet@pitt.edu
2 Human Computer Interaction Institute, Carnegie Mellon University,

Pittsburgh, PA, USA
3 Institute of Education, University of Tartu, Tartu, Estonia

Abstract. This paper discusses how a dialogue-based tutoring system makes
decisions to proactively scaffold students during conceptual discussions about
physics. The tutor uses a student model to predict the likelihood that the student
will answer the next question in a dialogue script correctly. Based on these
predictions, the tutor will, step by step, choose the granularity at which the next
step in the dialogue is discussed. The tutor attempts to pursue the discussion at
the highest possible level, with the goal of helping the student achieve mastery,
but with the constraint that the questions it asks are within the student’s ability to
answer when appropriately supported; that is, the tutor aims to stay within its
estimate of the student’s zone of proximal development for the targeted con-
cepts. The scaffolding provided by the tutor is further adapted by adjusting the
way the questions are expressed.

Keywords: Dialogue-based tutoring systems � Scaffolding � Student modeling
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1 Introduction

Tutorial dialogue systems typically implement a framework called “Knowledge Con-
struction Dialogues” (KCDs), which guide all students through the same pre-scripted
“directed line of reasoning” [10], regardless of the student’s ability level. KCDs only
deviate from the main path in the script to issue “remedial sub-dialogues” when the
student answers incorrectly, then pop back up to the main path (e.g., [3, 9]). This
approach can be frustrating and inefficient for some students because they are forced to
go through long, repetitive and unnecessary discussions due to the dialogues’ lack of
adaptation to students’ knowledge level.

One possible way to overcome this limitation is to incorporate a student model in
the tutorial dialogue system that would emulate how human tutors construct and
dynamically update a normative mental representation of students’ grasp of the domain
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content and use this representation to adapt the tutor’s scaffolding to meet students’
needs [5].

Additionally, a tutorial dialogue system needs policies for how to adaptively
structure a discussion. Research on human tutoring (e.g., [17]) shows that tutors use
their assessment of student ability to target scaffolding to the student’s “zone of
proximal development” (ZPD) [15]—“a zone within which a child can accomplish with
help what he can later accomplish alone” [2]. This work suggests that automated tutors
should ask challenging questions which the student can answer with adequate support
and, eventually, be able to answer without assistance. The tutoring system described
herein implements a decision-making process that attempts to emulate this aspect of
human tutoring with the support of a student model.

2 The Adaptive Tutoring System: Rimac

Rimac is a dialogue-based tutoring system that engages high school students in con-
ceptual discussions after they solve quantitative physics problems (e.g., [1, 13]). When
using the tutor, students typically start by taking an online pretest; they then solve
problems on paper, such as the one presented in Fig. 1. After working on a problem,
students use the tutor to watch a video of a sample correct solution and then engage in
several reflective dialogues, which focus on the concepts associated with the quanti-
tative problem. An example of a reflection question is shown in Fig. 1.

Rimac’s reflective dialogues were designed so that the tutor could provide domain
and instructional contingency [16] depending on the student’s level of performance. To
achieve domain contingency—that is, to decide what content to address next—different
versions of the dialogues were developed, each corresponding to a line of reasoning
(LOR) at different levels of granularity. These LORs, when embedded in dialogues, can
be visualized as a directed graph, where nodes are concepts that the tutor queries the
student about and arrows are the inferences needed to go from one node to the next.
(See Fig. 2 for a sample segment of a discussion about the reflection question shown in
Fig. 1. P0 ! P1 would represent an expert LOR and P0 ! S1 ! S2 ! P1 a LOR
with intermediate reasoning steps.) The system captures such inferences as knowledge
components (KCs) which will be used to predict if the student can answer the next
question correctly. To implement instructional contingency—that is, to vary the way

Fig. 1. A sample homework problem statement and reflection question
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tutor questions are expressed—authoring rules were developed to guide how much
support to embed in a question. For example, node S1 in Fig. 2 can be expressed
directly as, “What is the value of the acceleration in the horizontal direction?” or with
more support as, “Given that the horizontal net force on the arrow is zero, what is the
horizontal acceleration of the arrow?” (see [12] for a detailed description of these
authoring rules).

Rimac incorporates a student model which enables it to predict the likelihood of a
student answering a question correctly [6, 7]. An individual student model is built in
two steps: first, using the results of the student’s pretest, a clustering algorithm clas-
sifies the student as low, medium, or high. Second, the student is assigned a cluster-
specific regression equation that is then personalized with the results of the student’s
pretest. The regression equation assigned to the student represents an implementation
of an Instructional Factor Analysis Model (IFM), as proposed by [4]. This student
model uses logistic regression to predict the probability of a student answering a
question correctly as a linear function of the student’s proficiency in the relevant KCs.
Additionally, as the student progresses through the dialogues, his student model is
dynamically updated according to the correctness of his responses to the tutor’s
questions.

Once the tutor engages the student in a reflection dialogue, it needs to decide at
what level of granularity it will ask the next question in the LOR (or in a remediation if
the previous question was answered incorrectly), to proactively adapt to the student’s
changing knowledge level. The tutor will always aim for mastery by selecting the
question at the highest possible level that the student can likely answer correctly with
adequate support. In other words, the tutor will choose a question in the highest
possible LOR that it deems the student will respond correctly or that it perceives to be
in the student’s ZPD. To make this choice, Rimac consults the student model which
predicts the likelihood that the student will answer a question correctly. The tutor
interprets this probability as follows: if the probability of the student responding cor-
rectly is higher than 60% then the student is likely to be able to respond correctly, and

Fig. 2. Graphical representation of the line of reasoning Fnet = 0 ! v = constant with different
levels of granularity. Nodes represent questions the tutor could ask. Arcs represent the knowledge
(KCs) required to make the inference from one node to the next.
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if it is lower than 40% the student is likely to be unable to respond correctly. However,
as the prediction gets closer to 50%, there is greater uncertainty since there is a 50%
chance that he will be able to answer correctly and a 50% chance that he will not be
able. This uncertainty on the part of the tutor about the student’s ability could be
indicative that the student is in his ZPD with regards to the relevant knowledge. Hence
the tutor perceives the range of probabilities between 40% and 60% as a model of the
student’s ZPD [6, 7]. Thus, the tutor will choose to ask the question in the highest
possible LOR that has a predicted probability of at least 40% of being answered
correctly. The expression of the question within the LOR is adapted to provide
increased support as the certainty of a correct answer decreases [12].

As an example of how the tutor proactively adapts its scaffolding during a dialogue,
suppose the student has correctly answered the question at node S1 in Fig. 2. The tutor
will consult the student model to estimate the likelihood that the student would be able
to answer P1 (the highest possible node in the LOR) correctly. If this estimate is at or
above 40% it will ask the corresponding question because this would indicate that the
student is at or above the tutor’s model of the student’s ZPD for that question.
However, if the probability is below 40% the tutor will try to pursue the discussion in a
simpler way and examine S2 in the same manner as with P1. This process is repeated
until a question can be asked or a leaf is reached in which case the question is asked at
the highest level of support. As described previously, the tutor further adapts the
support it provides by adapting how the question at the selected node is expressed.

3 Discussion and Future Work

In this paper we described a tutoring system, Rimac, that strives to enhance students’
understanding of physics concepts and their ability to reason through “deep reasoning
questions” [8]. Rimac presents a novel approach to the use of a student model by
incorporating the idea of modeling the tutor’s estimate of the student’s zone of prox-
imal development which it then uses to guide scaffolding during reflective tutorial
dialogues. The system takes a proactive approach by anticipating students’ needs and
presenting a question at each step of a LOR that challenges the learner without
overwhelming him, and by expressing the question with adequate support.

The tutor’s scaffolding adheres to the main tenets of contingency, fading, and
transfer of responsibility [14]. This is accomplished by proactively varying the level of
complexity of the knowledge discussed and the way it is expressed and by adapting,
step by step, to the student’s changing ability. The tutor reduces the support it provides
(i.e., it fades) as the learner becomes more competent and gradually provides the
intermediate steps on his or her own (transfer of responsibility).

An evaluation of the effectiveness of the tutoring system is currently being con-
ducted. The version of Rimac described herein is being compared with a control
version that embeds a poor-man’s student model which assigns students to a fixed LOR
level in each reflection dialogue based solely on their pretest scores [11].
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Abstract. Many intelligent tutors are not designed with English language
learners (ELL) in mind. As a result, Hispanic ELL students, a large and
underserved population in U.S. classrooms, may experience difficulty accessing
the relevant tutor content. This research investigates how Hispanic and ELL
students perceive the utility of and relate to animated pedagogical agents based
on evaluating two theories of learning: students will be more attracted to a
learning companion (LC) avatars that matches their personality and will regard a
LC as a substitute self-construction. Results indicate that ELL students find LCs
more useful and helpful than do Caucasian students and ELL students purposely
design LCs that look more like themselves than do the non-ELL students.

Keywords: Intelligent tutoring system (ITS)
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1 Introduction

Intelligent tutoring systems (ITSs) and animated pedagogical agents (APAs) enhance
learning [1–3], show learning gains of approximately .70 SDs for deep levels of
comprehension [4], and lead to improved student self-efficacy and learning outcomes
[5]. One limitation of past empirical work is that the visual representations of APAs is
often chosen by researchers rather than students and lack social cues (e.g., gender,
identity) with which students could identify themselves [6]. This research explores
issues of race, gender and identity and asks how tutors can reach more Hispanic and
English language learners (ELL) based on two learning theories. Similarity-Attraction
Hypothesis (SAH) posits that people like and are attracted to others who are similar to
themselves; thus, students will be more attracted to learning companions (LCs) that
match their own personality than LCs that don’t [7]. Research has shown that attraction
leads to increased interaction and attention [8, 9] and similarity-attraction effects have
been found in computer interactions [10, 11], counseling, and in classrooms,
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particularly for students of color. Identity Construction Theory (ICT) states that the
construction of an individual sense is achieved by learners’ personal choice regarding
with whom and what they associate; thus, LC construction enables individuals to
experiment with identities and to express multiple aspects of themselves [12, 13].
Students will regard LCs as substitute self-construction and tend to reproduce either
their real self or an improved or idealized self [14–17].

2 Experiment and Results

This mixed-method research was conducted with a math tutor called MathSpring
(MS) that includes a student model, which assesses individual student knowledge and
effort exerted [18]. MS also adapts the problem choice accordingly and provides help
using multimedia. Additionally, LCs deliver messages focused on student effort and
growth mindset to support student interactions (see Fig. 1). An avatar design activity1

was followed by a mixed quantitative and qualitative survey, questions (Tables 1 and 2).
Two studies were conducted with seventy-six (N = 76) middle-school aged students:
thirty-nine (N = 39) sixth-grade students in an urban school district in Southern Cali-
fornia, and thirty-seven (N = 37) seventh-grade public-school female students in New
England, many of whom will be first generation college applicants. All of the ELL
students were Hispanic and their first or primary language was Spanish.2 There were
fifty-six females (N = 56) and twenty males (N = 20); these numbers are skewed
because all of the participants in the New England class were females. Additionally,
sixty-one students in the study were Hispanic (N = 61) and fifteen were white (N = 15)
while twenty-four students were ELL students (N = 24) and fifty-two were non-ELL
students (N = 52).

Fig. 1. The LC shows high interest (left) and encourages the student (right).

1 Conducted with My Blue Robot (mybluerobot.com) an avatar design application.
2 The term Hispanic refers to the people, nations, and cultures that have a historical link to Spain. ELL
refers to a person who does not speak English at home and is learning the English language in
addition to their native language.
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The survey measured two constructs on a 5-point Likert scale from 1 (strongly
disagree) to 5 (strongly agree): do students find Jane the LC useful and are features in
student-created LCs similar to students’ features. The JaneHelpful subscale (a = .92)
and the AvatarLooksLikeMe subscale (a = .87) each consisted of 3 items.

The first question, about whether the LC was helpful, did not show a significant
difference between scores for the Hispanic and White student conditions. There was a
significant difference between ELL (M = 3.9, SD = .88) and non-ELL (M = 3.2,
SD = 1.0) student conditions. An independent-samples t-test t(74) = –2.2, p < .028
suggests that there is a difference between how useful ELL students and non-ELL
students found the LC. Examples of qualitative results that support the quantitative
findings: “She was helpful due to me not knowing a decimal problem she gave me an
example.” “I thought Jane was helpful because she encouraged me and congratulated
me when I got something correct.” and “she gave hints if you were struggling.”

The query about whether Hispanic and ELL students designed LCs with charac-
teristics similar to themselves used an independent-samples t-test to show that there
was not a significant difference between the Hispanic and White student conditions.
There was a significant difference between the scores for ELLs (M = 3.6, SD = 1.0)
and non-ELL students (M = 3.0, SD = 1.2); t(74) = –2.0, p < .046, suggesting that
ELL students design their LC more similarly to themselves than do non-ELL students.
Qualitative results from open-ended survey questions support the quantitative findings,
Table 2.

LC design images and images of the students are also in Table 2. Image analysis
was conducted to determine whether the student-designed LCs were similar to or
different from the student image. The student designs were analyzed by eye, hair and
skin color selected and compared generally to students’ actual features. A significant
difference existed between the scores for the ELL student (M = 3.1 SD = .58) and

Table 1. Item Means and Standard Deviations

Factor Subscales All
Students
(N = 76)

Hispanic
(N = 61)

White
(N = 15)

ELL
(N = 24)

Non-
ELL
(N = 52)

Mean (S.D.) Mean (S.
D.)

Mean (S.
D.)

Mean
(S.D.)

Mean
(S.D.)

Mean
(S.D.)

I liked using the Learning Companion, Jane, in MS
because she helped me understand. (Me gustó usando el
Compañero de aprendizaje, Jane, en MS porque ella me
ayudó a entender.)

JaneHelpful 3.48
(1.14)

3.54
(1.14)

3.5
(1.12)

3.11
(1.19)

3.9 (.88) 3.2 (1.0)

Jane was not that useful to me, so I did not use her. (Jane
no era tan útil para mí, así que no usamos ella.)

3.32
(1.31)

I think Jane was a very helpful part of MS. (Creo que
Jane era una parte muy útil de MS.)

3.59
(1.22)

The Learning Companion/Avatar that I created looks a lot
like me. (El compañero de aprendizaje/Avatar que creé
se parece mucho a mí.)

AvatarLooksLikeMe
3.22 (1.23)

3.12
(1.47)

3.2
(1.14)

2.9
(1.57)

3.6 (1.0) 3.0 (1.2)

The Learning Companion that I designed looks nothing
like me. (El compañero de aprendizaje que diseñé parece
en nada a mí.)

2.96
(1.50)

The Learning Companion that I created has a lot of my
characteristics. (El compañero de aprendizaje que he
creado tiene un montón de mis características.)

3.59
(1.16)
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non-ELL student (M = 2.8, SD = .47) conditions; t(20) = 2.92, p < .008, suggesting
that the ELL designs and the non-ELL designs were different.

3 Discussion

We provide evidence that ELL students designed LCs that looked more like themselves
than did the non-ELL students. Results demonstrate LC design for ITS is important for
building student-tutor rapport and for certain students, the design correlates with
improved engagement, performance and learning. These finding substantiate that the
stronger the relationship between the student and their LC (identification with the LC),
the more likely the learner will engage with the environment and have a positive
experience thus, we suggest that ITSs should incorporate functionality for students to
design their own LCs.

Future work includes inviting more non-Hispanic (White and African American)
students to compare how they relate to their LCs. We also intend to examine whether
ELL students perceive the utility of and relate to a bilingual LC. We predict that ELL
students will be more engaged and have a more favorable experience if they can
identify and connect with a bilingual LC that is similar to themselves.

Acknowledgement. This research is supported by the National Science Foundation (NSF)
#1324385 IIS/Cyberlearning DIP: Impact of Adaptive Interventions on Student Affect, Perfor-
mance. Any opinions, findings and conclusions, or recommendations expressed in this paper are
those of the authors and do not necessarily reflect the views of NSF.

Table 2. Sample qualitative ELL Open-ended survey results, LC designs and student image.

Why did you design your Learning Companion 
the way you did? (

 

Student LC 
Avatar Design Student Image 

 it this way because I wanted it to look 
   

 
  

   

most of my family members have glasses and a 
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Abstract. Citizen scientists have the potential to expand scientific
research. The virtual research assistant called VERA empowers citizen
scientists to engage in environmental science in two ways. First, it auto-
matically generates simulations based on the conceptual models of eco-
logical phenomena for repeated testing and feedback. Second, it leverages
the Encyclopedia of Life biodiversity knowledgebase to support the pro-
cess of model construction and revision.
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1 Introduction

General public scientists, sometimes called citizen scientists, participate in scien-
tific research in part to contribute to and expand the impacts of any study [1–3].
Yet, the role of citizen scientists is often limited to data collection [4,5]. We seek
to develop computational techniques and tools to empower citizen scientists to
play a more active role in scientific research, especially in environmental science
and policy [6].

The scientific process often starts with the identification of an atypical or
abnormal phenomenon such as unprecedented movement of a biological species
into a new geographical region [7]. The scientist may then propose, elaborate,
evaluate, revise/refine, and accept/reject multiple hypotheses for explaining the
phenomenon. Professional scientists widely use multiple kinds of models of the
system of interest including conceptual models and simulation models [8,9]. Con-
ceptual models are abstract and declarative representations of a system with
components, relations, and processes. Simulation models can be executed to
evaluate a hypothesis by calculating the real effects and courses of action under
certain conditions of the system. Thus, a conceptual model can help express
hypotheses that can then be evaluated and revised through simulations. The
construction of a conceptual model requires relational knowledge that involves
relationships between two species (e.g., predator-prey relationships), whereas
c© Springer International Publishing AG, part of Springer Nature 2018
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model simulation requires quantitative information about a species (e.g., popu-
lation, birthrate, lifespan). These are two areas in which many citizen scientists
need much support.

Thus, our research question is how to develop a virtual research assistant that
can help citizen scientists construct, test and revise their hypotheses about eco-
logical phenomena. The Virtual Ecological Research Assistant (VERA; http://
support.dilab.gatech.edu/okuwiki/mantis/virtual ecological research
assistant vera/start) empowers citizen scientists in two ways. First, it automati-
cally generates simulations based on the conceptual models of ecological phenom-
ena for repeated testing and feedback. Second, it leverages Encyclopedia of Life
(http://eol.org/) biodiversity knowledgebase to support the process of model con-
struction and revision. A couple of pilot studies show promising results.

2 VERA

Conceptual models of ecological phenomena in VERA are expressed in the
Component-Mechanism-Phenomenon (CMP) language [10,11]. CMP modeling of
natural systems is an adaptation of the Structure-Behavior-Function modeling of
technological systems [12,13]. A CMP model consists of components and relation-
ships between components. A component can be one of four types: biotic, abiotic,
base population, and habitat. A relationship relates one component to another
in a directed manner (e.g., component X consumes component Y). The allowed
relationships vary based on the source, and destination components selected, but
always are a subset of the relations ontology supported by EOL. The sixteen
types of relationships presently implemented in VERA including “consumes,”
“destroys,” “infects,” and “spreads.” Figure 1 illustrates the VERA system that
includes MILA-S [10,11] for automatic generation of agent-based simulations and
EOL for retrieving traits of species.

2.1 Automatic Generation of Agent-Based Simulations

Following our earlier work on the ACT [14] and MILA-S system [10,11], VERA
uses an artificial intelligence compiler to automatically translate the patterns in
the conceptual models into the primitives of agent-based simulation of NetLogo
[15]. The running of the simulation enables the user to observe the evolution
of the system variables over time, and iterate through the model-simulate-refine
loops [16]. In this way, like MILA-S, VERA integrates both qualitative reasoning
in the conceptual model and quantitative reasoning in the simulation reasoning
on one hand, and explanatory reasoning (conceptual model) and predictive rea-
soning (simulation).

2.2 Integration with Encyclopedia of Life

VERA integrates MILA-S with EOL [17] to provide the user with access to
knowledge about biological species, for example, data about the traits of a

http://support.dilab.gatech.edu/okuwiki/mantis/virtual_ecological_research_assistant_vera/start
http://support.dilab.gatech.edu/okuwiki/mantis/virtual_ecological_research_assistant_vera/start
http://support.dilab.gatech.edu/okuwiki/mantis/virtual_ecological_research_assistant_vera/start
http://eol.org/
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Fig. 1. The overall structure of VERA. VERA includes MILA-S to let users cre-
ate conceptual models about the problems in ecological systems and execute simu-
lations. In the meantime, VERA uses EOL TraitBank to scaffold the process of model
construction.

species. In particular, once having built a conceptual model of an ecological
phenomenon, the user may need quantitative data about the biological species
in the model to set up the agent-based model simulation. VERA enables the
user to look up this kind of data in EOLs TraitBank [18]. For example, when
creating a model that explains why a specific kind of starfish is dying off the
west coast of USA, the user can search EOLs TraitBank for the birthrate and
lifespan of the starfish and set the simulation parameters accordingly.

We are presently constructing additional tools for accessing knowledge from
EOL to support citizen scientists. For example, when adding predator-prey rela-
tionships of starfish, a user may not know what starfish eat or what might eat
starfish. To facilitate looking up this kind of information, we seek to use IBMs
Bluemix services to search the EOL for an answer by entering a question such
as “What do starfish eat?”

3 Conclusion

The VERA system helps citizen scientists in constructing and testing models
of ecological systems in two ways. First, it automatically generates simulations
based on the conceptual models of ecological phenomena for repeated testing
and feedback. Second, it leverages the Encyclopedia of Life biodiversity knowl-
edgebase to support the process of model construction and revision. Initial pilot
studies indicate promising results. To contribute to environmental sustainabil-
ity, citizen scientists can use the VERA system to model, analyze, explain, and
predict problems in ecological systems.
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Abstract. This paper presents a methodology to analyze large amount
of students’ learning states on two math courses offered by Global Fresh-
man Academy program at Arizona State University. These two courses
utilised ALEKS (Assessment and Learning in Knowledge Spaces) Arti-
ficial Intelligence technology to facilitate massive open online learning.
We explore social network analysis and unsupervised learning approaches
(such as probabilistic graphical models) on these type of Intelligent
Tutoring Systems to examine the potential of the embedding represen-
tations on students learning.
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1 Introduction

Massive Open Online Courses (MOOCs) are revolutionizing education by giving
students around the world open access to first-class education via the web. Lec-
tures, readings, exercises and discussion forums are now one click away to any-
body, anywhere. In 2016, Arizona State University (ASU) launched the Global
Freshman Academy (GFA) where they provide first-year university courses
through the edX platform allowing students to earn transferable ASU credits
from anywhere. ASU currently offer 13 courses and our analysis will focus on two
Math modules: College Algebra and Problem Solving, and Precalculus. These
courses leverage the Assessment and Learning in Knowledge Spaces (ALEKS)
technology, which is a web-based artificially intelligent assessment and learning
system. ASU’s GFA Math courses combined with ALEKS technology is ASU’s
effort to get students ready for college-level mathematics. The effectiveness and
adaptiveness of this Artificial Intelligence (AI) tutoring systems have the poten-
tial to motivate and help students acquire these skills.

2 Related Work

ALEKS leverages AI to map student’s knowledge. ALEKS is based on knowledge
spaces, which was introduced in 1985 by Doignon and Falmagne, who describe
c© Springer International Publishing AG, part of Springer Nature 2018
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the possible states of knowledge of a learner [4]. In order to develop a knowledge
space, a domain like Algebra or Chemistry is modelled and divided into a set of
concepts and feasible states of knowledge where the student’s knowledge is at any
given time. This technology adapts and navigates the students by determining
what the student may know and may not know in a course and guides her to the
topics she is most ready to learn. It assess the student’s knowledge periodically
to ensure topics are learned and retained [5]. Recent research has shown using
ALEKS for learning Math has a positive learning impact on an after-school
program for more than 200 sixth graders [2,3].

Recent research has shown that Social Network Analysis (SNA) measure-
ments can be predictive features for machine learning models in addition to
generic content-based features [1]. Moreover, sequential modelling (i.e. Hidden
Markov Models (HMMs)) can be useful to uncover student progress or students’
learning behaviours [6–8]. We hypothesise that by modelling the evolution of
large amount student’s working behaviours with social network features, will
allow us to uncover student’s progression and the possibility to enhance student
experience with further personalized interventions on these Intelligent Tutoring
Systems as it gathers rich information about concepts, topics and learning states.

3 Data Collection

An anonymized data of 15,000+ students learning on the two Math courses in
edX with the ALEKS technology was collected between April 2016 and October
2017. Students are assessed continuously while navigating through ALEKS and
daily aggregates of the topics learned and retained are generated. We tracked
40,000+ assessments and 8+ million daily aggregates. In addition, 5+ million
transactions of students navigating through the concepts have been extracted
from the edX logs. Each timestamped transaction contains the student, the
concept being studied and a learning state. The learning states are the following
and final states are determined by the system:

– L: Initial state for each concept where a student reads the Lesson
– C: Intermediate state where a student gets an exercise Correct
– W: Intermediate state where a student gets an exercise Wrong or Incorrect
– E: Intermediate state where a student asks for a working Example
– S: Final state where a student has Mastered a particular concept
– F: Final state where a student has Failed to master a particular concept.

4 Methodology

Through the ALEKS platform, we then observe the learning states students go
through. We analysed how students transition from one learning state to another
and in between concepts and slices (higher-level representations of concepts).
The data has been stored and indexed in a non-relational database and made
available using a web application where they can explore individual students
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Fig. 1. Grouped transactions for a particular student

and how they are redirected through the material, concepts and their underlying
difficulty based on completion and likely sequence patterns around concepts and
slices. Figure 1 shows the time distribution for each learning state for a particular
student with respect to the other states.

4.1 Network Analysis

We follow a social network analysis approach to investigate the structure of the
student’s learning on these systems by leveraging networks and graph theory.
Network analysis can give us insights into the properties of these learning states.
A network of the observed learning states is developed for each student and each
topic and posted on the web application. Figure 2 shows two very different learn-
ing paths from students working on similar topics, a linear learning path versus
a student who failed to master the concept in the beginning but was brought
back to the concept and mastered it. Considering these learning states as nodes

Fig. 2. Networks of learning states where students are navigated



Modelling Math Learning on an Open Access Intelligent Tutor 39

of a network enables us to analyse their centrality and measure their importance
in the learning of these concepts and disciplines. By creating a network for each
topic with all student data, we are measuring the degree centrality of the learn-
ing states and finding out where students are most likely to struggle or succeed
by looking at the final states. Moreover, we are developing a network with all
the learning states and their corresponding topics and analysing the students’
progression; looking for centrality hubs; hypothesizing whether further interven-
tions may be added; measuring eigenvector centrality and how important are
the neighbors of the nodes; using the geodesic distance to measure the closeness
and betweenness between topics for each slice, which slices take more effort from
students and how to help them succeed. In addition, we will cluster the nodes
and see if the groupings correspond with the sections of the topics.

4.2 Summary and Future Work

The learning states extracted from the transactions and the underlying nav-
igation through the course can be modelled using a Markovian procedure by
assuming the future learning states depend only on the current learning state.
This could be further developed by looking at sequences of learning states and
topics learned in order to model the likelihood of future learning states. In our
case we consider the learning states as observable states and are modelling their
learning using an HMM, the unobserved or hidden states are estimated from
the sequence of learning states students follow and are navigated on the sys-
tem. On the other hand, based on the large number of transactions gathered,
another higher-level representation of this sequence of learning states can be
learned using embeddings. We are learning these embeddings by inputting the
sequence of learning states to a supervised machine learning algorithm, a Recur-
rent Neural Network, that take the time constraint into consideration. This is
a promising avenue of research that has successfully been applied to Computer
Vision to learn high-level features using Deep Learning approaches.
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Abstract. Learner behavioral data (e.g., clickstream activity logs) col-
lected by online education platforms contains rich information about
learners and content, but is often highly redundant. In this paper, we
study the problem of learning low-dimensional, interpretable features
from this type of raw, high-dimensional behavioral data. Based on the
premise of generative adversarial networks (GANs), our method refines
a small set of human-crafted features while also generating a set of addi-
tional, complementary features that better summarize the raw data.
Through experimental validation on a real-world dataset that we col-
lected from an online course, we demonstrate that our method leads to
features that are both predictive of learner quiz scores and closely related
to human-crafted features.

1 Introduction

Online learning platforms, such massive open online courses (MOOCs), have the
capability of collecting large-scale learner behavioral data at low costs. Examples
of such data include content usage patterns [7], social interactions [16], and
keystroke/clickstream events [1]. The existence of behavioral data has motivated
research on identifying non-assessment-related factors that contribute to learner
performance, e.g., engagement [15] and particular sequences of actions [5].

These factors in turn have the potential of providing effective learning and
content analytics to instructors, with research having shown that learner behav-
ior is highly predictive of learning outcomes. For example, [10] found that learner
activity patterns are predictive of certification status and early dropout, respec-
tively. Further, [1,14,16] found that learner discussion forum, assignment sub-
mission, and keystroke pattern activities are predictive of test performance, exam
scores, and essay quality respectively.

Despite its predictive power, behavioral data is itself often massive and highly
redundant. [6,12], for example, showed that a single learner can generate thou-
sands of clickstream events even in short courses. When extracted carefully,
however, even small sets of features have been seen to sufficiently characterize
learner behavior in a manner that is predictive of learning outcomes [4].
c© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 41–46, 2018.
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Existing approaches to finding such representations can be divided into two
categories: model-driven features extraction and human-crafted features. Model-
driven features will by definition capture even the most subtle nuances in the
raw learner data, and lose the least amount of variance in the process; exam-
ples include principal component analysis (PCA)[2], matrix factorization [3],
and variational autoencoders [11]. The features resulting from these approaches,
however, exhibit little to no interpretability, and do not offer strong learning and
content analytics for instructors. Human-crafted features are based on human
knowledge of education and are highly interpretable as a result [4,12]. However,
they often have significantly lower predictability [13] and require human effort
to formulate.

In this paper, we develop the first model-driven approach for analyzing behav-
ioral data that generates features with both high predictability and interpretabil-
ity, in the sense that they are more human-like as they possess strong similarity
to human-crafted features.

2 Feature Generation Method

Let U denote the number of learners, indexed by u ∈ {1, 2, . . . , U}, and let D
denote the number of raw features, indexed by d ∈ {1, 2, . . . ,D}. We represent
learner u’s data as the feature vector xr

u ∈ R
D.

We also leverage a set of G � D given, human-crafted “gold standard”
features. Letting xg

u ∈ R
G denote the vector containing learner u’s gold standard

feature values, our goal is to produce a set of refined features and an additional
set of A � D complementary features that satisfy two conditions: a) the refined
features are similar to the gold standard features, but better resemble the raw
data, and b) the additional complementary features, together with the refined
features, form a low-dimensional representation of learner behavior that is able
to reconstruct the raw data with high fidelity.

We denote learner u’s refined and complementary feature vectors as xf
u ∈ R

G

and xa
u ∈ R

A, respectively. In order to satisfy these conditions, we make use of
the GAN framework [9]. Our model consists of three parts: (i) a generator
that outputs a vector xgen

u for each learner, consisting of each refined feature xf
u

and each complementary feature xa
u, given the learner’s raw data features xr

u

as input; (ii) a discriminator, which seeks to classify whether a learner’s gold
standard feature vector xg

u and refined feature xf
u vector each are human-crafted

or generated, and (iii) a reconstructor, which takes each learner’s refined and
complementary features and reconstructs the raw data features from them.

3 Experiments

3.1 Course

To evaluate our feature generation method, we employ a dataset collected by
Zoomi Inc. hosting a particular online corporate training course. Total enroll-
ment in this course was about 3,000, and the content was a roughly 40-slide
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slideshow presentation, with some slides containing quiz questions. Recall that
our model requires two sets of features for each learner as input: raw data fea-
tures xr

u, and human-crafted gold standard features xg
u. The raw data features

for this course consisted of four quantities measured at the individual slide level:
time spent, expected time spent, number of views, and engagement score [6].
The set of gold standard features, on the other hand, consisted of the same four
quantities aggregated at the course level, and two additional features: the num-
ber of times a learner switched away from the course platform, and the number
of visits to the course.

3.2 Training Procedures and Metrics

Our model parameter training procedure seeks to minimize the generator, dis-
criminator, and reconstructor losses. In each training epoch, a batch of 50 learn-
ers is used to infer the model parameters. In a round-robin fashion [9], we train
the generator twice before training the discriminator once, whereas the recon-
structor network is trained in every epoch. The number of additional comple-
mentary features, A, is tuned by sweeping over values as A ∈ {0, 1, . . . , 15}. We
quantify the ability of the generator and discriminator to classify hand-crafted
and generated features using the standard cross entropy loss metric [8], while we
use the R2 score to quantify the reconstructor’s ability to reconstruct the raw
learner data.

3.3 Predicting Quiz Performance

We compare the generated features (xgen
u ) to features generated by baseline

methods in terms of their ability to predicting learner quiz scores. Since the
overall quiz score for each learner in this course took a value in the discrete
set {0, 0.8, 0.9, 1}, we formulate this as a multi-class classification problem. We
consider the following baselines: (i) high-dimensional raw features (xr

u), (ii) low-
dimensional, human-crafted gold standard features (xg

u), (iii) low-dimensional
features constructed by principal component analysis (PCA) on raw data fea-
tures, denoted as xPCA

u , and (iv) low-dimensional features constructed by train-
ing a one-layer autoencoder [8], denoted as xae

u . We use tanh for the GAN encoder
nonlinearity, while specifying no nonlinearity for the GAN decoder. For a fair
comparison with the latter two baselines, we ensure that the number of features
is equal to the total number of features in our GAN (i.e., A + G).

Method and Metrics. In predicting the quiz performance class from features,
we employ several classifiers: Logistic Regression (LR), Multi-layer Perceptron
(MLP), and Linear Discriminant Analysis (LDA). We report the performance of
our model generated features and baseline features on two standard evaluation
metrics: (i) accuracy and (ii) cross entropy loss. In each case, we perform 5-fold
cross validation and report the average metric values.

Classification Performance. In Table 1, we show the prediction results for
each algorithm on the features constructed by proposed GAN model compared
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Table 1. Accuracy and Cross entropy values for quiz response prediction with A = 15
using different classifiers. The refined and complementary features from the generator
achieves the highest performance.

Features LR MLP LDA

Accuracy Cross
entropy

Accuracy Cross
entropy

Accuracy Cross
entropy

Raw, xr
u 0.604 0.948 0.596 0.937 0.585 1.203

Gold, xg
u 0.540 0.972 0.539 0.971 0.543 1.121

PCA, xPCA
u 0.624 0.934 0.618 0.988 0.617 1.163

Auto-encoder, xae
u 0.579 0.949 0.552 0.964 0.563 1.157

GAN, xgen
u 0.627 0.923 0.631 0.917 0.624 1.157

with the baseline features (xr
u, xae

u , xg
u, and xPCA

u ), for A = 15. We have high-
lighted the entries in the table that have achieved the best performances when
compared to the other feature types. We observe that features constructed from
our proposed GAN model, xgen

u , outperform other feature types, regardless the
choice of the classifier. Also, prediction quality is reasonably invariant to the
choice of classifier.

Varying the Number of Complementary Features A. We also analyze the
effect of the number of complementary features on prediction quality. Figure 1
shows the results. While PCA compressed features outperform all other fea-
ture types when A is small, xgen

u shows a continuous trend to increase while A
increases. When A is larger than 10, the classifier built on xgen

u outperforms xr
u,

xae
u , xg

u, and xPCA
u in most cases.

Fig. 1. Comparison of accuracy and cross entropy loss in predicting quiz score versus
the number of complementary features (A). The refined features and additional fea-
tures from the generator outperform other compressed features at large A, while PCA
features achieve the best performance at small A.
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4 Conclusion and Future Work

In this work, we developed a method for generating low-dimensional features to
summarize high-dimensional, raw learner behavioral data using the generative
adversarial network (GAN) framework. Avenues of future work include: (i) incor-
porating content-specific features that enable us to extract learner interactions
with various types of content, and (ii) using other neural network architectures,
such as recurrent neural networks (RNNs) to learn time-varying representations;
this information will enable us to model the dynamics of learner behavior.
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Abstract. In this paper, we present a course-adaptive recommender
system that assists instructors of programming courses in selecting the
most relevant learning materials. The recommender system deduces the
envisioned structure of a specific course using program examples pre-
pared by the course instructor and recommends learning content items
adapting to instructor’s intentions. We also present a study that assessed
the quality of recommendations using datasets collected from different
courses.

Keywords: Course authoring · Learning content recommendation

1 Introduction

Over the past twenty years, most of the intelligent tutoring Systems (ITS)
focused their personalization efforts on helping students to find an “optimal
path” through learning content to achieve their learning goals. A range of per-
sonalization technologies (course sequencing, adaptive navigation support, and
content recommendation) can take into account the learning goals and the cur-
rent state of student knowledge and recommend the most appropriate content
(e.g., a problem, an example, etc.). However, in the context of real courses, stu-
dents are expected to work on course topics in the order determined by the
instructor’s plan. The personalized selection of learning content should account
for both a student’s prospects (i.e., current knowledge levels) and the instruc-
tor’s prospects (the preferred order of topics or learning goals). These considera-
tions are especially important when learning programming, where almost every
instructor and every textbook introduce a unique course organization [1,2].

The work presented in this paper expands the functionality of a course
authoring tool that supports instructors in selecting smart learning content
for students of an introductory programming courses. Smart content could be
selected by instructors from a large pool of parameterized problems [3] or anno-
tated examples [4]. Our work with instructors revealed that the assistance pro-
vided by the current course authoring tool is not sufficient. While defining a
sequence of topics is an easy task, selecting the most relevant content for each
topic is a real challenge. The instructors need to carefully review a large number
c© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 47–51, 2018.
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of problems and examples in order to select those that fit their learning goals
for the topic. This is a time-consuming and error-prone process [5–7].

To assist instructors in the authoring process, we developed the Content
Wizard, a content recommender that suggests learning activities that are most
appropriate to instructors’ intended model of the course. The following sections
present the Content Wizard and its evaluation with real course data.

2 The Content Wizard

The Content Wizard is developed for a typical course authoring approach where
the course structure is defined as a sequence of topics and a set of learning items
of different types is provided for each topic. This course structuring approach is
supported by every major learning management system and textbook.

The goal of the Content Wizard is to help instructors in selecting learning
content for each topic. To provide help, the Content Wizard ranks all content
items of the selected type by their match to the selected topic. It also assigns
“star” relevance rating to all content items. This support is based on Wizard’s
understanding of fine-grain course structure and prerequisite relationships on
the level of domain concepts. The instructor is not expected to define the fine-
grain structure as required by some earlier approaches [8,9]; instead, the course
structure is automatically derived from the order of course topics and set of
code examples that instructor prepared for each topic (i.e., a lecture or a book
chapter). The next section explains this approach in details.

3 The Course Model and Content Representation

To offer recommendations, the Course Wizard builds a course model as a
sequence of concept sets. Each set corresponds to a topic and includes the con-
cepts instructors aim to introduce at that topic. For example, Unit 2 is the unit
of the course where the concepts Array Variable and Array Data Type are intro-
duced for the first time. The concepts introduced in the earlier units become
prerequisite concepts for the later units. This deeper level concept-based course
modeling has been used in many ITS and Adaptive Hypermedia authoring sys-
tems [8–10], however, it was assumed that course or system authors create this
model manually. The difficulty of manual modeling is a known bottleneck of
fine-grain course structuring approach. The Content Wizard, however, is able
to derive this model automatically using code examples provided by the course
authors.

Code examples are extensively used in teaching programming. For each lec-
ture, an instructor usually prepares several code examples that illustrate newly
introduced concepts. To build a deep course model that follows instructor’s pref-
erences, the Content Wizard uses the code of these examples. First, it uses the
Java parser [11] to extract programming concepts associated with each code
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example. Second, for each unit, it forms a set of covered concepts merging con-
cepts from all unit examples. Finally, it sequentially processes the units to find
target concepts for each unit (i.e., concepts that are first introduced in the unit).

To identify a match between a unit and an activity, the Wizard considers a
set of concepts associated with a candidate activity and the course structure.
Since all types of learning activities available in the system (i.e., examples or
problems) include code fragments, we use the Java parser [11] to represent each
activity as a “bag” of Java programming concepts (Fig. 1a). This “bag of con-
cepts” representation could be used by a number of traditional recommendation
algorithms. A match to a specific unit, however, depends on the position of the
target unit in the course. Using the course model, the Wizard classifies each
concept appearing in an activity into one of three categories (Fig. 1b):

Fig. 1. Demonstration of representing learning content as programming concepts.

– Past concepts (P): Concepts covered in the previous units.
– Current concepts (C): Concepts covered in the current unit (and thus not

been covered in any previous unit).
– Future concepts (F): Concepts have not been covered up to the current unit.

This representation reflects instructor’s preferences and supports our recom-
mendation idea that recommended activities should focus on current concepts,
consider past concepts, and avoid future concepts.

4 The Recommendation Method

For each learning activity ai consisting of three concept sets Ci, Pi and Fi, the
Wizard calculates its ranking score using Eq. (1):

scoreai
= α|Ci| + β|Pi| + γ|Fi| (1)

where α, β, and γ are the parameters controlling the importance of the three cat-
egories. The values for these parameters might be different for different domains
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and even for individual instructors, depending on how much they focus on cur-
rent and past concepts and how much they want to avoid future concepts. Indeed,
[2] revealed differences among the proportions of reinforcement, recombination
and introduction of concepts of two Japanese Textbooks and two online learning
tools (Duolingo and Language Zen).

5 Evaluation

To evaluate our recommendation method, we collected three data sets from
University of Pittsburgh, USA and University of Helsinki, Finland. Each dataset
encapsulated instructor preferences in content selection (i.e., “ground truth”).

We estimated parameter values in Eq. (1) using an expert analysis (we can’t
learn it from the same data that we use to evaluate the approach). The estimated
values of α, β, and γ are set to 1, 0.2 and −1.5, respectively. As a baseline rank-
ing approach, we use cosine similarity between concept vectors that represent
units and content items [12]. We use TF*IDF approach to assign weights for
individual concepts in the concept vector.

Table 1. Performance comparison of the Content Wizard vs. the baseline

Dataset Method Precision@top (%) Recall@top (%) F1@top (%)

3 5 10 15 3 5 10 15 3 5 10 15

1 wizard 62.74 50.59 34.7 25.09 51.26 63.36 77.51 80.44 56.42 56.26 47.94 38.26

baseline 21.57 18.82 15.29 15.68 21.57 18.84 29.14 42.33 15.57 18.84 20.06 22.89

2 wizard 47.05 37.64 32.94 26.66 34.23 41.91 66.32 76.86 39.63 39.66 44.01 39.59

baseline 21.57 17.65 14.11 14.11 17.63 23.05 33.33 43.08 19.40 20.00 19.83 21.27

3 wizard 96.3 88.89 75.76 64.44 41.45 52.79 73.32 83.90 57.96 66.24 74.42 72.89

baseline 81.48 73.33 66.67 57.04 37.24 44.97 64.34 73.18 51.12 55.75 65.48 64.10

As shown in Table 1, the Content Wizard outperforms the baseline for all
datasets. On the dataset 1 and 2, the performance of the Wizard is much better
(2–3 times!) than the baseline while in the dataset 3 the relative difference is
smaller. In addition, the precision of both approaches is considerably higher
for dataset 3. We believe that both differences stem from the differences in the
nature of the datasets. The ranking tasks for the dataset 3 was much easier
than for datasets 1–2. First, for dataset 3, recommender approaches had to rank
only the actual items used in the course (and no “spares”). The number of units
to match was also much smaller (10 vs. 18). Recommendation for datasets 1–2
required ranking or all content items in the repository out of which only a part
was used in the course.

6 Discussion and Future Work

While our work indicates a strong potential of the suggested approach, it has
several problems, which we plan to address in the future work. Most importantly,
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our work revealed that the examples provided by instructors for a topic might
not be exhaustive (i.e., using all intended concepts). While a group of related
concepts is usually introduced in the same topic, only some of these concepts are
usually illustrated in the code examples. In our future work, we are planning to
extract the relationships between the programming concepts from Java ontology
and assume that a group of closely related concepts is added as a whole to a
unit once at least one concept is used in the examples.

References

1. Moffatt, D. V., Moffatt, P. B.: Eighteen pascal texts: an objective comparison.
SIGCSE Bull. 14, 2, 2–10 (1982)

2. Wang, S., He, F., Andersen, E.: A unified framework for knowledge assessment
and progression analysis and design. In Proceedings of the 2017 CHI Conference
on Human Factors in Computing Systems, pp. 937–948. ACM, New York (2017)

3. Hsiao, I.H., Sosnovsky, S., Brusilovsky, P.: Guiding students to the right questions:
adaptive navigation support in an e-learning system for Java programming. J.
Comput. Assist. Learn. 26(4), 270–283 (2010)

4. Brusilovsky, P., Yudelson, M.V.: From WebEx to NavEx: interactive access to
annotated program examples. Proc IEEE 96, 6, 990–999 (2008)

5. Murray, T.: Authoring intelligent tutoring systems: an analysis of the state of the
art. Int. J. AIED 1, 10 , 98–129 (1999)

6. Murray, T.: An overview of intelligent tutoring system authoring tools: updated
analysis of the state of the art. In: Murray, T., Blessing, S.B., Ainsworth, S. (eds.)
Authoring Tools for Advanced Technology Learning Environments: Toward Cost-
Effective Adaptive, Interactive and Intelligent Educational So ware, pp. 491–544.
Springer, Dordrecht (2003). https://doi.org/10.1007/978-94-017-0819-7 17

7. Sottilare, R.A.: Challenges to enhancing authoring tools and methods for intelligent
tutoring systems. In: Sottilare, R.A., Graesser, A.C., Hu, X., Brawner, K. (eds.)
Design Recommendations for Intelligent Tutoring Systems, pp. 3–7. U.S. Army
Research Laboratory, Orlando, FL (2015)

8. Cristea, A., Aroyo, L.: Adaptive authoring of adaptive educational hypermedia.
In: De Bra, P., Brusilovsky, P., Conejo, R. (eds.) AH 2002. LNCS, vol. 2347, pp.
122–132. Springer, Heidelberg (2002). https://doi.org/10.1007/3-540-47952-X 14

9. Brusilovsky, P., Sosnovsky, S., Yudelson, M., Chavan, G.: Interactive authoring
support for adaptive educational systems. In: Proceedings of the 2005 Conference
on AIED: Supporting Learning Through Intelligent and Socially Informed Tech-
nology, pp. 96–103. IOS Press, Amsterdam, The Netherlands (2005)

10. Brusilovsky, P., Eklund, J., Schwarz, E: Web-based education for all: a tool for
developing adaptive courseware. In: Ashman, H., Thistewaite, P. (eds.) Proceedings
of Seventh International World Wide Web Conference, Brisbane, Australia, 14–18
April 1998, pp. 291–300 (1998)

11. Hosseini, R., Brusilovsky, P.: JavaParser: a fine-grain concept indexing tool for
java problems. In: The First Workshop on AI-supported Education for Computer
Science, pp. 60–63. Springer, Heidelberg (2013)

12. Medio, C.D., Gasparetti, F., Limongelli, C., Sciarrone, F., Temperini, M.: Course-
driven teacher modeling for learning objects recommendation in the Moodle LMS.
In: Adjunct Publication of the 25th Conference on User Modeling, Adaptation and
Personalization (UMAP 2017), pp. 141–145. ACM, New York (2017)

https://doi.org/10.1007/978-94-017-0819-7_17
https://doi.org/10.1007/3-540-47952-X_14


Human-Agent Assessment: Interaction
and Sub-skills Scoring for Collaborative

Problem Solving

Pravin Chopade1(&), Kristin Stoeffler2, Saad M Khan1, Yigal Rosen1,
Spencer Swartz1, and Alina von Davier1

1 ACTNext, ACT Inc., Iowa City, IA, USA
pravin.chopade@act.org
2 ACT Inc., Iowa City, IA, USA

Abstract. Collaborative problem solving (CPS) is one of the 21st century skills
identified as a critical competency for education and workplace success. Stu-
dents entering the workforce will be expected to have a level of proficiency with
both cognitive and social-emotional skills. This paper presents an approach to
measuring features and sub-skills associated with CPS ability and provides a
methodology for CPS based performance assessment using an educational
problem solving video game. Our method incorporates K-Means clustering to
evaluate and analyze the feature space of the CPS evidence that was gathered
from game log-data. Our results illustrate distinct participant clusters of high,
medium and low-CPS skills proficiency levels that can help focus remediation
efforts.

Keywords: Collaborative problem solving (CPS)
Human-agent interactions � Sub-skills � Performance assessment
Artificial intelligence � Machine learning

1 Introduction

Many 21st century skillsets have been identified as critical competencies for success
across the Kindergarten to Career continuum. These skills include a broad range of
cognitive and non-cognitive (social-emotional) skills such as creativity, communication
and collaborative problem solving (CPS). Students entering the workforce will be
expected to have a level of proficiency with these skills, but authentic insights for
learners about their proficiency with these skills remain elusive [1, 2]. CPS consists of
multiple skills, such as sharing resources, assimilation of knowledge and maintaining
communication, which must be simultaneously present for successful outcomes [3–5].
This paper focuses on collaborative problem solving, a broad range of cross-cutting
capabilities, which is part of an even broader Holistic Framework (HF) proposed by
Camara et al. [6].

We present results from a study that utilized a game-based prototype, “Circuit
Runner,” to measure CPS facet abilities (five sub-skills) such as Problem Feature
Analysis (PFA), Persistence (P), Perspective Taking (PT), Reaching the Goal (G) and
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Establishing Strategy (S), as participants seek to solve challenges presented within the
game. In the game a participant navigates a series of rooms/hallways in a 3-D circuit
board maze (first person perspective) and is required to solve the challenges by col-
laborating with a “bot” (computer agent) via a chat panel [7]. We designed the dialog
elements of this game in alignment with the CPS construct inspired by HF constructs in
order to elicit skill evidence with a range of performance level options per facet. In our
study, we recruited 500 participants using Amazon’s Mechanical Turk (AMT) during
the July/August 2017 timeframe to play the CPS game. Out of 500 study participants
355 provided complete and quality log data, we used these 355 participants’ data (mean
age: 34, median: 31) for the following research analysis.

2 Scoring Methods for CPS Skills

2.1 CPS* Score (Sub-skills Score)

In the “Circuit Runner” game, the human/computer agent dialog consists of pre-defined
responses derived from dialog trees designed to align with sub-skill performance levels
outlined in the CPS framework. Sub-skills (CPS*) scores are derived from dialog tree
responses tagged to specific sub-skill levels as well as telemetry scoring from tasks
designed to identify a range of performance levels for specific sub-skills. Figure 1
shows the CPS “Circuit Runner” game User Interface (UI) and a sample of the different
game components [7].

Fig. 1. CPS “Circuit Runner” game components-user interface and conversation flow (CF).
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In the game, data logs were generated through specific interactions. The Conver-
sation Flow (CF) is the record of the dialog between the participant (player) and the bot
(computer agent). To explore these skills, in the chat panel, the computer agent presents
an initial prompt (the prompt is derived from the dialog tree) and then a set of response
options from which the player must select, aligned with the four levels (0, 1, 2, 3) of the
sub-skills presented in the CPS framework. The CPS* score is given by Eq. (1),

CPS� ¼ 1
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Where, n is the number of common nodes within the dialog tree per sub-skill (may
vary across sub-skills); G;P;PFA;PT and S are sub-skills; m is number of sub-skills
(five sub-skills are measured in the current version of the game). Response levels (the
four levels) are based on the dialog in which the response appears, as well as the
context of game-play and previous dialog (prompt/response) set.

2.2 Interaction Score (IS)

Interaction scores are calculated based on the player and bot (agent) conversation flow
(CF). Interactions are measured with parameters such as effective conversation flow
(between human-agent), the distance travelled in an attempt to complete game tasks,
and time spent in collaborative interaction. The conversation flow data log is arranged
in rows, and records all of the dialog response selections, with a prompt row followed
by a transition row, which generates the conversation flow frames. Using these game
interaction elements (obtained from telemetry data) user-agent interaction scores are
calculated. Sub-components of the interaction score are listed below:

Effective Conversation (EC) The conversation which led to a selection of a response
initiating a player to engage in successful game activities. EC led participants to
follow pathways through common dialog tree nodes with minimum time.
Conversation Flow Scores (CFS) were calculated based on conversation flow
frames.
Interactions Count (IC) is the total number of interactions between the participant
and the bot throughout the entire game play. IC indicates the participants’ level of
interaction with the computer agent as the player attempts to complete the required
game tasks. IC is also an important indicator for minimum and maximum time spent
in successive game interactions. Minimum and maximum response times (while
interacting through prompt and response session) are useful indicators for deciding
or evaluating the participants’ sub-skill levels.

Based on these (above listed) interaction sub-components, the interaction score
(IS) is calculated using Eq. (2) below:

SPi ¼ CFFi

DIi
� TIi

� �
ð2Þ
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Where, SPi: The interaction score for user ‘i’; CFF: Conversation flow frames
(prompt/response sets) per interaction; DI: Distance travelled during interaction. The
distance travelled in the game at the time during which the score event was generated;
TI: Time spent during interaction. Total interaction time in second(s); i: Game
participant/player/user.

In order to mitigate time as controlling factor for the interaction score, we modified
Eq. (2) and used log of TI. The modified interaction scoring is given by Eq. (3), and
normalized interaction score is given by Eq. (4),

SPi ¼ CFFi

DIi
� logðTIiÞ

� �
; ð3Þ

ISi ¼ 1� SPiPN
i SPi

ð4Þ

This set of equations helps us map the participants’ collaborative interactions and
its relation to the participants’ skill levels (skill matrix) which in turn contributes
towards the participants’ overall CPS performance.

3 Interaction and CPS* (Sub-skills) Score Analysis

In this study, we used 355 AMT participants’ data for research analysis. Data collected
as part of the study includes in-game data such as object clicks, communicative
exchanges, distance, duration, time stamp, location and dialog tree node choices. Using
the IS and CPS* scoring methods, we carried out different machine learning analyses
using MATLAB [8] for the above listed in-game data. The outcomes consist of
manifold clustering analyses of the evidence delivered over a series of game plays that
is based on approaches defined by the Artificial Intelligence (AI)/educational data
mining communities [9–11]. We performed cluster analysis using CPS* and IS as
features. For IS we used the K-Means clustering algorithm and varied the ‘k’ value
from 1 to 10 clusters and used the average Silhouette method [12] for selection of the
optimal ‘k’ value. With the optimal value, k = 3, we obtained three clusters as shown in
Fig. 2. Clustering analysis found that the data was largely a continuous normal dis-
tribution and provide evidence about the participants’ high, mid and low performance
levels.

Results indicated a high degree of usability, with a reasonable ability of challenges
to detect differences in performance across small groups of individuals, suggesting that
further use of the game for additional and larger experiments to explore targeted
relationships between game play, personality variables, and achievement.
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4 Discussion

In this paper we presented an approach to identify evidence and subsequently score
individuals on CPS skills using a custom designed interactive game called ‘Circuit
Runner’. We developed measures of collaborative interaction skills CPS* and the IS
scores that can be used to compute the users’ CPS overall performance index. The CPS
performance index will be an important indicator for 21st century education and
workforce success. Our future work will target comparing clusters obtained through the
CPS* method with the IS based clusters and validating IS scores for a multi-user
environment.

Acknowledgements. The authors would like to thank Andrew Cantine - ACTNext Technical
Editor for editing this work. We are also thankful to ACT, Inc. for their ongoing support as this
paper took shape.
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Abstract. Within intelligent tutoring systems, hint policies are needed
to determine when and how to give hints and what type of hint is most
beneficial. In this study, we focus on discovering whether certain hint
types influence problem solving behavior. We investigate the influence
of two hint types (next-step hints and more abstract high-level hints)
on students’ behavior in a college-level logic proof tutor, Deep Thought.
The results suggest that hint types can affect student behavior, including
hint usage, rule applications, and time in-tutor.

Keywords: Tutoring system · Hint type · Data-driven

1 Introduction

Intelligent tutoring systems (ITS) provide adaptive instruction to students and
have significant effects on learning [1]. Data-driven methods, where actions
within the tutor are based on analyzing historical data, have been used to great
effect to individualize computer-aided instruction [2–4]. Within an ITS, hint
policies are needed to determine when and how to give hints and what type of
hint is most beneficial [5]. The most minimal hint type is error-specific feedback,
which provides a hint regarding an error the student has made [5]. However,
research has suggested that goal-directed feedback leads to better performance
by providing students with direction in solving the problem [6]. A common app-
roach is to provide a sequence of hints beginning with a more general hint then
transition to more specific and directive hints (e.g. Point, Teach, and Bottom-
out [7]). However, students may benefit from receiving a certain hint type over
another, so providing hints in a strict sequence might limit the effectiveness of
receiving hints. Some research has created individualized hint policies based on
student behavior and ability, allowing the student to receive the appropriate hint
without stepping through strict levels of hints [8,9]. Additionally, research has
shown that high ability learners benefit from lower amounts or more abstract
guidance while low ability learners benefit from higher amounts or more concrete
guidance [10,11]. The goal of this work is to determine if hint type influences
student’s performance and behavior.
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2 Method

We tested our two hint types in a propositional logic proof tutor, Deep Thought
[2,12], as assigned homework in a two sections of a college-level discrete math-
ematics course taught by the same instructor in Fall 2016. The tutor presents
worked examples and problems consisting of logical premises and a conclusion
to be derived using logical axioms, and is divided into 6 levels. At the end of
each level, the student is presented with a final problem with no hints, which
serves as a level posttest. Hint type was randomly assigned for Next Step Hints
(NSH, n = 48) or High Level Hints (HLH, n = 47) before tutor use. Students
who collaborated or dropped out of the tutor were removed (NSH n = 12, HLH
n = 11), because their data would skew time and step features. Therefore, the
following analyses were based on data from 36 NSH and 36 HLH students. To
analyze the specific influences hint type has on student problem solving, each
condition provided one of two hint types: Next-Step Hints (NSH) or High-
Level Hints (HLH). Next-step hints suggest the next step of a logic proof
that can be immediately implemented in the student’s current proof – providing
more explicit instruction. Whereas, high-level hints represent hints that can be
2 or 3 possible rule applications ahead of the current proof state [13]. High-level
hints are aimed at helping the student develop a strategy. There is a significant
problem regarding help avoidance where students may avoid asking for hints
even when they might need them [14], so we implemented proactive hints by
providing a hint when the student is taking longer than the median time to
correctly complete a single step.

2.1 Description of Metrics

To examine the effects of hint types, we focused on behavior- and performance-
related features. In Level 1, all students receive the same set of problems and
are not given any worked examples. Therefore, the student’s performance on
Level 1 is used as a pretest to measure their incoming knowledge. The average
performance of Levels 3–6 is used as a posttest to measure their post-training
performance. Additionally, all students were evaluated using two proof problem
questions as part of a mid-term examination. Total Correct/Incorrect Steps
are the number of correct/incorrect rule applications over the course of the whole
tutor. Mean/Median Correct Step Time and Mean/Median Incorrect
Step Time represent the mean/median time between steps (correct and incor-
rect, respectively) for each student. Total Time to Complete is the total time
spent solving a problem in minutes. Final Solution Length is the number of
derivations made to reach the conclusion in the final solution. We also analyzed
the number of hints requested, proactive hints, and total hints received.

The data is positively skewed so we transformed it using a log transform
then applied ANOVA to find significant differences between the groups. We
examined the metrics for the end of level problems (containing no hints) to
discover differences in problem solving that may be affected by the hint type.
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3 Results and Discussion

First, we looked at the performance metrics, which did not show any significant
differences between the groups. Next, we analyzed the differences between stu-
dents behavior using the end of level problems, which allows a view of how the
hints may be shaping the behavior of a student’s problem solving. For the sake
of space, we selected representative problems and only report behaviors that are
indicative of differences between the two groups. In Table 1, the HLH group took
significantly less time solving the problem and with significantly less incorrect
steps. However, the HLH group spent approximately the same amount of time
(p = 0.641) on Level 1, which means that they spent longer during the initial
few problems before speeding up in the end of level problem.

Table 1. Stats and significant ANOVA results for the end of level problem for Level 1

End of level problem - Level 1

Metric NSH (n = 36) HLH (n = 36)

Mean(SD) Median Mean(SD) Median p-value

Total incorrect steps 5(5) 1 2(2) 0 0.296

Total correct steps 6(5) 4 5(1) 4 0.200

Time to complete (min) 7.3(12) 2.3 3.2(4.2) 1.6 .0365*

Median correct step time (s) 63(122) 26 34(39) 23 0.067

In Table 2, the NSH group has significantly more correct steps (p = 0.007) and
marginally more incorrect steps (p = 0.062). Due to the nature of the tutor and
solving proofs, students may make as many derivations as they want; however,
having higher correct and incorrect steps is indicative of gaming behavior. The
NSH group also spent significantly longer on this problem (p = 0.002).

Table 2. Stats and significant ANOVA results for the end of level problem for Level 3

End of level problem - Level 3

Metric NSH (n = 36) HLH (n = 36)

Mean(SD) Median Mean(SD) Median p-value

Total incorrect steps 16(25) 6 5(7) 2 0.062

Total correct steps 13(9) 8 9(3) 7 0.007*

Time to complete (min) 26.2(69) 4 4.5(4) 3 0.002*

Mean incorrect step time (s) 80(101) 45 48(29) 37 0.089

Mean correct step time (s) 72(115) 29 33(33) 23 0.015*

In Table 3, the NSH had significantly more incorrect steps (p = 0.042), took
longer to complete the problem (p = 0.021), took longer to correctly apply rules
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(p = 0.042), and had a longer final solution (p = 0.058). These metrics indicate
that the NSH group has less knowledge or strategy to solve the problem as
compared to the HLH group.

Table 3. Stats and significant ANOVA results for the end of level problem for Level 5

End of level problem - Level 5

Metric NSH (n = 36) HLH (n = 36)

Mean(SD) Median Mean(SD) Median p-value

Total incorrect steps 24.05(44) 8.5 11.2(14) 5 0.042*

Total correct steps 20.15(18) 13.5 16.15(12) 12.5 0.687

Time to complete (min) 36.1(60) 11.5 13.2(22.8) 6.7 0.021*

Mean incorrect step time (s) 466(2060) 54.4 61(64) 43.6 0.066

Mean correct step time (s) 124(262) 33.7 37(24) 28.6 0.042*

Final solution length 10.5(3) 10 9.5(2) 9 0.058*

During the course of the tutor, there is a widening gap between NSH and HLH
group with respect to the time it takes to complete the problem, the amount of
incorrect steps made, and final solution length. One possibility for this difference
in behavior is HLH are promoting strategy-oriented behavior, which, if so, we
would expect the students to make fewer mistakes and less steps because they
would be planning out a few steps ahead thus less likely to go down an incorrect
path. Another possibility is the NSH students could have been using the hints to
directly discover what to do next, which could have led to gaming behavior [15].

4 Conclusion and Future Work

In this study, we compared two test conditions of Deep Thought, HLH and NSH
hint groups, to further the understanding of the impact of hint type on the
behavior of students during problem solving. We found that students receiving
HLH seem to produce more positive in-tutor behavior resulting in less incorrect
steps and less time spent during end of level problems, while students in the
NSH group seemed to have less desirable in-tutor behavior, including larger
amounts of incorrect steps. Even though there were no significant differences
in the performance metrics, longer time spent solving a problem and learned
strategies are a large concern due to possible transfer of behavior outside of the
tutor. Large amounts of incorrect steps, especially occurring closer together, are
indicative of gaming the tutor to finish a proof.

To further explore the influences of hint type, we will be conducting a more
in-depth study of the behavior surrounding hints, including how long it took the
student to derive a hint, and what type of behavior indicates when each type of
hint is beneficial. This can be further analyzed by looking into how and which
hints are followed. A more formal posttest will be used in future evaluations to
provide more insight to the students’ learning over the course of the tutor.
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Abstract. This study examines math success within a blended undergraduate
course using a Cohesion Network Analysis (CNA) approach while controlling
for individual differences and click-stream variables that may also predict math
success. Linear models indicated that math success was related to days spent on
the forum and by students who more regularly posted in the online class forum
and whose posts generally followed the semanticity of other students.

Keywords: Math success � Cohesion Network Analysis
Online learning � NLP

1 Introduction

Recent research linking math success and linguistic productions indicate that students
who produce language that is more syntactically complex and less cohesive do better in
math college-level classes. In addition, click-stream findings suggest that students who
are more active in on-line classroom discussion forums are also more likely to receive
higher math grades [1]. This research helps to link language production and on-line
activity to math performance.

The current study builds on these finding by examining the linguistic properties of
the online discussion forums using Cohesion Network Analysis (CNA; Dascalu et al.
[2]) metrics. CNA metrics can be used to estimate cohesion between text segments
based on similarity measures of semantic proximity and enable the analysis of dis-
course structures within collaborative conversations such as those found in online
discussion forums [3]. In practice, CNA metrics can examine student language pro-
ductions within educational tutoring systems to investigate whether forum posts are on
topic, are more related to other student posts, are more central to the conversation, or
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induce higher collaboration. Our goal is to examine links between CNA metrics and
final scores in a discrete math class to better understand how collaboration can influ-
ence success as well as parse out differences between cohesion and on-line forum
activity reported in earlier studies [1].

2 Method

2.1 Classroom Data

We use the same data as reported Crossley et al. [1]. Briefly, the discrete math course
was offered to undergraduate students in a computer science department. The course
was blended and included standard lectures, office hours, and support from online tools.
The tools included a standard question-answering forum for students, teaching assis-
tants, and instructors. Data for this study was collected in 2013 from 250 students (a
number of whom were peer-tutors within the class). Click-stream data included how
many times students made, or answered posts, and how many days students visited the
forum. Forum post data was extracted at the end of the course. Of the 250 students, 157
made posts on the forum.

2.2 Cohesion Network Analysis

In CNA, cohesion is computationally represented as an average value of similarity
measures (or an aggregated score) between semantic distances resulting in a cohesion
graph [3] that represents a proxy for the semantic content of discourse and active
engagement within discourse. This approach differs from measuring cohesion in lan-
guage produced by a single participant (e.g., number of connectives produced in a
writing sample) because it focuses on cohesion within a community of participants.
The cohesion graph is a multi-layered structure containing different nodes and the links
between them. A central node, representing a conversation thread, is divided into
contributions, which are further divided into sentences and words. Links are then built
between nodes in order to determine a cohesion score that denotes the relevance of a
contribution within the conversation, or the impact of a word within a sentence or
contribution. Other links are generated between adjacent contributions, which are used
to determine changes in topics or in the overall conversation thread. These changes are
reflected by cohesion gaps between units of texts.

From the links within the cohesion graph, longitudinal analyses following weekly
timeframes in terms of social knowledge-building (KB) processes and CNA indices
(e.g., in-degree, out-degree) are derived and quantified [2]. Social KB relates to the
dialog between at least two participants supporting collaboration, while CNA indices
reflect Social Network Analysis metrics applied on the sociogram (i.e., an interaction
graph among all participants). Our longitudinal analysis was performed by taking into
account the distribution of each participant’s level of CNA involvement within the
imposed timeframe, followed by the usage of global CNA metrics (e.g., average CNA
scores, standard deviation, entropy, recurrence, degree of uniformity) to describe
participant’s evolution within the time series.
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2.3 Statistical Analyses

Linear regression models were computed to assess the degree to which CNA features in
the students’ forum writing, along with other click-stream and individual difference
variables (i.e., was the student a peer tutor in the class) were predictive of students’
final math scores. Assumptions of linear modeling were checked prior to analysis (i.e.,
normality and multicollinearity) leaving seven CNA variables and six click-stream and
individual difference variables for the final models. Model selection and interpretation
was based on t and p values for fixed effects and visual inspection of residuals dis-
tribution for non-standardized variables. We developed and compared two models:
(a) a baseline linear model including click-stream and individual difference variables
(i.e., non-linguistic effects) and (b) a model including both CNA and non-linguistic
features. We compared the strength between the two models using Analyses of Vari-
ance (ANOVAs).

3 Results

3.1 Click-Stream and Individual Differences Data

Our first model examined the potential for click-stream data to predict math success.
During initial analyses, four outliers had to be removed to ensure the assumptions of
the linear model were met (N = 153). A final model using these 153 students revealed
significant effects for whether the student was a tutor or not, the number of days on the
forum, and the number of forum posts answered. Table 1 displays the coefficients,
standard error, t values, and p values for each of the significant click-stream and
individual difference variables. The model was significant, F(4, 148) = 7.354,
p < .001, r = .407, R2 = .166. Post-hoc analyses indicated no multicollinearity in the
model, normally distributed residuals, and no homoscedasticity. The non-linguistic
variables explained around 17% of the variance and indicated that higher math scores
were best predicted by students who acted as peer tutors, students who spent more time
on the forum, and students that answered more forum posts (i.e., were more engaged).

Table 1. Click-stream model for predicting math scores

Fixed effect Coefficient Std. error t

(Intercept) 86.237 1.061 81.314***
Is a peer tutor 3.881 1.400 2.772**
Is not a peer tutor 4.401 1.484 2.967**
Days on forum 0.024 0.009 2.655**
Forum posts answered 0.174 0.115 1.516

Note * p < .050, ** p < .010, ***p < .001
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3.2 Full Model

Our full model examined the potential for click-stream, individual difference, and CNA
variables to predict math success for the 153 students in our final dataset. The linear
model for this analysis revealed significant effects for days on forum, average recur-
rence for the CNA indegree metric, and degree of uniformity for the Social KB metric.
Table 2 displays the coefficients, standard error, t values, and p values for each of the
significant CNA variables. The model was significant, F(3, 149) = 12.120, p < .001,
r = .443, R2 = .196. An ANOVA comparison between the full model, and the non-
linguistic model demonstrated significant differences (p < .001) in variance explained
for both. Post-hoc analyses indicated no multicollinearity in the model, normally dis-
tributed residuals, and no homoscedasticity. The click-stream and the CNA variables
explained around 20% of the variance and indicated that higher math scores were best
predicted by students who had lower recurrence (i.e., distance expressed as number of
weeks between two consecutive timeframes with non-zero values) of postings that
generated collaborative effects (both Social KB and CNA indegree) with other par-
ticipants. If participants regularly contribute in each consecutive timeframes from the
longitudinal analysis, their corresponding recurrence score is zero; in contrast, if
additional successive weeks are skipped, their recurrence scores increase. In contrast to
CNA scores that denote active involvement, recurrence quantifies unbalance and
inconsistent participation over time.

Moreover, social KB quantifies whether a participant’s post generated follow-up
contributions from other course participants (i.e., collaboration perceived as a CNA
outdegree effect targeted at different members), whereas indegree reflects the in-edge
relations produced by a post in a specific timeframe. Thus, social KB can be also
perceived as a more refined measure for quantifying the value of students’ forum posts
by measuring the influence each post has on subsequent contributions.

4 Discussion and Conclusion

This study analyzed success within a blended undergraduate math course using a CNA
approach. Linear models demonstrated that math success was predicted by the number
of days spent on the forum and by the regularity of forum posts that generated col-
laborative effects (i.e., posts that precipitated discussion among other students). The

Table 2. Full model (click-stream and CNA variables) for predicting math scores.

Fixed effect Coefficient Std. error t

(Intercept) 83.994 3.257 25.793***
Days on forum 0.024 0.008 2.819
Average recurrence scores (In Degree) –0.566 0.219 –2.589*
Degree of uniformity Social KB 9.497 3.992 2.379*

Note * p < .050, ** p < .010, ***p < .001
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results indicate that language collaboration is an important component of success in
blended math courses such that students who linguistically encouraged greater col-
lective efforts among students generally received higher final scores.

All CNA metrics are fully automated and the results from this study may have
important implications for increasing student involvement in online systems through
feedback provided in near real-time. However, it is important to remember that CNA
mostly reflects behavior traits in terms of online active participations that differentiates
between highly and less performant students.
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Abstract. Researchers are increasingly interested in using gamification
along with Intelligent Tutoring Systems (ITS) to motivate action, pro-
mote learning, facilitate problem-solving, and to drive desired learning
behaviors. In fact, although the desire of teachers to be active users of
gamified ITS, these systems are not personalized according to teach-
ers’ preferences. Several research problems might arise when trying to
empower teachers in the design of gamified ITS, for instance, the high
complexity and variability of features to manage, the need to consider
theories and design practices, and the need of providing simple and usable
solutions for them. In this work, we propose a gamified ITS authoring
tool that supports authoring (fully or partially) of the domain, gamifica-
tion and pedagogical models of gamified ITS by teachers. We investigate
how different versions of the tool are perceived by users assuming the
role of teachers. Our results indicate a positive attitude towards the use
of the authoring tool, in which participants agreed that they are easy to
use, usable, simple, aesthetically appealing, have a well-perceived system
support and high credibility.

Keywords: ITS Authoring tools · Gamification
Intelligent Tutoring Systems · Gamified intelligent tutoring systems

1 Introduction

To enhance student motivation and engagement during instruction, researchers
have been increasingly using gamification along with Intelligent Tutoring Sys-
tems (ITS) [1–4]. The use of gamification in ITS target achieving better results
and to create enhanced solutions and experiences [5].

However, teachers are interested in actively using adaptive educational sys-
tems. For example, recent surveys of trainee teachers in the US [6] identified
access to adaptive technologies as a key determinant of future teaching success,
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while a survey of 1,000 public middle-school teachers in Brazil [7] found that
80% were interested in the potential of adaptive learning. Teachers also say that
games enable them to differentiate instruction (60%) and to create classrooms
that are more learner-centric (44%) [6] and that by using gamification they can
motivate their students [8].

Moreover, as argued by Baker [9], we probably need tutors that are designed
intelligently, and that leverage human intelligence (e.g., teachers), rather than
relying only on artificial intelligence. But, to amplify the active participation of
teachers in the design of gamified ITS combining teachers and artificial intelli-
gence, we must face several research problems [10]. For instance, designing these
systems include dealing with a huge variability [11] and all feature combinations
might not be necessarily effective for learners [12]. Gamification, ITS theories,
and design practices should also be considered to constrain the design space of
gamified ITS [13] to aid designing more effective tutors. In addition, assuming
that a teacher intends to customize such a complex system, it is imperative to
make the design process simple, usable and not demanding advanced techni-
cal skills, e.g., on programming, artificial intelligence and/or software engineer-
ing [14].

In this work, we propose an authoring tool to design gamified ITS for teach-
ers. It implements a process that leverages teachers intelligence in the domain,
pedagogical and gamification models of the gamified ITS development process as
well as supports extra configurations (e.g., reports presented, evaluation meth-
ods, and so on). It also allows the customization of gamified ITS features in
two alternative flows, one creating a gamified tutor from scratch and the other
applying a configuration template.

2 Authoring Gamified Intelligent Tutoring Systems

A gamified ITS development process was defined considering the four classic ITS
components as well as a gamification model and extra ITS features. The activ-
ities are abstract enough to allow gamified ITS designers to use whatever sub-
activities they need to develop their systems. This flexibility might be important
since there is no agreement in the literature regarding the types of ITS, features
to consider, and technologies to use in the development of ITS [10].

The gamification model should consider all the features related to the inclu-
sion of gamification in the ITS. For instance, game design elements (i.e., dynamic,
mechanic and components [15]) to include in a gamified ITS and how these ele-
ments are connected (e.g., gamification design, i.e., activity loops [15]) to the
learning contents, instruction and student knowledge behavior in the domain.
Moreover, this model might also take into account strategies for personalizing the
gamification and/or the tutor according to student characteristics (e.g., player
type [16]).

An ontological model connecting gamification theories, frameworks and
design practices to ITS concepts (e.g., the Gamified Tutoring Ontology [4])
aids the customization of gamified ITS by constraining the design space for the
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teachers. Additionally, the role of such ontology for interoperating our authoring
tool and a third-party gamified ITS (e.g., based on the architecture proposed
by Dermeval et al. [17]) is twofold. First, it contains the knowledge about the
domain model created by the teacher, which can be reasoned by a gamified ITS.
Second, it also contains the decision on which a gamification target behavior is
selected by a teacher which can be used by a gamified ITS to activate several
activity loops in the system.

In the gamified ITS authoring tool, we incorporate features that allow reuse
of previous ITS configurations (e.g., apply a template, reuse curriculum, and
reuse educational resources) to decrease the effort required from teachers to
author gamified ITS. We also include features that allow teachers to select a pre-
configured set of game design elements by choosing a target behavior or to select
particular game design elements to be included in the authored gamified ITS.
Figure 1 illustrates the prototypes on which teachers may choose if they want to
configure a tutor from scratch or apply an existing template configuration in the
system (in the left). Figure 1 also shows how a teacher may select a gamification
target behavior during the authoring process (in the right).

Fig. 1. Prototypes of the gamified ITS authoring tool

3 Experiment Design

Our experiment intended to analyze the prototypes combining two ways for
authoring (template or scratch) vs. two ways for gamification authoring (select-
ing target behaviors or game design elements) to evaluate them with respect
to several metrics such as perceived ease of use, perceived usability, complexity,
aesthetics, novelty, unity, intensity, attitude towards use, perceived system sup-
port, and credibility from the viewpoint of teachers in the context of graduate
students and researchers, from two research groups in Brazil and Canada, ana-
lyzing the prototypes and answering a survey1. A 2× 2 between-subjects design
1 Available at https://fluidsurveys.usask.ca/s/agits-survey/.
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was used, on which 57 participants were shown only one of the four possible
versions of the prototypes. Note that the version in which a participant evalu-
ated the prototypes were randomly allocated. Participants were asked to answer
questions regarding the prototypes and a Likert scale was used for measuring
the variables.

We identified that there is statistical significance for stating that the aes-
thetics (adjusted p-value of 0.0333912) and perceived system support (adjusted
p-value of 0.0208950) of the version 1 (template and behavior) are better than
of the version 2 (scratch and behavior). These results might suggest that the
prototypes that present customization by template and gamification authoring
by selecting a behavior (version 1) may be more aesthetically appealing as well
as give more support to aid performing the task required than version 2, which
includes prototypes for customizing features from scratch and authoring gamifi-
cation by selecting a target behavior.

Although we could not identify statistical differences for the comparison
between the four versions (regarding the other metrics), the scores received for
all response variables might be considered positive. The median of all variables
collected for the versions are above 5 (except for novelty in version 3), which
might suggest that participants, in general, have a positive attitude towards the
use of the authoring tool prototypes and somehow agreed that they may be
ease to use, usable, simple, novel, unique and intense. Moreover, among the four
versions, three versions (1, 3 and 4) present in terms of median a credibility
with score 8, whereas version 2 presents a median credibility of 7. In addition,
both prototypes for authoring gamification have a 6 score as the median for the
understandability, information load and perceived system support metrics, which
also suggest that participants are likely to agree with the designed prototypes
regarding these metrics.

4 Conclusion

In this paper, we designed a gamified ITS authoring tool allowing teachers to co-
design the domain, pedagogical and gamification models of gamified tutors. To
empirically evaluate our solution, we conducted a controlled experiment varying
some features of our authoring proposal. The experiment intended to analyze
prototypes investigating four combinations of activated or deactivated features
(authoring using or not template and gamification authoring by selecting target
behaviors or game design elements) in the authoring process with respect to ten
metrics in the context of students and researchers from two research groups in
Brazil and Canada.

The results of this work might be of utmost importance to improve the
authoring tool presented in this paper. In future works, we intend to conduct
other empirical studies with teachers and to develop an integrated infrastructure
that includes the authoring solution proposed in this work and a third-party gam-
ified ITS system that may reason on teachers’ decisions to be reconfigured. We
also intend to investigate the use of authoring tools to amplify the participation



72 D. Dermeval et al.

of teachers by using artificial intelligence throughout the gamified tutor life-cycle,
from the beginning of an ITS design (pre-instruction) and at later stages of the
execution of the tutor (i.e., during instruction and post-instruction).
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1. González, C., Mora, A., Toledo, P.: Gamification in intelligent tutoring systems. In:
Proceedings of the Second International Conference on Technological Ecosystems
for Enhancing Multiculturality, TEEM 2014, New York, NY, USA, pp. 221–225.
ACM (2014)

2. Andrade, F.R.H., Mizoguchi, R., Isotani, S.: The bright and dark sides of gam-
ification. In: Micarelli, A., Stamper, J., Panourgia, K. (eds.) ITS 2016. LNCS,
vol. 9684, pp. 176–186. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-
39583-8 17

3. Shi, L., Cristea, A.I.: Motivational gamification strategies rooted in self-
determination theory for social adaptive E-learning. In: Micarelli, A., Stamper,
J., Panourgia, K. (eds.) ITS 2016. LNCS, vol. 9684, pp. 294–300. Springer, Cham
(2016). https://doi.org/10.1007/978-3-319-39583-8 32

4. Dermeval, D., Bittencourt, I.I.: Authoring gamified intelligent tutoring systems.
In: Proceedings of the Workshops of the Brazilian Congress on Computers and
Education, vol. 6, p. 1 (2017)

5. Kapp, K.M.: The Gamification of Learning and Instruction: Game-based Methods
and Strategies for Training and Education. Wiley, New York (2012)

6. ProjectTomorrow: Speak up 2014 research project findings - the results of the
authentic, unfiltered views of 41,805 k-12 teachers nationwide (2014). http://www.
tomorrow.org/speakup/pdfs/SU2014 TeacherTop10.pdf Accessed 5 Feb 2018

7. Lemann, F.: Class council: the teachers’ view on education in brazil
(2015). http://fundacaolemann.org.br/novidades/a-visao-dos-professores-sobre-a-
educacao-no-brasil. Accessed 23 July 2015
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Abstract. Providing immediate, effective feedback on team and individual
performance in healthcare simulations is a challenging task for educators, such is
their complexity. Focusing on emergency procedures on patient manikins, our
prior work has demonstrated the feasibility of using multimodal data capture and
analysis to generate visualisations of student movement, talk and treatment
actions. The limitation to date has been the need for manual steps in the analytic
workflow. This paper documents how we have automated several key steps,
using new technologies, which were piloted during a nursing simulation. Com-
bining role-based nurses’ movement data with high fidelity manikin logs, we
have implemented a zone-based classification model, and are able to automati-
cally visualise movements within an emergency response team, providing the
data needed to design near real-time feedback for both educators and students.

Keywords: Teamwork � Collaboration � Analytics � Movement
Localisation

1 Introduction and Related Work

Healthcare simulation scenarios are commonly utilised in undergraduate nursing
education. They expose students to real-world scenarios using a variety of technologies
and modalities within a safe environment [4]. Debriefing with an educator after the
simulation is critical for learning and improvement [3]. Although it is commonplace to
video record simulations, video’s utility is often constrained by the tutor’s ability to
document, in real time, key moments s/he wants to return during debriefing. One key
feature of high performance teams attending to a patient is their ability to position
themselves correctly at critical points. Currently, the educator has limited capacity to
track each participant’s positions along with other aspects of a team’s performance.

Previous work on indoor location analysis in healthcare scenarios has shown the
potential of these systems to monitor and model patients’ behaviours with the purpose
of providing better assistance [2, 9]. For example, a recent study showed the potential
of visual representations of participants’ movement and location during healthcare
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simulations, as they can augment the post-simulation debriefings and foster workflow
management changes [7]. However, there has been little research concerning the
automated analysis of indoor location in healthcare simulations and in educational
contexts in general. Tracking movement may be particularly critical to carry human
factors analysis in situations where teams are developing clinical and/or teamwork
skills by engaging in activities that involve the psychomotor realm and reflecting
explicitly on the scope for improvement. Our prior work has demonstrated the feasi-
bility of using multimodal data capture and analysis to generate visualizations of
student movement, talk and treatment actions [5, 6]. The limitation to date has been the
need for manual steps in the analytic workflow. This paper reports progress in the
challenge of using multimodal analytics and Internet of Things (IoT) sensors to capture
and analyse teamwork activities by tracking individuals to potentially identify pitfalls
regarding clinical procedures, towards providing near real-time feedback.

2 Pilot Study

Nine second and third year undergraduate students from the UTS Bachelor of Nursing
program volunteered to participate in a simulation scenario. We randomly organized
students into three teams (of 2, 3 and 4 students each; Teams 1, 2 and 3 respectively).
A cardiac-arrest scenario was designed by a teacher in the context of caring for a
deteriorating patient requiring basic life support. The simulation scenario ran for
approximately 12 min and involved five sub-tasks that students were meant to perform
sequentially (see Table 1, column 1). Each student had a specific role (RN1-4) with an
associated set of subtasks (Table 1, columns 3 to 6). Depending on the number of
students, the subtasks associated which each role were distributed among the team
members (e.g. RN2 and RN3 were merged into one single role for the team with two
students).

Students’ movement data was logged through wearable badges1. We automatically
recorded student-id, x-position, y-position, timestamp or each student every second.
Since the data gathered contained noise from the positioning system, we applied a
Kalman filter [1] to improve further calculations. Some student actions (timestamp,
action-name) were automatically logged by the high-fidelity manikin2 (for reference
see Table 1, Column 2). In addition, all the simulations were video-recorded for further
analysis.

3 Indoor-Location Analysis

Following the methodology proposed in [5], we performed the following steps to
generate team’s and individual’s movement visualisations:

1 Indoor localization system: Pozyx (https://www.pozyx.io).
2 Simman 3G: Laerdal (http://www.laerdal.com).
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Clustering. From the educator’s perspective, we coded 4 meaningful locations that
students usually cover around the room: (1) head of the bed, (2) bedside, (3) bed-footer,
and (4) far away from the bed and (5) by the trolley (which contains an automated
external defibrillator). These physical areas are often associated with meaningful tasks
that nurses commonly perform. For example, a nurse located at the head of the bed is
usually there to hold the patient’s head during a CPR intervention. Nurses at the
bedside are commonly interacting with the patient directly; while nurses closer to the
bed-footer are there commonly to read the notes about the patient or discuss the case.
With this information, we assigned a location (from 1 to 5) to each logged position in
our dataset.

Visualisations. We generated a set of network graphs to the nurses’ space usage
around the patient’s bed. Figure 1 shows how the meaningful locations became the
nodes of the network graph. The links between the nodes represent the movement of
each nurse from one area to another. In case the nurse spent time in the same area, it is
represented with a lasso. Each nurse is assigned with a different a colour (RN1-brown,
RN2-blue, RN3-red and RN4-green). The width of the links represents the time the
nurse spent in that area.

Segmentation. We divided the dataset into meaningful segments from the manikin
actions. This helped us into to understand roles and team performance by stages.
Table 1 shows the manikin actions according to each subtask. Since the manikin
actions did not log starting points (except for CPR), we manually set the starting point
of the sub-task by watching the videos. The timestamp from the manikin’s logs served
as the ending point of the sub-task.

Making Sense of Location Patterns. Our analysis explored how each individual and
team movement data could support educator’s insights and how these relate with the
learning activity. Due to space limitations, we describe one possible way to make sense

Table 1. Sub-tasks and actions logged by the manikin given specific roles.

Sub-tasks Actions logged
by the manikin

RN1 RN2 RN3 RN4

ST1: Oxygen therapy Place oxygen
mask
Set oxygen level

x

ST2: Assessment of chest pain
(PQRST)

Attach NIBP
Measure blood
pressure

x

ST3: One dose of anginine Administer
medicine

x x

ST4: Connection to a 3-lead monitor
and heart rhythm identified

Attach 3-lead
ECG

x

ST5: Life support according to the
DRSABCD protocol

Start CPR
Stop CPR

x x x x
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of this information. In a post-hoc interview, an educator expressed that Team 1 and
Team 2 were high-achieving teams, whereas Team 3 was a low-achieving team.

Overall performance and team movement. We observed that each team occupied
the room in different ways, yet we can see some similarities. It seems that all three
teams moved around bed sides, bed head and the trolley more often. This behaviour is
appropriate for the task, given that participants had to provide basic life’s support near
the patient (e.g. oxygen therapy, vital signs).

Individual performance and role movement. From the examples depicted in Fig. 1,
we observed that role RN1, often occupied the bed head and bed sides areas, to assist
the patient. Mapping the role movement with their assigned task, we can see that, RN1
have been assigned the communication with the patient. Thus, we expected that RN1’s
presence would be associated with areas in close proximity to the patient (e.g. at the
bed head and bed sides areas). Regarding RN2, in teams 1 and 3 this role showed a
similar trajectory: both nurses occupied the trolley area at some point. However, the
nurse in Team 2 spent most of the time in bed sides area. From the commentaries made
by the teacher about Team 2 performance, we could say that both RN1 and RN2 shared
the same locations because RN2 was helping RN1 to provide basic life support.
Finally, observing RN3, we can appreciate that RN3 in Team 1 covered the bedsides,
bed-footer and trolley areas. By contrast, RN3 in Team 3 only occupied one bed side
and a far area. This is in line with the comments made by the teacher, which expressed
that RN3 in Team 3 should be more aware and responsive.

4 Conclusions and Further Work

In this paper, we have presented an approach to track and visualise how teams of
students occupy the physical learning space in the context of healthcare simulation.
Drawing from the learning design, we segmented our dataset by giving meaning to the
locations in the space. We explored the potential of visualising the location data in
helping explain the behaviour of teams from a teacher’s point of view. Whilst

Fig. 1. Network graph representing team and individual locations (coloured lines) from the
beginning of the simulation until patient received oxygen therapy (ST1). (Color figure online)
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additional contextual information would be needed to fully understand the activities
unfolding in those locations, this work can be seen as an initial step towards auto-
matically visualising and making sense of team movement in learning spaces. Our
overarching aim is to make processes and performance more visible in physical
learning spaces, both for teachers and students. However, more work is still needed to
connect these data with higher order aspects of learning and collaborative activity.
Additionally, a larger dataset would allow us to apply machine learning techniques to
this kind of location data that can point at frequent patterns that may differentiate
individuals, roles or teams. In order to support the sense making process on these data,
our next steps will include exploring what additional data sources can help us build a
richer model of team’s actions and activities performed by each student according to
their role. As our ultimate goal is to provide feedback to teachers and students, we are
planning to validate an improved version of these visualisations with prospective users.
Currently, we are involving teachers and learners into the design of such visual rep-
resentations using participatory designed techniques [8] tailored to data-intensive
educational scenarios.
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Abstract. This research focuses on determining whether a student’s grit
impacts their behavior within an intelligent tutoring system, towards developing
better student models and feature sets that can help tutors predict student
behavior and determine whether tutors might foster improvements in students’
grit, perseverance and recovery from failure. We use rare Association Rule
Mining to explore how students’ grit may be associated with students’ behavior
within MathSpring, an intelligent tutoring system, as a first step.
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1 Introduction

Studies have shown that grit is more predictive of life’s outcomes compared to the “Big
Five” personality model, a group of broad personality dimensions (e.g., conscien-
tiousness, extraversion, agreeableness, and neuroticism [9]). Unlike IQ, the previous
gold-standard predictor for life outcomes, grit may not be a static quality but one that
can be developed [7]. Grit has become ubiquitous in the lexicon of public schools
across America [10]. Educators look for answers to some lingering questions: “Can
students increase their grittiness?” and “How do students go about doing so?” Gritty
individuals can maintain high determination and motivation for a long time despite
battling with ‘failure and adversity’. Students can increase their grittiness through
classroom activities [10]. Educators are interested in fostering growth in children, and
would be interested in fostering grit in their students.

Our research focuses on how a student’s grit and perseverance might impact
behavioral patterns in a tutoring system, towards understanding how digital tutors
might foster gritty-like behaviors, and in turn, grit assessments. We move research on
grit forward as a tool to refine student models in intelligent tutoring systems, by
answering the following questions:

RQ#1. Can we predict if a student is gritty or not by looking his/her behaviors? Here, grit is a
target to predict, or a consequence.
RQ#2. Does the grit of a student influence student behavior inside a tutor? In which way(s)?
Here grit is a cause or antecedent.
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2 Method

Grit has typically been assessed using Duckworth’s instrument of the Grit Scale [8],
asking students to report on twelve Likert-scale questions. Some examples of questions
are, “I often set a goal but later choose to pursue a different one” and “Setbacks don’t
discourage me.” Our testbed is MathSpring, an intelligent tutoring system (ITS) that
personalizes problems by assessing students’ knowledge as well as effort and affect as
they engage in mathematics practice online [3–5]. Students used MathSpring during
class time over several days, as part of their regular mathematics class, and solved
many math problems, while the system captured detailed event-level and problem-level
information on their performance. These students also filled out a grit scale survey [6]
that produced in an aggregate grit score. Seventh grade students from two school
districts participated. After combining the two datasets, there were 456 rows of Grit
survey responses representing thirty-eight students. Sixty-eight students used Math-
Spring, producing 3,012 rows of data, each representing a student-math problem
interaction. Variables were discretized into Booleans, indicating high/low or true/false.
The negation of each variable was created (e.g., for GUESS, we also created
NoGUESS). Along with Guess, other variables included Hi/Low Grit, is/is not Solved,
Hi/Low Mistakes, Hi/Low Hints, Yes/No Finished, Not/Likely Read (the problem).

Association Rule Mining, a non-parametric method for exploratory data analysis,
was used to find association that occur more frequently than expected from random
sampling. The four critical parameters and minimum thresholds used are the following:
Support 0.05, Confidence 0.84, Lift 1.15, Conviction 1.75. Last, we subjected the most
important rules to a Chi-Square statistical test, those with solely “High Grit” or “Low
Grit” as a consequent or antecedent.

3 Results

The mean Grit Score for the N = 38 students in the sample was M = 3.07, SD = 0.51,
Median = 3, Range = [1, 5]. This means the student grit assessment had some vari-
ability but the distribution is centered on a neutral grit value. A median split was done,
classifying students as low or high grit, so that half of the students were considered
gritty or not. Interestingly, we found that HighGrit students produced much more
activity, 71% of the student-problem interactions in the dataset vs. 29% for the Low-
Grit students. Table 1 shows the number and percent of cases for notable variable in
detail, after the discretization process. Due to a low support threshold of 0.05, thou-
sands of rules were created. Only a selected subset of rules was chosen for interpre-
tation; rules with a single consequent or antecedent, and those which met thresholds
and had highest values for the metrics of confidence, conviction and lift.

A notable finding was that no rules with LowGrit as a consequent appeared at all
according to our criteria specified in the parameter thresholds. This led us to realize
that, due to the much lower number of math problems seen by LowGrit students, the
confidence for any rule with LowGrit = 1 as a consequent would be at chance level at
0.288 (as opposed to 0.5). We realized that the confidence metric is not very reliable in
this case due to the imbalanced dataset. On the other hand, the metric that balances the
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rarity of the premises of a rule and their confidence is the ‘conviction’ parameter. We
thus set conviction as our first priority for selection of rules.

Table 2 shows rules with the highest conviction, confidence and lift. These rules
also are the most complete rules (as generally subsequent rules that met the parameter
thresholds had similar premises, but combined subsets of the propositions). Rule A is
the rule with highest confidence, conviction and lift, and states that if a student made a
high amount of mistakes in a math problem, and asked for many hints as a way to help
them solve the problem, then the student will report a high level of Grit. This joint
condition happened in 19% of the total student-problem interactions examined. The
significance of the effect for each rule was verified with a Chi-Square test by computing
cross-tabulations between the premise being true/false vs. High/Low Grit (p < 0.0001
for rules 1, 2, and 3).

On the other hand, no rules were found that met the thresholds of confidence, lift
and conviction for LowGrit as a consequent. Still, we show the rule that has the best
outcome for those metrics. The implication LowMistakes ^ isSolved ! Low Grit has a
confidence level of 0.45, which is low, however, it is higher than chance as stated
earlier (chance level for any LowGrit row is 0.288). The rule suggests that if a student
solves problems and makes a low number of mistakes, then the student will report NOT
gritty. Table 3 summarizes the found rules with Low/High Grit as a premise. This time,
it was easier to find rules with LowGrit as an antecedent that met the thresholds of
confidence, lift and conviction but not for HiGrit. Rule C is the main rule found for
Low Grit as an antecedent (other similar rules are variations of this same effect),
suggesting that if students have low grit, they will likely ask for few hints in a problem.

Table 1. Name, number of Cases and Percent Cases for all Variables in the final dataset

Variable name N cases % High
(or True)

Counterpart variable N cases % High
(or True)

HiGrit 2146 71.25% LowGrit 866 28.75%
GUESS 368 12.22% NoGUESS 2644 87.78%
DNFINISH 261 8.67% FINISHED 2751 91.33%
NOTREAD 86 2.86% LIKELYREAD 2926 97.14%
isSolved 1655 54.95% NotSolved 1357 45.05%
HiMistakes 1343 44.59% LowMistakes 1669 55.41%
HiHints 822 27.29% LowHints 2190 72.71%

Table 2. Grit as a Consequent: Association Rules with highest Conviction, Confidence, Lift

Rule Confidence Conviction Lift Support

Rule A. HiMistakes ^ HiHints ! HiGrit* 0.89 2.56 1.25 0.19
Rule B. LowMistakes ^ isSolved ! Low Grit* 0.45 1.29 1.56 0.10
*Significant difference at p < 0.0001, v2 (1, N = 3012)
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The rule that contains HiGrit as an antecedent is Rule D. While Rule D does not
meet the lift and conviction thresholds we had set, it does meet the confidence
threshold, and has the highest values of confidence and conviction. This rule captures
the fact that if a student is gritty, then the student will not quick-guess the correct
answer to a problem. Remember that guessing implies that a student entered many
answers incorrectly and did not ask for help/hints, until they manage to solve it. We
consider that students who guess are avoiding help when they should instead be asking
for it, as they are answering incorrectly, as stated in previous research [1, 2]. These
students rush to get the right answer without fully understanding why, and avoid
seeking help.

4 Discussion

This research starts to unpack how grit may be expressed in student behavior inside an
intelligent tutor, and how fostering gritty-like behavior might eventually improve a
students’ grit. In general, the results suggest that there are differences students’
behaviors depending on their assessed level of grit. Apparently, students who are gritty
tend to neither quick-guess answers to problems, nor make lots of mistakes while
avoiding help. At the same time, rules found with grit as a consequent suggest that if a
student is in a situation of conflict, making mistakes but resolving them by asking for
hints (or videos or examples), we can predict that the student will record high grit. This
is a desirable behavior when facing challenge in interactive learning environments, as
specified by research on help seeking and help provision in interactive learning envi-
ronments [2].

It was harder to find Association Rules that associated students with low grit with
behaviors (there are not as many systematic behavior patterns that could be associated
with students of low grit). Still, the few rules found suggest that when students record
low levels of grit, they will seek fewer hints. Conversely, the behavior that a student is
NOT gritty is that he/she makes a low number of mistakes and eventually solves the
problems correctly. While MathSpring provides relatively high student agency, this
does not necessarily mean that low-grit students tend to solve problems correctly
(otherwise solve-on-first would have been part of the rules found). Students who skip
problems or give-up will receive easier problems in an adaptive tutor. Also, students
can select material that is easier, or already mastered, to guarantee higher levels of
success. Further analyses could help discern if this is the case, by analyzing the level of
difficulty of the problems students received. Grit is a construct that will predetermine
students to have different kinds of self-regulatory behaviors while learning in inter-
active learning environments.

Table 3. Grit as an Antecedent: Association Rules with highest Conviction, Confidence, Lift

Rule Confidence Conviction Lift Support

Rule C. Low Grit ! Low Hints* 0.88 2.27 1.21 0.18
Rule D. Hi Grit ! NoGUESS* 0.89 1.16 1.02 0.7
*Significant difference at p < 0.0001, v2 (1, N = 3012)
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Abstract. With the increasing number of students in class, it is very important
to give insights to the lecturer about how students are learning. In this study,
clustering has been applied to the students’ class participation data to group
them based on similar performance and scores. Participants were 102 second-
year undergraduate students at a New Zealand university. The data include
students’ responses to the regular quizzes and at the end of online modules
questions, internal test, and tournament questions. Applying K-Means, four
different groups of students have been identified. The results revealed that
students who were more active and participated more in activities achieved
better scores on their final exam.

Keywords: Students’ participation � Audience participation tool
Clustering

1 Introduction

The importance and effects of active participation in group activities have been
emphasised by scholars [4, 9]. However, maintaining the participation of students in
class is not an easy task. Different technology tools have been used by researchers in
classroom environments to improve participation and engagement of students [12].
These tools could collect engagement data from students, and therefore, it would be
possible to recognise disengaged students [10]. Even though the importance of tool use
in learning has been emphasised [16], it is the students’ choice of whether or not to use
the tool. Learners decide for themselves what tool to use and to what extent to use the
tool. In axiom 2 of Winne [15] it is mentioned that learners are agents and they have the
capability to exercise choice. In this study, we were motivated to understand, when the
lecturer provides a variety of tools for the students, how students engage with different
tools and how it affects the performance of students. We have used the digital footprint
from students whenever they engaged with the tools. There are studies using learning
management systems’ data to identify the students who are at risk of failure [2, 3, 5, 11].
To the best of our knowledge none of these studies uses data from in-class participation
in order to identify at-risk students. Therefore, this study addresses the gap by collecting
data from TechSmith and TopHat tools while students were participating in class
activities. Then we applied K-Means clustering algorithm to cluster students based on
their participation in classes. Based on students’ participation in class, four clusters of
students have been identified. The results proved the theories of participation by
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showing that students who participated more eventually achieved the highest scores. In
the following sections of the paper, an overview is given on the related work in the area,
study design, data collected and how the data were analysed. Finally, the conclusion is
presented.

2 Related Work

Different techniques have been applied to the students’ data to distinguish between
their learning strategies [1]. Clustering technique is used as one of the many techniques
utilised by different researchers to cluster the students based on the learner profile.
Romero et al. [14] used data from students’ activities on the Moodle (assignments,
messages, forums, tutorial and quizzes) and applied a variety of data mining techniques
including clustering, classification, and associate rule mining to identify those students
who are likely to fail or pass. They cluster the students to 3 and classified them into two
groups of those who fail or pass the course. Hung et al. [6] used a time series clustering
approach to find students who are at risk of failure based on the extent they used
learning management systems. Their model found that the best performing model
identifies one successful and one at-risk pattern. Lopez et al. [8] used forum data and
used classification via clustering approach to predict final marks. Their model showed
that student participation in the course was a good predictor of the final marks. Jiang
et al. [7] used clustering technique to cluster students based on the duration of different
tool uses and how it relates to their course outcome. They clustered the students into
four different groups.

3 Study Design

102 second-year undergraduate students from a New Zealand university participated in
this study. The lecturer used a TechSmith platform to upload the recorded video
lectures of the class and quizzes at the end of each online module. In addition, TopHat
has been used by the lecturer in class to increase the participation of students. At the
end of each video module, the lecturer set a quiz. Students needed to attempt the
quizzes if they wanted to get participation marks. The students were also required to
participate in the tournaments which were run through Top Hat at the end of each
session of the class.

4 Methodology

In this study, the aim is to find a pattern in the data without having prior knowledge
about that. Clustering is a famous method for this purpose. In clustering, the goal is to
find the data which can be grouped naturally together. This study clustered the students
based on the amount of participation they had in the activities run in the class and the
number of correct answers to the questions. We mapped students’ participation data
from the quizzes and tournament questions data to their internal tests and final course
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outcome. For the purpose of this study, we used K-Means clustering learning algo-
rithm. K-Means [14] is one of the simplest unsupervised learning algorithms.

5 Data Analysis

After data collection, we started to pre-process and clean the data so that we can do the
analysis. The data about 102 students were sorted for 12 weeks. The final grades of
students have been classified into different categories of, A+, A, A−, B+, B, B−, etc.
Since we had the detailed data for each session of the class, we started to aggregate the
questions for each session of the class so that we identify the attributes, which have the
largest effects on the clustering of the students. For the first round of analysis, we used
the data regarding each question and each session of the class during the 12 weeks of
the course and clustered the students. Even though we had a high accuracy in our
clustering analysis (81.2% accuracy), our model was over fitted. Therefore, for the next
round of analysis, we used just three weeks of data and applied the clustering. In this
section on top of students’ answers to the quizzes, we used tournament data. The
tournament has been run twice in each session. In each round of our analysis, we just
used data from one round of running the tournament. We used students’ data from three
sessions of the course and the tournament data from the first run of the tournament. We
applied the K-Means clustering algorithm (Fig. 1). We used elbow method to identify
the number of clusters for K-Means algorithm. The class of cluster evaluation showed
2.94% incorrectly clustered which was the best result out of all the clustering that we
applied. For the next round, we used data from the second round of running the
tournament and applied the clustering. But the accuracy decreased (incorrectly clus-
tered was 8.82%).

The clustering in Fig. 1 helped us to understand the characteristics of each cluster.
Learners in Cluster 0 participated in very few quizzes. Cluster 0 performed poorly in all
activities. There were a few numbers of learners in this cluster 7/102. The students in
Cluster 0 did not participate in any tournament. They only participated in two sets of
quizzes at the end of two online modules. They also did not participate in the exam.
Students in Cluster 0 were the minimum achievers among the groups. Students in
Cluster 1 did not participate in the first tournament but participated in three online
quizzes and the next two tournament questions. It is interesting that they did not

Fig. 1. Clustering of students based on their answers to the quizzes and the first round of the
tournament
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participate in the beginning but they may have seen the result and amount of fun
involved and then they continuously participated in the tournaments and quizzes at the
end of modules. There were 17/102 learners who belonged to this group. The students
in this cluster could get good scores.

Cluster 2 students had a higher participation rate compared to Cluster 1 students
and a less effective participation rate compared to students in Cluster 3. This cluster
was the second largest cluster of students with 24 students in the group. The partici-
pation rate was similar to Cluster 3, but they had different effective participation. Since
they had different effective participation rate, they got different scores. Students in
Cluster 3 also participated in all the quizzes and tournaments, but the level of effective
participation and the scores they got were different. The students who were in Cluster 3
performed better on the exam and got the highest scores of all, and these students had
the highest participation and scores in the tournament questions and quizzes at the end
of online modules. The majority of students belonged to this cluster (54/102).

The clustering of students could help the lecturer to find the students who were at
risk of dropout. In this way, the teacher could keep an eye on those special students
who may not have been motivated to participate in class activities. Through appropriate
intervention, the lecturer can help the students.

6 Conclusion

We used K-Means clustering algorithm to cluster 102 undergraduate students in a
New Zealand university based on their amount of participation in their class activities.
The data was gathered through two tools; Techsmith and TopHat. Four different
clusters of students have been identified. The results of clustering showed that students
who participated more in the activities got better results at the end of the course. This
study reaffirmed the previous studies that showed participation would be important in
achieving a better course outcome.
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Abstract. Adaptive learning, by definition, adjusts the content and guidance
offered to individual learners. Studies have shown that adaptive systems can be
effective learning tools. This paper introduces an adaptive learning system,
“Yixue,” that was developed and deployed in China. It diagnostically assesses
students’ mastery of fine-grained skills and presents them with instructional
content that fits their characteristics and abilities. The Yixue system has been
used by over 10,000 students in 17 cities in China for learning 12 subjects in
middle school in 2017. The hypothesis is that the Yixue adaptive learning
system will improve student learning outcomes compared to other learning
systems. This paper describes major features of the Yixue system. A learning
analysis of 1,355 students indicates that students learned from using the Yixue
system and the results can generalize across students and skills. We also report a
study that evaluates the efficacy of the Yixue math program in 8th and 9th grade.

Keywords: Adaptive learning � Mastery-based learning
Diagnostic assessment � Efficacy

1 Introduction

Through machine learning algorithms and data analytics techniques, adaptive learning
systems offer learning personalized to students’ characteristics and abilities. The intent
is to determine what a student really knows and to accurately, logically move the
student through a sequential path to prescribed learning outcomes and skill mastery.
Many learning products with adaptive features have been developed, such as Cognitive
Tutors®, i-Ready®, DreamBox® Learning, Achieve3000®, Knewton®, RealizIt®,
ALEKS®. Such systems constantly collect and analyze students’ learning and behavior
data and update learner profiles. As students spend more time in it, the system knows
their ability better and can personalize the course to best fit their talents (Triantallou,
Pomportsis, & Demetriadis 2003; van Seters et al. 2012)

Studies have shown that such systems can be effective learning tools (VanLehn
2011) and can promote student engagement. An analysis of learning data from 6,400
courses, 1,600 of which were adaptive, revealed that the adaptive courses were more
effective in improving student performance than the 4,800 nonadaptive courses
(Bomash & Kish 2015). In general, meta-analyses have found positive impacts from
technology-based interventions for mathematics and other subjects (e.g., Cheung &
Slavin 2013; Steenbergen-Hu & Cooper 2013, 2014). Recent large-scale studies (Pane
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et al. 2014, 2017) also found positive evidence of intelligent tutors and personalized
learning in support of student mathematics performance.

Online education has developed rapidly in China in recent years. According to the
China Internet Network Information Center (2017), by December 2016 the number of
online education users in China had reached 138 million, accounting for 19% of total
Internet users. Yet the development of learning systems, especially systems that adapt
to students’ needs, is still in the early stages in China, and little empirical evidence
exists on their promise in improving learning outcomes.

Yixue Inc. was one of the first organizations to develop an adaptive learning system
in China. With the objective of introducing effective learning systems to China, an
initial version of the Yixue was created and tested in 2016. Yixue Inc. has developed
instructional materials for middle school mathematics, English, physics, Chinese, and
chemistry and is working on expanding content coverage to the whole spectrum of K–
12 education settings. In 2017, Yixue was used by over 10,000 students in 17 cities in
China, representing a broad range of student populations with respect to socioeconomic
status, urbanicity, and performance levels.

2 The Yixue Adaptive Learning System

The Yixue intelligent adaptive learning system is a computer-based learning envi-
ronment that adjust the content and guidance to individual students at both macro- and
micro-levels (VanLehn 2006). It provides many opportunities for practice and feedback
(Martin, Klein, & Sullivan 2007).

As a macro-adaptive strategy supported by psychometric measurement models
and artificial intelligence, the system implements competency-based learning and tracks
students’ mastery of knowledge over time. In competency-based, or mastery-based,
learning (Park & Lee 2003), students advance to a new learning objective only when
they demonstrate proficiency in the current one. In Yixue, students are first given a pre-
assessment that diagnoses which knowledge components they have mastered and
which ones they have not, according to the predefined hierarchical knowledge structure
map. Thus, the system identifies the student’s position in the domain model, and the
student model is updated accordingly. Then students enter a learning-by-doing stage.
The knowledge they demonstrated mastery on during the pre-assessment is skipped
during the instructional phase, while knowledge components they were weak on are
arranged in an optimal order for learning. As students work, the system simultaneously
updates (a) estimates of their competency on each individual knowledge components
using a Bayesian statistical model and (b) estimates of overall student proficiency level
using an item response theory (IRT) model (van der Linden 2016) and delivers indi-
vidualized learning content to each student, such as instructional videos, lecture notes,
worked examples, embedded practice problems, or unit tests.

The micro-adaptive strategy in the Yixue design has to do with provision of just-
in-time feedback to students. After a student submits his/her solution to a problem, the
system provides immediate feedback on the correctness of the answer. Students may
attempt a problem multiple times and request an elaborated explanation of the solution
processes step by step if they encounter difficulty. To increase learning efficiency and
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prevent students from wasting time in over attempting (such as taking a guess-and-
check approach and repeatedly entering incorrect answers), the system stops students
from trying after three failed attempts and displays the explanation. For selected
subjects where misconceptions are common (e.g., physics), if the system detects a
student repeatedly making the same kind of error after a number of practices, it
automatically plays an instructional video addressing the misconception associated
with the error.

Fundamental to the Yixue design is automatic collection of student performance
data and provision of feedback and reports to students and teachers. As students work,
the Yixue system automatically collects their responses to questions. Students are
constantly presented with summary information on the screen. At the end of each
session, the system presents students with a summary report on how they performed
with direct links to problem solutions and instructional videos on each topic.

3 Analysis of Data to Determine Learning Effects

We looked at data from Yixue to see if students demonstrated better performance after
using the system. In Yixue, each item is tagged with a focal skill. Learning was
assessed by comparing students’ performance on the first item they were given with
their later performance on the second, third, and forth items on the same skill. If
students tend to perform better on later opportunities at a skill, this indicates that they
may have learned from the instructional assistance the prior items in the group pro-
vided. To see whether learning occurred and was generalized across students and skills,
we conducted both a student-level analysis and a skill-level analysis. The data came
from student use of Yixue mathematics programs in 2017 across multiple grade levels.

For the student-level analysis, we set the criteria to include students who had
worked on at least 10 skills and had at least four opportunities on each skill. A total of
1,355 students fit the criteria. We calculated average percentage correct on the four
opportunities for all the sets of similar skills that they participated in and then con-
ducted a t test to see if their performance was better at later opportunities. The results
showed that the percentage correct increased significantly from students’ first oppor-
tunity (p = 0.03) to the second opportunity and then continued to increase from the
second to the third and the forth opportunities (p < 0.01).

For the skill-level analysis, we included only skills that had been studied by more
than 20 students, with each student completing four problems addressing the skill.
There were 662 different sets of skills that met the criteria for this analysis. We
conducted t tests and saw the average percentage correct per skill increased signifi-
cantly from each opportunity to the next (p < 0.01).

Overall, results from the student-level and item-level analyses suggested that stu-
dents learned from using Yixue math products, and learning generalized across skills
and students.
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4 A Quasi-Experiment to Examine Efficacy of Yixue System

In Oct 2017, we conducted a study, aiming at comparing efficacy of Yixue with whole
group instruction provided by expert teachers. 78 students from two grade levels
(grades 8 and 9) were sampled from local schools and were assigned to treatment
condition (38) or control condition (40) based on geographic convenience. Students in
the control condition were then split into three groups that received whole group
instruction from three experienced teachers from local schools1. The study lasted for 4
days, during which each student received about 5 h of instruction each day. The
content covered during the instructional sessions included the Pythagorean theorem and
its application, rational numbers, expressions, properties of a triangle, and line sym-
metry. These are representative of content covered in the grade 8 curriculum in local
schools. Students in the treatment group were assigned user accounts in the Yixue
system and worked on topics above individually during the study with no teacher
assistance. In the control group, teachers taught the topics according to learning
standards of the province. Students in the control group were not supported by any
online learning programs. Math pre- and post-test were administered to both group of
students before and after the instructional sessions. Items in the tests were constructed
by an experienced math teacher in a local school (not a part of the research team) and
reviewed by two independent, experienced subject matter experts. Each test composed
of 14 multiple choice, short answer, or constructed responses problems, with a total
score of 100 points. Students were given 60 min to complete the test.

First, we looked to see if students learned during the study by comparing their
scores from the posttest to the pretest. Across all students, pretest scores were highly
correlated with posttest scores (r = 0.67). A paired t test showed that students’ posttest
scores were significantly higher than pretest scores (p < 0.01), suggesting that math
achievement improved significantly. We confirmed the pretest total score was balanced
between the treatment group and control group for grade 8 (g = 0.13) and grade 9
(g = 0.24). We then used generalized linear modeling to analyze student achievement,
with the student posttest scores as the outcome variables, adjusting for pretest score,
and treatment condition as a predictor at the student level. The results showed that
when student prior achievement was controlled, grade 8 Yixue students (M = 69.96,
SD = 22.34) had significantly higher posttest scores than control students (M = 61.40,
SD = 20.99) (b = 10.56, F (1, 32) = 3.35, p = 0.08, R2 = 53.08, g = 0.48).

5 Conclusion

The Yixue adaptive learning system was launched in 2016 and presently has over
100,000 users. In this paper, we introduced features of the system, its implementation
model, and theoretical basis. Promising evidence was found that students learned
during their use of the system, and a small-scale quasi-experiment demonstrated the
efficacy of the system.

1 No students received instructions from their regular math teachers in school.
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The study has limitations; it was quasi experiment with relatively small sample. The
study was conducted during a short time (4 days), focused only on selected math
topics, and no external measure used. Thus, further research is warranted to examine
the efficacy of the Yixue adaptive learning system.

As the technology infrastructure continues to develop in China, there are an
increasing number of learning systems developed and there is broad interest in how to
select and use such systems. With these studies, we have the opportunity to contribute
to much-needed knowledge about adaptive learning in K–12 instruction in China.
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Abstract. This paper presents an ontological model for defining competency
paths in STEM education, designed for the implementation of an adaptive
system integrated in virtual communities. The model is applied for clustering
materials for automatic assessment and the results are discussed.
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1 Introduction

The present work is part of a research whose aim is to enhance competency-based
education. To foster learners’ formative assessment and to support instructors in
extending teaching strategies, a new system is proposed. Development and experi-
mentation are conducted in Technology Enhanced Learning Environments (TELEs),
ideal tool for managing large amount of data. Semantic-capturing methods are con-
sidered for automatically structuring resources by intended in-and-outcomes.

A methodology for preparing materials for automatic assessment is discussed
considering results from ontology-based clustering of resources shared within the
virtual community of a national-wide project for Secondary School.

2 Methodology

To enable automatic organization of any kind of resource, the system provides for
natural language descriptions about intended in-and-outcomes. Models are applied for
clustering a collection of resources produced and shared by instructors. The comparison
between the original grouping and generated clusters are exploited for gathering
insights about the applicability of the models.
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2.1 Models

The new model of Measurable Learning Object is designed and proposed as essential
authoring guide to explicate learning intentions and success criteria the materials are
designed for. This model is linked to an ontological one, designed for extracting
information about competences from free-texts. The Virtual Learning Community
model specifies the context where the system can be implemented as integrated
resource.

Virtual Learning Community
The feasibility of the system relies on the existence of a common framework of
competences expected to be achieved by learners at the end of the learning process,
which instructors agree upon. Such framework can be efficiently explained and
maintained in a Virtual Learning Community (VLC) [1, 2]. It is a “community of
communities”: the community of instructors who collaboratively learn new method-
ologies supported by tutors in the use of advanced tools; the community of the online
courses held by a teacher for his students; the global community of students.

The system is proposed to be experimented in national [3] and transnational [4, 5]
scale, as integration of the Learning Management System hosting the VLC.

Measurable Learning Object
This study focuses on the ‘atomic’ components of the products of Computer Aided-
Assessment [6], referred to as Measurable Learning Materials (MLO): digital resources
containing one (only one) response area dedicated to automated assessment, associated
to the “PRO” triple of descriptors:

• P – Performance (“instructional”, “behavioural” or “learning” objective) is a
specific statement about the observable behaviour required to the learner.

• R – Requisites (“pre-requisites”) states the necessary and sufficient objectives that
the learner is able to fulfil to successfully perform the MLO.

• O – Objectives (or “goals”) specifies what the learner is required to be able to do as
result of the educational activity the MLO was created for.

Ontology
To extract knowledge from the descriptors’ textual description, this research involves
the use of an ontological version of Anderson and Krathwohl taxonomy integrated with
the domain-specific OntoMathPRO ontology (translated in Italian). OntoMathPRO is a
bilingual (Russian/English) ontology of mathematical knowledge, shared with the
Semantic Web community [7]. Anderson and Krathwohl’s classification organizes
types of knowledge and thinking processes into categories [8].

Considering the ontological model, a MLO can be linked to a set of concepts’
couples referring to a matrix: the first dimension of the matrix represents the types of
knowledge while the second dimension represents the cognitive processes involved.
The connection between a MLO and a matrix’s element is established by identifying
cognitive processes and knowledge type from its content or metadata.
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2.2 Experimentation

The models are applied for clustering a collection of MLOs by different features: the
MLO’s surface text and two versions of the MLO’s Performance (P), Requisites
(R) and Objectives (O) authored separately by two experts. On each MLO’s feature –

which consists in an input string representing a descriptor or the surface text – the
clustering process is performed by following 4 main phases.

– Tokenization, stop words removal, stemming, bag-of-words representation. Maple,
the ACE on which Maple TA is based, is used for parsing surface text’s formulae.
To enhance the influence of semantically relevant concepts, this phase is repeated
with tokens’ filtering using the ontology:
• Words that appear in less than 2 input strings are filtered out.
• Words that appear in more than the half of the input strings are filtered out.
• Words recognized as ontological concepts are kept regardless the previous rules.
• After the previous rules, only the first n most frequent words are kept, with

values of n between the average lengths of vectors.
– The ‘transformation model’, initialized from the corpus of bag-of-words vectors, is

used to convert any vector to the tf-idf representation.
– Mini Batch k-Means clustering algorithm [9] is executed on each feature’s simi-

larity matrices, constructed by calculating cosine similarity for each pair of vectors:
each MLO is labelled with one out of k clusters, where k is equal to the number of
“natural” MLOs’ groupings by ‘Disciplinary area’ and by ‘Response area type’.

V_measure homogeneity metric enables to estimate correlations between different
clusterings [10]. Mean and standard deviation of the v_measure values from 10 pro-
cess’s repetitions are calculated. To evaluate whether clusterings correlation depends on
the number of clusters generated, this is performed for different values of k. Clustering
analysis is conducted by using tools from Gensim [11], nltk [12] and scipy [13].

3 Results

196 MLOs, produced with the Automatic Assessment System Maple TA [14] of the
PP&S VLC [15], were selected from problems shared by secondary school teachers.

Figure 1 shows the mean of the v_measure values obtained comparing each of the 6
clusterings generated from the MLOs’ descriptors of each given author (1P, 1R, 1O,
2P, 2R, 2O) to respectively the labelling by disciplinary area (D) and by response area
type (A), in case of k = 8 clusters to be generated, both without and with filtering
considering values of n between 7 and 15 in steps of 2. The standard deviation values
are about two orders of magnitude smaller than the means. Correlation values slightly
increase/decrease with the increase/decrease of k from the number of D (and A)
groupings, confirming the hypothesis of 8 clusters to be expected. Results highlight that
clusterings generated by the descriptors highly reflect both D and A groupings, since
the v_measure mean value is higher than 0.5. These results align with the expectation
that a MLO can be composed in potentially infinite modalities: the descriptors express
concepts of mathematical problems referring to the mathematical model covered by the
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problematic situation. Filtering influences the descriptors accordingly with their
respective average lengths of the generated vectors: it might enable to generate clusters
which express concepts slightly different from those implicit in D or A.

Correlation is less strong in comparison with the clustering generated by the surface
texts: on average, the v_measure mean is less than 0.3. To guarantee the quality of the
clusterings obtained, 1P, 1R, 1O, 2P, 2R and 2O are compared to randomly generated
clusterings: the v_measure mean values are significantly less than 0.1.

Some correlation between descriptors is expected. Figure 2 shows the mean of the
v_measure values between different combinations of 1P, 1R, 1O, 2P, 2R and 2O.
Results suggest significant correlation among Performance and Objectives of the same
author, while Requisites appears to be highly independent.

Only Objectives evidence stable inter-annotation agreement between the authors.
Adopting ontologies as semantic-proxies would enable to capture semantically related
concepts expressed with distinct words which generate differences between authors.
Semantic measures based on ontologies will be the subject of further research towards
the implementation of a system for adaptively providing learning resources. Ontology
development will grow by activating projects at national and European scale.

Fig. 1. Mean values of the v_measure comparing 1P, 1R, 1O, 2P, 2R, 2O to D and A, in case of
k = 8 clusters to be generated and values of n between 7 and 15 in steps of 2.
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Fig. 2. Mean values of the v_measure, for combinations of clustering from authors’ descriptors,
in case of k = 8 clusters to be generated and values of n between 7 and 15 in steps of 2.
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Abstract. Gamification in educational context has been the subject of many
studies in the last few years. There are studies for primary, secondary and higher
education, which evaluate the effect of gamification on learning, motivation,
engagement, concentration and enjoyment. Although vocational training is very
important for training professionals, a few researches study gamification as a
learning method in this type of education. Students in vocational training classes
are most heterogeneous due to the difference in age among the students and their
previous training. This paper focuses on how gamification affects the motivation
and learning in a group of students of vocational training. Our results indicate
that students using gamification as a means of learning improved slightly more
than the rest. Most students enjoyed the gamified experience and they showed a
great interest in continuing using this methodology.

Keywords: Gamification � Kahoot! � Game-based learning
Educational games

1 Introduction

Games have been part of our Society throughout history; typically, they intended to have
fun and entertaining. A game can be a physical or mental activity in which one or more
players compete to achieve goals following some established rules. The aim of gami-
fication is to improve learning in non-ludic environments using game mechanics [1].

This idea can be applied in different areas such as marketing [2], encouraging
healthy habits [3] or education [4]. Researchers suggest that this methodology increases
motivation and engagement of users [5]. If so, it can help to archive a goal beyond
entertaining.

Game-based learning has proved effective for enhancing results of the students
when compared with conventional methods [6–8]. A search in published papers,
reveals plenty of information about gamification applied to secondary and higher
education. In this paper, we focus on the existing gap in gamming applied to vocational
training.

There are two main relevant differences with teachings analysed in previous
studies. On the one hand, the great heterogeneity of the students, both because of the
difference in previous training and in age, and on the other hand, the more practical
approach focused mainly to the employability of the students. In this case, the
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gamification could help to adapt theoretical contents to this diversity of students in a
more informal way.

For this experience, we choose Kahoot! to perform the gamified activity, because it
is a simple tool which allow integrate gamification components such as the manage-
ment of scores, the leader-board and provides an instant feedback to students [9, 10].

2 Methods

Participants. 24 first-year students of ‘Computer Network Systems Administration’ of
vocational training took part on this experience. The sample consisted of 3 women and
21 men, averaging 25 years in age (SD = 5.75). The data analysed in this paper were
collected from an activity in the ‘Fundamentals Hardware’ course.

The experience used Kahoot!, a web application to generate multiple-choice quiz-
zes. “Kahoot! is a free game-based learning platform for teachers of awesome, class-
room superheroes and all learners. Play, learn, have fun and celebrate together!” [11].

To begin with, the teacher generates a questionnaire in www.kahoot.com. Each
question has an assigned response time. In class, the teacher access the web via a
computer connected to a projector and activates the test (Fig. 1 left). The students log
in www.kahoot.it with a code given by the teacher. Once all the students are logged,
the teacher runs the quiz (Fig. 1 right).

A “Kahoot” consists in showing students multiple-choice questions with a projector
and letting them answer using either computers, tablets or smartphones. Students have
a limited time for each question before the App shows the answers (Fig. 2 left) and a
temporal ranking. Points awarded in each question depend on the time consumed by
every student to input an answer. Finally, Kahoot! yields the ranking of the students
(Fig. 2 right).

Procedure. To examine the impact of gamification in the learning process the
students were divided in two groups: control and test. The control group worked on the
same topics as usually, revising material and exercises during a 2-h session. The test
group used kahoot! as a learning medium for the same period of time and topics. All
participants took a previous test (pre-test) and a post-test to compare their respective

Fig. 1. Kahhot! initial screen with logged students (left). A sample question used (right). In
Spanish: a communication system consists at least of: emissary, receptor, message and channel.
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knowledge acquisition for both groups. After the post-test, the control group was
allowed to use Kahoot! as well, since they were willing to do so. Finally, the students
answered a questionnaire compiling their impressions.

3 Results

Table 1 presents the results of pre-test and post-test. The control group started with a
grade average lower than the average of the gamified group. Therefore, the control
group had (at least in theory) more room for improvement; however, the post-test
statistics reveals a meagre progress for this group. In contrast, the gamified group
experienced a marked improvement. Standard deviations of both groups are similar in
the pre-test and in the post-test, although the value in the post-test is lower.

The impressions survey, consisted on five questions to value from one to 7 and an
extra question to express the opinion. Table 2 displays the results of the survey in
percentages, and the average value of the five questions. The majority of students
valued the experience positively, with only a few exceptions. They found Kahoot!

Fig. 2. Screen of a question answer (left). Final ranking of a questionnaire (right).

Table 1. Pre-test and post-test results.

Group Avg pre-test SD pre-test Avg post-test SD post-test

Control 6.54 1.85 6.57 1.41
Gamification 7.55 1.75 8.27 1.49
All students 7 1.84 7.32 1.66

Table 2. Impressions survey results (valued from 0 to 7).

Question 1 2 3 4 5 6 7 Avg

Did you find Kahoot interesting? 5% 5% 0% 0% 10% 40% 40% 5.85
Did you have fun? 0% 0% 10% 0% 10% 40% 40% 6
You have learned something? 5% 0% 0% 10% 25% 40% 20% 5.5
Would you repeat the experience? 5% 0% 0% 11% 21% 16% 47% 5.79
Are you more prepared in the subject? 5% 5% 10% 5% 20% 30% 25% 5.2
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funny and very interesting and they considered that, thanks to it, they had improved,
and felt better prepared. With regard to the open question, the general opinion was that
the experience was entertaining and Kahoot! a funny method to learn. As expected,
several students objected the short time to respond, something very easy to modify.

4 Conclusions

Currently, gamification is not widely used in vocational training. The differences
between the type of students of our research with other previous studies keep us in a
state of uncertainty. Nevertheless, the results of this experience prove that this kind of
students achieved a remarkable improvement in a short time thanks to using gamifi-
cation components.

We can observe that gamification methodology has worked better than conven-
tional methodology in this group of vocational training. We are aware that the time
allowed to the experience was not long enough and that the sample of the experience is
not broad enough either, but the information drawn from the experience is a good
reason to reaffirm our points of view, and to persevere in this line of research. It was
rewarding to see that not only most of the participants felt motivated and comfortable
with this activity, but that they were willing to proceed working on this methodology
throughout the year.

This experience about the impact of gamification on education covers a poorly
evaluated spectrum. Consequently, we plan to continue evaluating the impact during a
full academic year (next year) to obtain data that are more robust and prevent the
novelty effect [12].
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Abstract. Question classification is an important part of several tasks,
especially in educational systems. In this paper, we present a system
that classifies questions asked in an educational context based on the
expected characteristics of answers, with a future goal to facilitate the
analysis of student responses. To this end, we propose an approach that
employs a deep neural network together with features tailored to each
question type (expected answer characteristic), word embeddings and
inter-class dependency features. To demonstrate the effectiveness of the
proposed method, we use a corpus of questions collected from real sci-
ence classrooms and augment it with data from online resources from
the same domain. Our approach achieves a weighted F1-score of 0.678,
outperforming the baseline by 56%.

Keywords: Question classification
Expected characteristics of answer · Educational questions
Question dataset and taxonomy · Neural networks

1 Introduction

The classification of questions with respect to expected answer characteristics
is important in an educational application that does not rely on pre-authored
questions. For instance, the classification can be used to facilitate the analysis of
student responses with respect to the question’s requirements. Given a question,
if the student fails to provide a complete answer, this can imply that the con-
cepts elicited were not entirely understood. As can be seen, identifying the char-
acteristics of the expected answer will help improve assessment and analytics by
facilitating the interpretation, comparison and contrasting of corresponding com-
ponents of student responses. Characterizing the expected answers to questions
can also be effectively leveraged to improve teachers’ question asking strategies
or to help them construct more complex or diverse student assessments.

Previous works in the educational domain analyzed questions based on the
subject [2,3], difficulty level [8], educational objective [1] or expected answer types
c© Springer International Publishing AG, part of Springer Nature 2018
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[5]. In this paper, we present a novel approach to classify questions based on
the expected answers’ characteristics using the dataset from [5]. Our approach
employs deep artificial neural networks, tailored features, word embeddings
(WEs) and inter-class relationships. The longer term aim of this work is to
use the characterizations of expected answers to improve the analysis of student
responses.

2 Related Work

Previous research has proposed various question classification schemes and meth-
ods that rely on the correlation between a question and the expected answer.
However, they were mainly developed for automated question answering (QA)
and question generation systems [4,11]. Question classification has been inte-
grated as a core component in QA systems, where question taxonomies and
approaches were highly influenced by QA shared tasks [6,7,9,11]. In the educa-
tional field, [5] proposed the first taxonomy and approach to classify questions
based on expected answer characteristics, intended to facilitate the analysis of
student responses. In contrast with their method that relies only on WEs, we
propose a higher performing approach which employs features tailored to the
domain and task, inter-class correlations, and domain-independent WEs.

Table 1. Number of instances per class in the web data.

Data Sents Clarif SubjC Sel1 SelN T/F List MultiP ShrtA OtCR Proc Eq Soln Draw CntxtS AnsV Order

Train 1251 89 70 85 109 53 112 57 269 201 22 85 102 94 85 102 59

3 Data Description

The data was introduced by [5] and contains science questions asked by teach-
ers in middle school classrooms. Each sentence in a question was annotated
using 16 categories based on the expected answer types: Clarification, Sub-
jectiveConcept, Select1, SelectN, TrueFalse, List, Multi-Part, VeryShortAnswer,
OtherConstructedResponse, ProcessProcedure, Equation, Drawing, ContextSen-
sitive, AnswersWillVary and Ordered. A sentence can have one or more labels.
Several class pairs are highly correlated, a fact that will be leveraged in this
paper. The authors split the questions into two separate sets – 66% for train and
34% for test. Since several classes have less than 50 examples, we augmented
the training set with 811 science questions from various online resources1. We
annotated the web data and show the distribution per class in Table 1.

1 biology-resources.com, louisianabelieves.com, ets.org, nysedregents.org,
doe.mass.edu, timss.bc.edu, vcaa.vic.edu.au, neptune.k12.nj.us, ed.gov,
tea.texas.gov.

http://www.biology-resources.com
http://www.louisianabelieves.com
http://www.ets.org
http://www.nysedregents.org
http://www.doe.mass.edu
http://www.timss.bc.edu
http://www.vcaa.vic.edu.au
http://www.neptune.k12.nj.us
http://www.nces.ed.gov
http://www.tea.texas.gov
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4 Question Classification Approach

We utilized a supervised approach that employs a deep feedforward artificial
neural network to classify questions based on the expected characteristics of
answers. For experimental purposes, we split the training data into two sets –
66% for training and 34% for validation. We use the validation set to tune the
parameters and identify the best set of features per class. Finally, we train a
classifier on the full training set and use it to classify the held out test instances.

Fig. 1. Feature sets per classifier with WE POS and dimension (d).

We use tailored features, WEs and inter-class correlations. The WE features
are derived from [10]. For a given sentence, these WE features are the sum of
the keyword embeddings normalized to a unit length vector. We experimented
with different WE dimensions and keyword types (based on POS tags). Figure 1
shows the tailored features, word types and dimension.

We leveraged inter-class correlations to boost performance. Specifically, we
used the training data to sort the classes in increasing order of the maximum
information gain of each class given the labels of all the other classes. The
ordered set of class types is: ContextSensitive, Clarification, Drawing, Equation,
Select1, TrueFalse, Multi-Part, SelectN, OtherConstructedResponse, Solution,
VeryShortAnswer, List, AnswersWillVary, SubjectiveConcept, ProcessProcedure
and Ordered. We trained separate binary-label artificial neural networks [12]
for each class, using the gold standard labels of all less dependent classes. At
test time, the classification of a question progressed from the least dependent
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through the most dependent class and each of the prior classes’ predicted labels
were included in the feature set of subsequent classes.

Table 2. Test Set F1-score results per class using All features.

TrainingClarifSubjCSel1 SelNT/F List MultiPShrtAOtCRProc Eq Soln DrawCntSAnsVOrder

Orig 0.273 0.091 0.7780.00 0.867 0.596 0.580 0.62 0.81 0.471 0.667 0.400 0.750 0.55 0.526 0.472

Orig +

Web

0.2960.270 0.705 0.00 0.9680.6170.602 0.66 0.85 0.6290.8000.5000.8890.56 0.5880.574

5 Results

We employ a supervised approach using artificial neural networks to classify
questions based on the expected characteristics of answers. We tuned the param-
eters of the networks for each feature set using the validation data. Finally, we
used 2 hidden layers and 3000 epochs. The number of nodes in a hidden layer
ranges from 3 to 10 and the learning rate has values between 0.01 and 0.1.

In Table 2, we present the F1-score using All our features (tailored features,
WEs and labels of less dependent classes) based on two training datasets, the
first using the training from [5] (labeled Orig), the second including the web
data (labeled Orig + Web). As the table shows, when training on All features,
adding the web training data to the original training set (Orig + Web) results
in better performance on all but one class (Select1). In this setting, the three
best performing classes are TrueFalse, Drawing, and OtherConstructedResponse
with F1-score = 0.968, 0.889, and 0.85, respectively. Disregarding SelectN (with
only a single example in the test set ), the three worst performing classes are
SubjectiveConcept, Clarification, and Solution with an F1-score = 0.270, 0.296,
and 0.500, respectively. All other classes had an F1-score ≥ 0.56. Considering the
results obtained using the two different training sets (Orig versus Orig + Web),
we conclude that the web data played an important role in our task, helping the
classifier learn better patterns across question types.

We provide the overall results of our classification approach when training
on Orig + Web, in terms of the weighted F1-score over all the classes, in Table 3.
The results show that our best feature set All provides a substantial improve-
ment compared to other studied feature versions. Using All features outperforms
the baseline (WE) by 56% relative to the weighted F1-score. Compared to the
tailored features (T ) and their combination with WEs (TWE), our full feature
set achieves a relative increase in the weighted F1-score of 16% and 4%, respec-
tively. The best performance is achieved using all features and training on Orig
+ Web, with a weighted F1-score = 0.678, while training only on Orig using all
features yields a weighted F1-score = 0.633.
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Table 3. Weighted F1-score over all classes

Features WE T TWE All

Weighted F1-score 0.434 0.582 0.653 0.678

6 Conclusions

We proposed a new approach to classify questions based on the expected char-
acteristics of answers that aims to facilitate the analysis of student responses.
We employed fully-connected deep neural networks and assessed the value of
typical WE features, tailored features and inter-class correlations. Our approach
achieves a weighted F1-score of 0.678, outperforming the baseline by 56% in
a relative sense. The experimental results demonstrate the effectiveness of the
system, which has a variety of potential applications.
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Abstract. Learning curves are a crucial tool to accurately measure
learners skills and give meaningful feedback in intelligent tutoring sys-
tems. Here we discuss various ways of building learning curves from
empirical data for the Additive Factor model (AFM) and highlight their
limitations. We focus on the impact of student attrition, a.k.a. attrition
bias. We propose a new way to build learning curves, by combining empir-
ical observations and AFM predictions. We validate this proposition on
simulated data, and test it on real datasets.

Keywords: Learning curves · Attrition bias · Additive factor model

1 Introduction

Artificial Intelligence in education offers increasingly advanced models to help
understand complex learning mechanisms and improve learning environments,
experiences and efficiency. The Additive Factor Model (AFM) [1] is an effec-
tive model of student performance, used in PSLC-Datashop [5]. It character-
izes learners and skills (a.k.a. knowledge components) through dedicated model
parameters. Learning curves are an essential tool to improve learning systems.
By plotting performance versus opportunities to practice, they help us measure
how learning takes place [9], and allow practitioners to understand, compare
and improve a cognitive model [8,10,11]. A steeper curve reflects faster skill
acquisition.

However, over time and increasing number of opportunities, more learners
master the skill and stop practicing it, or simply drop-out. The amount of obser-
vations per number of opportunities drops, so that empirical learning curves
quickly degenerate and providing incorrect visual guidance. This problem is
known as the attrition bias in the literature [10,11], an example of censoring :
it under-estimates the amount of learning, among other issues [4]. This paper
proposes to use the Additive Factor Model to address the student attrition bias.

2 Methods

The Additive Factor Model (AFM) is a cognitive diagnostic model proposed by
Cen [1,3] and implemented in the PSLC Datashop [5]. It models probability of
c© Her Majesty the Queen in Right of Canada 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 109–113, 2018.
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success of student i on item j as a mixed-effect logistic regression:

P (Yij = 1|αi,β,γ) =
1

1 + exp
(
−αi − ∑K

k=1 qjk (βk + γktik)
) (1)

with αi the proficiency of student i, βk the easiness and γk the learning rate
of skill k = 1 . . . K; the Q-matrix Q = [qjk] represents the mapping of items to
skills, and tik is the number of opportunities student i had on skill k.

Performance curves offer a convenient way to show how skills or knowledge
components are acquired as students practice.1 Ideally, if students do learn,
learning curves will increase, which is enforced in AFM by constraining γk ≥ 0.
For an individual student with proficiency α = 0, the learning curve is:

LCk(t) = logit−1 (βk + γkt) =
1

1 + exp (−βk − γkt)
. (2)

The individual learning curve is disconnected from actual observations and
does not account for averaging performance across students. Empirical learn-
ing curves address this: with pitk ∈ [0, 1] the underlying probability of success
for student i at opportunity t, and oitk ∈ {0, 1} the observable binary outcome,
let us denote Sk(t) the subset of students who practiced skill k at opportunity
t. The empirical curve averages success over students who practiced the skill:

LCemp
k (t) =

1
|Sk(t)|

∑
i∈Sk(t)

oitk , while LCafm
k (t) =

1
|Sk(t)|

∑
i∈Sk(t)

p̂itk (3)

is the model curve produced by using AFM model estimates p̂itk (Eq. 1) in
lieu of oitk to smooth the curve.2 LCemp

k (t) and LCafm
k (t) are the red and dashed

blue curves in Fig. 1. Observations are typically censored due to attrition bias:
students move on to practice other skills after several success, so averages in
Eq. 3 are on diminishing student bases as t grows. We illustrate this impact by
comparing with averages over all students, without censoring:

LCall
k (t) =

1
N

N∑
i=1

oitk , and LCref
k (t) =

1
N

N∑
i=1

pitk (4)

LCall
k (t) is typically only available for simulated data when all oitk are available,

and pitk is known. In real situations, some oitk are missing and pitk is unknown.
However, AFM provides3 estimates p̂itk (Eq. 1), so that we can impute the missing
data and compute the completed learning curve:

oitk =
{

oitk if i ∈ Sk(t)
p̂itk otherwise and LCcmp

k (t) =
1
N

N∑
i=1

oitk (5)

1 Error curves show probability of error, Learning curves probability of success.
2 Both curves are shown in the PSLC Datashop platform diagnostics.
3 Using parameters ̂β and γ̂ estimated on observations outcomes oitk only.
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Table 1. Validation on various learning conditions (easy, medium hard skill; fast, slow
and no learning): mean absolute distance (in %) to ideal (not observable) error curve.

γ β:

−1.5 (hard) 0.0 (medium) 0.7 (easy)

LCemp LCafm LCall LCcmp LCemp LCafm LCall LCcmp LCemp LCafm LCall LCcmp

.05 (no) 5.25 3.97 3.32 3.28 12.58 10.28 2.99 2.65 14.61 12.98 4.46 4.12

.30 (slow) 8.82 7.65 3.55 3.09 12.15 9.62 3.04 2.74 13.07 10.06 3.04 2.47

.75 (fast) 6.12 2.99 2.36 2.33 5.36 2.28 0.89 0.90 6.43 1.79 0.75 0.77

3 Experiments

We first use artificial data simulating various conditions to validate our approach.
We simulate hard, medium and easy skills with β ∈ {−1.5, 0, 0.7} and fast, slow
and no learning with γ ∈ {.75, .3, .05}. For each learning condition (β, γ pair), we
sample 100 students by drawing their αi from a Gaussian distribution with zero
mean and unit variance. To reflect attrition, we assume students stop practicing
a skill after four consecutive successes. We then compute four learning curves:
empirical LCemp

k (t), model-smoothed LCafm
k (t), completed using model imputa-

tion LCcmp
k (t) and empirical over all outcomes LCall

k (t) (unobservable, but useful
for comparison). Table 1 measures the quality of each curve by computing the
mean average error to the reference learning curve LCref

k (t), again only available
for simulated data. Our proposed completed learning curve LCcmp is the closest
to the reference curve in seven out of nine cases. In the remaining two cases, it is
not significantly different from LCall, which uses non observed outcomes and is
therefore not available in practice. Visual inspection (not included here for lack
of space) shows the over-estimation bias caused by attrition. With no learning,
the empirical curves actually increase, causing large error w.r.t. reference.

For our experiments on real data, we use the “Geometry Area (1996-97)”
dataset (a.k.a ds76 henceforth) from DataShop [5]. It contains 6778 observations
for 59 students on 139 items from the “area unit” of the Geometry Cognitive
Tutor course (school year 1996–1997). This classic datasets has been used and
studied extensively [1,2,6,7]. From the several cognitive models available, we
selected one generated by LFA [1], “hLFASearchModel1 context-single”, with
19 skills and 5104 observations. This cognitive model shows good predictive
abilities (according to Datashop metrics) and interesting learning curves.

Using the dataset exported from Datashop, we estimated the AFM model
(α̂, β̂, γ̂) for the chosen cognitive model, and used it to obtain the p̂itk needed to
build LCafm and LCcmp. Figure 1 shows the impact of our proposed learning curve
on the diagnostics of four knowledge components from this cognitive model:

parallelogram-area context (No learning) Low but flat error rate; Erratic.
radius-from-area (Still high) High error rate with no apparent learning;
The empirical curves even seem to increase.
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Fig. 1. Error curves for Datashop ds76. Two problematic KC on top, two “Good” ones
below. Gray bars show student attrition as #opportunities increase.

Geometry: (Good) Slow but steady decrease in error; many opportunities.
equ-tri-height-from-base-side: (Good) Quick reduction in error over few
opportunities; Extreme fluctuations in empirical error above 4 opportunities.

Top left: All curves show no learning (AFM estimate γ ≈ 0.00). LCcmp is
similar to LCemp for low opportunities, but better behaved as attrition kicks
in. Top right: LCemp and LCafm show increase due to student attrition, but
the completed learning curves shows slow learning, consistent with an estimated
γ = 0.08 in AFM. Bottom left: Erratic behavior of LCemp after ∼ 20 opportu-
nities is completely smoothed out: LCcmp shows slow but steady learning, again
consistent with an estimated γ ≈ 0.03. Bottom right: As all but a few students
stop practicing, LCemp fluctuates from 100% to 0%. On the other hand, LCcmp

reflects the fact that this skill is learned quickly (γ = 1.38).

4 Summary

Learning curves are an essential tool to analyze cognitive models and improve
learning systems. We described various ways to compute learning curves with
AFM, show and discuss limitations of usual curves (used e.g. in Datashop). We
confirm that student attrition is as a major source of bias and propose a new
way to build learning curves by imputing missing data with AFM estimates.
We validated our approach on simulated data, then showed how it improves
diagnosis and interpretation of learning curves for a real-life cognitive model.
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Abstract. This paper investigates the effect of affect-aware support on
learning tasks that differ in their cognitive demands. We conducted a
study with the iTalk2learn platform where students are undertaking frac-
tions tasks of varying difficulty and assigned in one of two groups; one
group used the iTalk2learn platform that included the affect-aware sup-
port, whereas in the other group the affect-aware support was switched
off and support was provided based on students’ performance only. We
investigated the hypothesis that affect-aware support has a more pro-
nounced effect when the cognitive demands of the tasks are higher. The
results suggest that students that undertook the more challenging tasks
were significantly more in-flow and less confused in the group where
affect-aware support was provided than students who were supported
based on their performance only.

1 Introduction

It is well understood that not only cognitive factors but also students’ affec-
tive states play a major role for learning. In recent years some studies have
been undertaken to shed more light on the relation between learning and
emotion [1,2,4]. However, previous research has missed investigation of how
characteristics of learning tasks (e.g., difficulty level) are linked to students’
affective states. Therefore, the first goal of our study is to investigate whether
and to what extent students differ in their emotional response to different kinds
of tasks. Since we know from [2,6] research and our own research that affect-
aware support has the power to promote or keep students in a ‘positive’ affective
state, the second goal of our study is to investigate what role the affect aware
support plays when students engage with different kinds of tasks.
c© Springer International Publishing AG, part of Springer Nature 2018
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We report results from a user study which investigated the hypothesis that
affect-aware support has a more pronounced effect when the cognitive demands
of the task are higher. In Grawemeyer et al. [3] we describe the development of
affect-aware support and the effect of the support across fraction learning tasks.
In contrast, in this paper we report on the impact of affect-aware support on
tasks that differ in their cognitive demands.

2 The iTalk2Learn Platform

iTalk2learn is a learning platform for children aged 8–12 years old who are learn-
ing fractions.

Fig. 1. Exploratory learning environment.

Figure 1 shows the Fractions Lab interface of the exploratory learning envi-
ronment. The learning task is displayed at the top of the screen. Students are
asked to solve the task by selecting a representation (from the right-hand side
menu) which they manipulate in order to construct an answer to the given task.

3 User Study

To investigate our research questions we conducted a user study in which stu-
dents were aligned to either the affect-aware support condition or the non-affect
aware support.

47 students took part in this study. These participants were all primary school
students, aged between 8 and 10 years old, recruited from two schools in the UK.

Students were randomly allocated in either of the groups. In the affect con-
dition (N = 25) students were given access to the full iTalk2Learn system, which



116 B. Grawemeyer et al.

Fig. 2. Affective states of low/medium cognitive demanding tasks from the affect or
non-affect condition.

uses the student’s affective state and their performance to determine the feed-
back type and its presentation. In the non-affect condition (N = 22) students
were given access to a version of the iTalk2Learn system in which feedback is
based on the student’s performance only. Students engaged with the iTalk2Learn
system for 40 min according to the experimental condition, which included either
the affect-aware or the non-affect-aware support. While students were engaging
with the iTalk2learn platform they were monitored from two researchers using
the Baker-Rodrigo Ocumpaugh Monitoring Protocol [5]. The researchers who
undertook the coding, and who were trained in the BROMP method, recorded
the student affective states using the Human Affect Recording Tool (HART)
Android mobile app.

The tasks provided to students differed in their cognitive demands as follows:

– low/medium cognitive demand: tasks where students are asked to create
one or more fractions and check if they are equivalent in the compare box.
Students can complete these tasks without performing any fraction calcula-
tion.

– high cognitive demand: tasks where students create a particular fraction
as well as an equivalent fraction with particular constraints (e.g. a specific
representation or a different denominator).

4 Results

To investigate our research questions we conducted a multivariate ANOVA using
Pillais trace for the different affective states that occurred within the groups for
the different learning tasks.

Tasks with Low/medium Cognitive Demand. The affective states of stu-
dents while performing low/medium cognitive demanding tasks can be seen in
Fig. 2. It shows that students in the affect and non-affect condition were mainly
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Fig. 3. Affective states of high cognitive demanding task from the affect or non-affect
condition.

in flow (affect mean: 58.91; non-affect mean: 49.91). There was no significant
statistical difference in students’ affective state based on which condition they
were in V = 0.086, F(5, 67) = 1.26, p > .05.

Tasks with High Cognitive Demand. The affective states of students in
high cognitively demanding tasks can be seen in Fig. 3. It shows that in the
affect condition students were mainly in flow (affect mean: 72.12; non-affect
mean: 35.78). While students in the non-affect condition were mainly confused
(affect mean: 9.21; non-affect mean: 39.08;). There was a significant statistical
difference in students’ affective state based on which condition they were assigned
to V = 0.29 F(4, 64) = 6.55, p < .05. Follow-up t-tests between the different
affective states and the conditions, revealed a significant difference in students
being in flow and the affect and non-affect condition (t(55.42) = 3.92, p < .05).
Also, there was a significant difference between the groups and students being
confused (t(45.52) = −4.12. p < .05).

5 Discussion and Conclusion

We developed a system that is able to provide intelligent support that takes into
account students’ affective state. The aim of the affect aware support is to move
students from negative into positive affective states and hence tries to regulate
a students’ affective state by tailoring its feedback [3].

The intelligent affect-aware support (affect condition) was compared against
support that was based on students performance only (non-affect condition).
The results show that in low/medium cognitive demanding tasks no difference
between the affect and non-affect group in students affective state was detected.
However, on high cognitive demanding tasks there was a significant difference
between students who received the affect-aware support and the students who
received the support based on their performance only. Students in the affect
condition were significantly more in flow and less confused than students in
the non-affect condition. This may imply that when the cognitive demands
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of the task are high, students might find it difficult to regulate their affective
states. However, when affect-aware support is provided in high cognitive demand
tasks, students were able to regulate their affective states effectively and might
have been moved from negative into positive affective states via the affect-aware
support.

Acknowledgments. This research was funded by the European Union in the Seventh
Framework Programme (FP7/2007-2013) in the iTalk-2Learn project (318051).
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Abstract. Knowledge decays across breaks in instruction. Learners lack the
metacognition to self-assess their knowledge decay and effectively self-direct
review, as well as lacking interactive exercises appropriate to their individual
knowledge level. Adaptive learning systems offer the potential to mitigate these
issues, by providing open learner models to facilitate learner’s understanding of
their knowledge levels and by presenting personalized practice exercises. The
current study analyzes differences in knowledge decay between learners ran-
domly assigned to an intervention where they could use an adaptive system
during a long gap between courses, compared with a control condition. The
experimental condition used the Personal Assistant for Life-Long Learning
(PAL3), a tablet-based adaptive learning system integrating multiple intelligent
tutoring systems and conventional learning resources. It contained electronics
content relevant to the experiment participants, Navy sailors who graduated
from apprentice electronics courses (A-School) awaiting assignment to their
next training (C-School). The study was conducted over one month, collecting
performance data with a counterbalanced pre-, mid-, and post-test. The control
condition exhibited the expected decay. The PAL3 condition showed a signif-
icant difference from the control, with no significant knowledge decay in their
overall knowledge, despite substantial variance in usage for PAL3 (e.g., most of
overall use in the first week, with fewer participants engaging as time went on).
Interestingly, while overall decay was mitigated in PAL3, this result was pri-
marily through gains in some knowledge offsetting losses in other knowledge.
Overall, these results indicate that adaptive study tools can help prevent
knowledge decay, even with voluntary usage.

Keywords: Mobile learning � ITS � Electrical engineering � Life-long learning

© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 119–133, 2018.
https://doi.org/10.1007/978-3-319-93846-2_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_23&amp;domain=pdf


1 Introduction

Knowledge decay has been consistently reported across long breaks in education and
training. In most cases, these breaks are beyond the control of educational institutions.
The most familiar example is the annual summer break at virtually all levels of
American formal education, which at K–12 levels is reported to result in a loss of
knowledge equivalent to about one month of education, with more decay at higher
grades [5, 6, 22]. Military training has even more varied challenges, which can include
irregular delays between training and using skills, maintaining readiness for reserve
units who may use skills only during sporadic training, and qualitative differences in
job skills based on location and mission (e.g., deployed vs. stateside, on land vs. at sea).
Knowledge decay has also been studied in this context, with reports of decay effect
sizes of d = –0.1 after a day and d = –1.4 after a year [1].

Adaptive learning systems include many features, such as self-paced and always-
available content, designed to overcome the traditional barriers to practice over time
[28, 37]. However, for such systems to be effective in the long-term, learners must
share ownership for maintaining and expanding their knowledge. Except for highly
regimented domains, educational and employment institutions are unlikely to have
sufficient oversight to anticipate the knowledge that every learner needs—particularly
because these needs depend not just on the institution but also on the long-term goals
that the learner is pursuing. Consequently, learners need autonomy, motivational
enhancements, and tools to pursue life-long learning [15]. Self-regulating learning can
be challenging [10], so autonomy in learning must be scaffolded and practiced. Also,
learners can seldom accurately assess their own knowledge levels [19, 21]. Most
challenging of all, self-regulated learning (particularly via digital interface) presents the
“competing with the Internet” problem; every hour spent learning is one that a learner
might have spent on streaming videos, playing video games, or other activities.

To address this challenge, a mobile adaptive learning system called the Personal
Assistant for Life-Long Learning (PAL3) was designed specifically to support learning
and prevent knowledge decay through voluntary use during unsupervised breaks [35].
The current implementation limits its pedagogical scope to electronics knowledge for a
specific Navy career field (the Fire Controlman rate) that experiences a long delay (often
six to twelve months) between training on electronics fundamentals and training on
specific systems. To encourage voluntary use, PAL3 incorporates features to increase
engagement, including an embodied pedagogical agent and game-like mechanisms
(e.g., open learner models, teams, leaderboards, effort-based point rewards, unlocking
customizations).

In this paper, we report the results of a quasi-randomized controlled trial that
evaluates in-vivo deployment and voluntary use of PAL3 over an extended period (one
month). The primary research question was whether voluntary engagement with this
PAL3 learning environment is sufficient to mitigate knowledge decay, or at least reduce
it compared with a control condition without PAL3. Related to this primary research
question are questions about the variability of usage levels of the system (e.g., how
often the learners used it, when they discontinued use) and which skills the system
supported best. This paper begins with a review of background research, discussing
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voluntary engagement in learning systems, and design features of the PAL3 system.
Next, we discuss the study design and participant sample. Finally, we present the study
results and implications for future work on mitigating knowledge decay.

2 Background

2.1 Voluntary Learning

Studies have looked at the effects of motivational and game-like features in intelligent
tutoring systems on both learning and the amount of use by learners [14, 24, 25, 32].
Games provide a useful structure to reinforce existing knowledge or teach superficial
information (e.g., memorization and simple skills), but the use of game-like tasks to
facilitate deeper learning and train complex skills is less established [8, 9]. Both
research-based systems and commercial applications may have insights into this
problem. Systems used in courses or professional development are confronted with a
broader range of learners although they may be only externally motivated to use the
system. Conversely, most mobile and online learning systems are only used by self-
motivated learners who may be more likely to “shop around” and try multiple plat-
forms, leading to a different adoption case.

Interactive Strategy Training for Active Reading and Thinking (iSTART) repre-
sents an example of a course-aligned system. iSTART was developed to teach reading
strategies that improve comprehension of difficult texts [20, 23]. A subsequent effort
designed to encourage self-regulated use, called iSTART-ME (for Motivationally
Enhanced), overlaid engagement strategies focusing on feedback, incentives, and task
difficulty [12]. For example, the system included points that allowed users to advance
through levels and purchase rewards and customizable avatars. These additions tended
to improve engagement and enjoyment but showed lower learning efficiency, with
similar learning gains to the standard iSTART over a longer period of use [13]. This
suggests the presence of trade-offs between efficiency and increased motivation.

Duolingo represents a successful mobile application that learners voluntarily
download and use, part of a larger growth in educational applications on mobile
platforms covering a wide range of topics, from teaching children to count to drilling
world geography. Duolingo, the most popular learning application on both iOS and
Android platforms, currently has upwards of 200 million active users learning new
languages [29], demonstrating the willingness of a sizable portion of the population to
dedicate personal time to learning on a mobile interface. However, these examples
primarily represent shallow knowledge, approachable with simple stimulus–response
pairings. Learner’s voluntary engagement for more complex content is unknown.

2.2 PAL3 Design

The Personal Assistant for Life-Long Learning (PAL3) system attempts to reduce
knowledge decay by implementing motivational features when studying is not
mandatory. An overview of the core design principles and features of an earlier pro-
totype of PAL3 has been presented in Swartout et al. [35], so this section will only
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review the features that are most salient to this evaluation study. The core concept of
PAL3 is that a learner can use it throughout their career, including across transitions
where their learning is not supervised and may compete with both full-time work and
leisure time. The first principle is availability: a mobile system that learners can use in
many locations, and a persistent online learning record to facilitate use across time and
devices. These are intuitive choices for a life-long learning technology, with persistent
mobile learning reported as early as 2000 [32] and persistent virtual learning com-
panions proposed during a similar period [4]. However, despite over a decade using
mobile technology and intelligent assistants to support self-directed informal learning,
there remain unanswered questions about how to engage a broad cross-section of
learners, rather than the self-selected learners commonly studied in MOOC’s and
mobile apps.

To address this issue, PAL3 anchors content in terms of real-life goals, using a
nested approach which assumes that learners make decisions at different time horizons
that align to different time scales of cognition [26]. The premise of PAL3’s design is
that learners revise their longer-term goals on the order of months (called Milestones,
such as career advances), that they shift their learning goals on the order of days or
weeks (called Topics), and that they shift between specific learning resources on the
order of minutes (called Resources). Milestones and Topics are represented internally
as a directed prerequisite graph, with Topic mastery framed as preparing for a real-life
goal outside of the system (e.g., a promotion, passing a high-stakes test). The final
Topic before a Milestone will typically be a Capstone topic, which requires integrating
skills from all Topics leading up to the milestone. Topics are presented to the learner in
a User Roadmap (see Fig. 1), where a tree of Topics leads up to a career Milestone.

Fig. 1. PAL3 User Roadmap, which presents an open learner model on topics needed for a
career Milestone
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Topics contain a collection of resources and a set of knowledge components
(KCs) [17] that the topic aggregates to present the mastery level of that topic (currently
an average of KCs). Each resource is associated with a set of knowledge components
(KCs) [17] and a learner model estimates understanding of the KCs based on learner
performance, where each KC represents a skill or knowledge that is practiced. Each KC
is estimated individually, as described in prior work [35]. Because KCs might be
tracked by multiple topics, improvement on one topic can also improve another. One
unique feature of KC modeling in PAL3 is that forgetting is explicitly modeled, using a
variation of Averell and Heathcote’s [2] forgetting toward an asymptote of stable
knowledge. As discussed later, our model attempts to estimate both the asymptote and
the current mastery simultaneously, where each observation is weighted based on the
expected amount of forgetting (i.e., three high scores, each a month apart, raise the
asymptote greatly, but three high scores a minute apart will raise current mastery with
little change to the asymptote).

Resources in PAL3 include both active material that informs the learner model, and
passive content, such as external links and embedded videos. One goal for PAL3 was
to blend custom intelligent tutoring system (ITS) content with existing web-based
resources (e.g., links to online tutorials and how-to videos) to decrease cost and
increase coverage over a custom ITS-only approach. Two ITS types were integrated as
active resources: AutoTutor dialogs [7], and Dragoon model-building exercises [36].
AutoTutor simulates the dialogue moves of human tutors as well as ideal pedagogical
strategies. Dragoon tutors by staged progressions through deconstructed systems-
dynamics models. Formative studies on PAL3 resources indicated that Dragoon
activities were appreciated by some users, but universally considered to be challenging.
This feedback was incorporated into the design of the PAL3 recommender system,
which attempts to present increasingly challenging learning activities in a topic as
learners increase their mastery.

2.3 PAL3 Mechanisms for Motivation and Engagement

A primary mechanism to foster engagement and motivation is a pervasive open learner
model and feedback loop for presenting and rewarding mastery [30]. In principle, the
open learner model helps learners monitor their knowledge and provide a sense of
progress, which is known to facilitate learning [3]. The User Roadmap is the central
open learner model for the system (see Fig. 1). However, topic mastery levels are
referenced throughout the system, such as when learners complete resources (shown as
“mastery points”), on resource menus, on leaderboards and social activity feeds, and by
the Pal character who will celebrate reaching new levels of mastery. Mastery level also
determines what topics are recommended on the PAL3 home screen. Based on for-
mative studies with small groups of learners, mastery level was broken down into
“tiers” so that learners could feel greater accomplishment while working on a single
topic and to facilitate spaced practice (i.e., after learners reach a certain mastery level,
topics would not be recommended until other topics have been practiced).

Social mechanisms such as leaderboards, teams, an activity feed, and the Pal ani-
mated pedagogical agent were also implemented in PAL3 to increase motivation.
Social ties are a key element for long-term learning habits and are evident in
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professional communities of practice, online gaming communities, and some cohorts of
massive online courses [16, 31]. Leaderboards present rankings based on mastery
levels, with a distinct leaderboard for each Topic. The leaderboard only shows the top
tier of students and the rank of the current student. While leaderboards are not nec-
essarily appropriate for all groups, formative studies indicated that social competition
was a popular feature. Learners are also grouped into teams. Team membership sup-
ports team leaderboards and also affects the notifications in the activity feed. The
activity feed shows a digest of notable events by the learner, his team, and members of
competing teams. Based on feedback from formative studies, the Pal animated agent
acts as a supporter and motivator for the student, with dialog and animations coordi-
nated by the Virtual Human toolkit [34]. Pal’s personality was designed to engage
learners and to keep the student using PAL3 longer and more often through a com-
bination of humor, useful knowledge, and support when using the system.

Finally, effort-based gamification was implemented in PAL3, with experience
points aligned to completion of resources and achievements. Point systems aligned to
certain types of effort have been reported to have positive effects on persistence in
learning [11, 27]. These rewards increase the user’s level and enable them to unlock
customizations for the Pal character, which a subset of learners in formative studies
found motivating. While an in-depth analysis of the value of each feature to engage-
ment is beyond the scope of this study, the design strategy for engagement was to
implement multiple qualitatively different mechanisms as learners might be motivated
by different aspects of the PAL3 system.

3 Method

3.1 Participant Sample

This study was conducted at Naval Station Great Lakes, the Navy’s only boot camp
and where Navy enlisted sailors train on skills specific to their rates (specialties). This
research focused on the Fire Controlman (FC) rate, which is responsible for operating
and maintaining weapons systems on board a ship. The FC rate completes approxi-
mately nine weeks of Apprentice Technical Training (ATT), which covers circuit
fundamentals, and then follows with approximately 20 weeks of more advanced
electronics training in “class A-School” training (see Fig. 2). Sailors then await their
assignment to “C-School”, where they train to operate and maintain a specific weapon
system. The FC rate is notable for skill decay for two reasons. First, it is a technically
challenging rate which requires learning electronics content analogous to multiple
college electrical engineering courses (e.g., linear circuits, semiconductors). Second,
due to high demand for FCs and limited training berths for their specialized systems,
this rate has experienced notable delays awaiting assignment between A-School and C-
School (often more than six months). During this interim, sailors have duties equivalent
to a full-time job, but are not under the command of the training center and in general
cannot be ordered to review their knowledge to prevent decay. A small set of additional
sailors (N = 3) were included from the Electronics Technician (ET) rate, which
receives similar training until branching off to learn different systems.
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A total of 107 sailors participated in the study; this includes 70 in the PAL3
intervention condition and 37 sailors in the control condition. Recruitment of sailors
was conducted by arranging a series of three briefing sessions where sailors were
briefed on the project goals using a slide deck presentation. Two of the briefing
sessions offered the ability to participate in the PAL3 condition, while the last con-
stituted the control condition. Participation was voluntary, and two sailors in each
condition declined to participate. The in-person study activities excused sailors from
their normal duties, which likely helped with attendance for enrollment and test ses-
sions. There were 17 sailors who received the briefing but were unable to participate
due to scheduling conflicts (e.g., scheduled to start C-school during the study period,
scheduled personal leave during the study). The majority of subjects who missed test
sessions were reported to have similar conflicts that geographically removed them from
the study pool. The average age of participants was 22.0 years old (SD = 2.9) with a
positive skew (ranged from 19 to 30). The sample was approximately 84% male. The
average amount of time that sailors were awaiting assignment before enrolling in the
study was 3.4 months, with a standard deviation of 1.7 months.

3.2 Experiment Design

The study design was a quasi-randomized controlled trial, based on sailors’ availability
to participate in a briefing session at a given time. Participants were not informed about
which condition they would be able to enroll into in advance and were not able to
switch briefings after attending a session. While we did not have the ability to randomly
assign groups, the constraints that determined participant assignment to experimental or
control conditions were administrative and practical with no reason to expect the
resulting groups would have had different ability levels. The study design was
unbalanced, with 70 sailors in the PAL3 condition and 37 in the control condition. The
rationale for an unbalanced sample was that we wanted to explore variations in the use
of the PAL3 system, and that a larger sample would offer more insight into mitigating
decay. This sample size was intended to test the primary hypothesis, namely: “can
using PAL3 as an adaptive learning system successfully mitigate knowledge decay,
even if the level of use is voluntary?” This hypothesis can be subdivided conceptually.

Fig. 2. Navy FC rate schoolhouse progression (top) and PAL3 study schedule (bottom)
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Is there a PAL3 condition trend, which could be positive or show no change? Does the
PAL3 condition perform significantly better than the control condition (i.e., the Control
condition does decay, but PAL3 helps mitigate this)? Following these tests, exploratory
analyses are reported that help interpret the mechanisms behind decay and its miti-
gation in this study.

Figure 2 shows the high-level study structure (bottom), which consists of an initial
orientation and pre-test, a mid-test exactly two weeks later, and a final test four weeks
after enrolling in the study. In both conditions, the enrollment session included the
initial briefing, review of assent forms, a brief pre-survey on learning attitudes, and a
pre-test. All tests were proctored in pen-and-paper, individually and silently. For the
control condition, sailors received a briefing following the pre-test that reminded them
to study as they normally would, as well as a reminder about the upcoming tests. For
the PAL3 condition, before being dismissed, sailors were set up with the system,
assigned teams, and given approximately 20–30 min to familiarize themselves with the
system and to help troubleshoot any problems. The mid-test session was much shorter,
consisting only of a test and (for the PAL3 condition) an offer to troubleshoot any
problems, while welcoming any informal verbal feedback (which was limited). During
the final test session, learners completed a post-test and a post-survey, as well as a final
opportunity to provide verbal feedback and to troubleshoot problems.

For each briefing group, three equivalent tests (A, B, and C) were administered with
partial counterbalancing as indicated in Fig. 2. A third of each group began with a
different test number and took the subsequent tests. The test was comprehensive with
respect to PAL3, in that at least one skill from each topic in PAL3 was covered. The
content registered in PAL3 was tailored to a subset of fundamental topics that Navy
instructors reported were challenging for learners during their ATT training. These
topics were: Resistor-Inductor-Capacitor (RLC) Circuits and Filters, Diode Action,
Zener Diodes (as voltage regulators), Rectifiers, Voltage Regulators, and Transistors.
Each test was 18 items, with two items on each of 9 different knowledge components:
Diodes, Full Wave Rectifiers, Half-Wave Rectifiers, Inductors, Kirchhoff’s Current
Laws, Ohm’s Law: Voltage, RC Filters, Transistors, and Zener Diodes. Analysis of test
results showed no significant differences in difficulty between the test versions.

After the initial timed exam session was complete, the PAL3 condition was
introduced to the Surface 3 tablets. Participants in the PAL3 condition were also
instructed to self-select into teams based on the tables at which they sat. The choice of
Surface 3 platforms in this study was to align with a hardware platform being con-
sidered for a Navy initiative called e-Sailor, which was evaluating the feasibility of
issuing sailors tablets that they carry for their entire career [18]. We informed the
participants that, while the tablets were officially the property of the U.S. military and
their primary use was for studying, the participants would be free to use them in any
way compliant with military conduct standards. Further, we reserved the right to re-
issue the tablets to new sailors in the event that they chose to discontinue the study.
This caveat was necessary to cover the case where PAL3 use was so low that a
supplemental cohort might need to be recruited to study usage patterns. Sailors were
likewise informed that at the discretion of the Navy, that sailors might be able to
continue studying on the tablets after the conclusion of the study (which ultimately
occurred for interested sailors). These statements could have constituted an exogenous
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incentive to use the system, though overall interest in the tablets as devices was
relatively low. The FC rate tended to include sailors who are tech savvy (e.g., many had
multiple devices and computers already), and the most common negative feedback was
that they would prefer to have PAL3 on their own device(s). This may also be affected
by the fact that Surface 3 tablets were low-cost machines (about $300), which limited
their performance on many tasks beyond web-based or streaming content.

This study relies on data from three sources: the pen-and-paper multiple-choice
tests, PAL3 database learning records, and a limited set of Navy background student
record data. Database session and resource times needed to be adjusted to accurately
quantify effort. As part of PAL3’s design, each resource was assigned a minimum
expected duration that is used to help the Pal character react effectively to users’ time
on a resource (e.g., “Wow, back so fast? Did you even read it?”). The duration for a
learner’s time in each resource was capped at that maximum duration, to truncate
outliers into a reasonable range.

4 Results and Discussion

During the study, PAL3 captured a large amount of data, but this analysis focuses on
knowledge decay as its primary outcome of interest. Since sailors had already com-
pleted their electronics coursework an average of three months previously, decay had
already occurred. Despite not knowing the initial knowledge of the sailors, a statisti-
cally significant correlation was identified between sailors’ pretest scores and the
number of days since they graduated (r = 0.20, df = 77, t = 1.75, p = 0.042). To
explore if the PAL3 intervention mitigates further decay, we compare test results for
the control versus experimental groups to determine initial overall effectiveness of the
PAL3 system. Additional analyses were conducted as well. We examined which topics
benefited most from the intervention, as evident from the frequency of use and change
in test outcomes. We analyzed voluntary usage patterns regarding when learners used
the system and how much. We analyzed a model of the impact of learner effort in PAL3
on test outcomes.

4.1 Simple Main Effect

A mixed model that compares the PAL3 and control condition shows significant
improvements for the treatment condition, treating the test session number (Assessment
Progression) as a numerical variable (the subject ID and test types were included as
random effects. Table 1 shows the significant effect of access to PAL3 on increasing
performance (p = .040, one-tailed t-test). It also shows a reduction in performance loss
due to forgetting (p = .007, one-tailed t-test). The progression of test scores for each
condition and the model are shown in Fig. 3. Due to the structure of the analysis,
participants with partial data could still be included. This model included 94 partici-
pants who completed the pre-test and either the mid-test only (N = 20), post-test only
(N = 12), or both tests (N = 62). There were no statistically significant differences
noted in attrition or test participation between the conditions. Students in the control
condition effectively lost one piece of knowledge per month out of nine (roughly in line
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with established literature [1]). On the converse, the performance of those with access
to PAL3 on the final assessment did not significantly differ from the pre-test.

4.2 Effect by Topic Use

We were interested in which knowledge was particularly affected by the PAL3 inter-
vention. We conducted a mixed model that estimated test scores based on performance
on items associated with specific knowledge components (KCs). Of the KCs, RC Input
Filters showed a significant difference between conditions based on the test session
number (t = 2.334; p = 0.02). While we only found significant correlation on this
topic, that may have been due to the non-uniform user engagement across topics: this
particular KC was prominent in the RLC Circuits and Filters topic, which was among
the first two Topics recommended by PAL3 to learners (the other being Diode Action).
The majority of resources completed were split between these topics, with 682
resources attempted in Diode Action and 319 resources in RLC Circuits and Filters.

Table 1. Pre-test versus post-test (simple). General linear mixed model in the form: Test
Score*Assessment Progression + Assessment Progression: Condition + (1|Name) + (1|Test)

Dependent variable: Response (total posttest score)

Assessment progression –0.031 (–0.056, –0.006), t = –2.461, p = 0.014**
Assessment progression x condition 0.025 (–0.003, 0.053), t = 1.753, p = 0.080*
Constant 0.451 (0.423, 0.478), t = 31.773, p = 0.000***
Fixed factor R2 0.022
Random factor R2 0.244
Participant RE SD 0.064
Test form RE SD 0.011

Note: All tests two-tailed. *p < 0.1; **p < 0.05; ***p < 0.01.

Fig. 3. Test scores for each condition and for the model in Table 1.
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By comparison, the next most frequent topic was Half and Full-Wave Rectifiers (86
resource visits). RC Input Filters was also knowledge that re-occurred in resources for
later topics (e.g., Regulators and Smoothing). This suggests that learners mostly
accepted the system recommendations (i.e., earlier topics).

4.3 Patterns in Usage Over Time

As expected, the PAL3 system demonstrated significant effectiveness for those who
engaged with it regularly, but the voluntary nature of our study (and many comparable
settings) requires consideration of those who chose not to engage. We found that
among our initial population of 70 learners in the treatment condition, many dropped
off after the initial introduction and registration. Total usage in terms of number of
resources completed each day appears in Fig. 4, showing the steady decline. There was
a small spike close to each test, but otherwise a pronounced decline following the first
week until usage in the final week was minimal. Three metrics for effort were con-
sidered as predictors for the final test score for the study: adjusted resource time
(r = 0.39), the total resource time (r = 0.24), and total number of resources completed
(r = 0.22). While all were reasonable predictors, adjusted resource time was notably
stronger and was selected for an additional mixed model which considered the test
session scores as a function of the adjusted resource time. This model was structured
similarly to the simple model, except using the adjusted resource time as the predictor
rather than Condition. This model was statistically significant (p < 0.01) and offered a
better model fit than the simple condition-based model earlier (Fixed R2 = 0.05 in this
model vs. R2 = 0.02 for the simple main effect in Table 1).

Fig. 4. Number of resources completed on each study day
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5 Conclusions

The main finding from this study was that the PAL3 system showed gains over the
control condition and also mitigated knowledge decay over the course of a month,
despite the majority of practice occurring in the first two weeks. This effect on
knowledge was best predicted by the adjusted resource time spent studying in the
system, which suggests that these gains were the result of the system’s effectiveness
rather than due to greater motivation during test-taking or other possible explanations.
The main finding is particularly encouraging given the larger context in which the
evaluation was conducted. PAL3 presented the subject population with challenging
review material at a point in their career when they were on break from studying and
would not be required to use or practice these skills until months later. As such,
motivation to learn this particular content at that time was quite low. Despite this, the
sailors as a group remained sufficiently engaged to mitigate their knowledge decay.

It is important to acknowledge that the sailors’ use of the system was fairly low.
The average usage was on the order of 1–3 h across four weeks, depending on the
metric of usage (e.g., less than 5 min/day, even with 20 min up-front during the
orientation). Even though there were many motivational features in PAL3, there is
substantial room to improve usage levels. Ongoing research looking at such motiva-
tional features. That said, even among sailors with low levels of use, verbal feedback
indicated that they would find a system like PAL3 useful and engaging if it covered
different content. In particular, some sailors were interested in PAL3 for preparing for
their advancement test that influences promotions. This indicates the importance
building life-long learning systems that demonstrate how they contribute to learners’
authentic goals. While PAL3 is approaching this challenge, the version used in the
current study only contained a subset of content aligned to one milestone, rather than a
broader space that would help learners choose their own long-term goals.

Based on the results of this study, we also project the amount of time a learner
needed to practice in the PAL3 system to offset their knowledge decay. Given the
decay rate demonstrated by our control condition and varying times spent by learners in
the PAL3 condition, the results of this study allow us to estimate that approximately
43 min of resource time in PAL3 was the “break-even” point where learning offset the
effects of forgetting on the nine KCs tested. However, as noted, these effects were not
entirely complementary: on average, learners improved on one KC (Input Filter
Behavior) but in aggregate continued declining on most other knowledge. Additionally,
while it might be interpreted that no more than two minutes of studying per day offset
knowledge decay in this context, two factors make this relationship more complicated.
First, this learner population already had a long break between learning electronics and
the pre-test. That is, the steepest part of their forgetting curve was likely in the past.
Second, their total knowledge learned was more extensive than only nine KCs. As
such, we speculate that their total decline in knowledge should be greater if measured
through a comprehensive test with a larger number of topics. This reinforces the
position that mitigating knowledge decay requires a well-defined knowledge space,
along with an estimate of losses already incurred relative to an eventual point of
stability (i.e., knowledge decay asymptote [4]). By representing forgetting and defining
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knowledge priorities explicitly, learning technologies can help build knowledge that is
ready and relevant to the future.

Finally, this initial step forward for PAL3 opens up a large number of challenging
research problems. Critical research questions include how to motivate additional
voluntary learning and what mechanisms or life-events can be leveraged to motivate
learners? It would be particularly valuable to begin an ontology of teachable moments
and impasses across the life span. For example, initiatives on women’s health have
found that pregnancy creates a desire to learn to the extent that illiterate expectant
mothers may work to develop their reading skills, so they can find out what to expect
[22, 25]. While gamification can likely be useful to encourage learning, the core
mechanism that must drive life-long learning is life: authentically anchoring learning
toward real goals. Social mechanisms are also a critical area that require further study.
The current study does not allow us to disentangle the role of different motivations
(e.g., mastery, social, gamification rewards), but social ties are presumably influential
for building habits and communities (including for learning). This raises the question of
how a life-long learning system might contribute to a culture of learning. These
problems are not likely to be resolved in the immediate future but conducting studies
under challenging conditions such as unsupervised breaks in instruction offer valuable
testbeds to build effective learning technology. To pursue these gals, research on PAL3
is currently developing a smartphone version of the system to enable broader use and
also to investigate advantages and disadvantages for this technology on other learning
populations (e.g., K–12, University, community centers).
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Abstract. Our research uses game creation and play to explore methods for
computational thinking assessment and practice in mathematics classrooms. We
present the first iteration of this research that aims to evaluate the feasibility of
using game creation with high school students. Students designed math-related
games, modified the game to incorporate technology, then visually depicted the
technological behavior in a finite state machine diagram (FSMD). We found that
students were able to create math-related games, meet the constraints given for
game creation, and design logical FSMDs. These findings preliminarily suggest
that game creation can be used as a method for students to practice CT.

Keywords: Computational thinking � Collaborative learning � STEM

1 Introduction

Computational thinking (CT) has been used as a term to define algorithmic thinking
within computer science contexts, but this type of thinking can map onto problem
solving within almost any STEM domain [5]. Students in STEM classrooms are
expected to engage in CT skills such as decomposing problems, testing solutions, and
critically evaluating decision-making processes just as a computer scientist would when
developing software. Given the necessity of analytical skills for success in STEM fields
[2] but focus on CT at the undergraduate level in computer science education [1],
attention should be directed to the development, practice, and scientific study of CT in
K-12 education prior to post-secondary studies.

We aim to develop students’ CT for advancement in STEM-related disciplines
through game creation and game play in the classroom. We present the first iteration of
this research that analyzes the game design processes and products of students as they
create math games. To expand on literature exploring the development and assessment
of CT, we intend to use the game representations as measures of CT that do not require
programming. We designed this study to answer the following questions. RQ1: What
type of multiplayer games did students create? RQ2: How successful were students in
meeting the given criteria for games? RQ3: How feasible was it for students to modify
their games to incorporate and represent technology and how can we interpret the
complexity of this process as evidence of CT?
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2 Methods

This study was conducted in the spring of 2017 at a public high school over three days.
In teams of three, 54 students received a different task each day: design a math game
that incorporates movement, play an established game that utilizes wearable tech-
nologies [4] as an example, and modify the designed game to incorporate technology.
Additionally, students were given a brief lecture on finite state machine diagrams
(FSMDs). On the final day, students were tasked with representing the behavior of
technology in their game within a FSMD. For homework each day, teams were asked
to summarize their games in a “Day Summary” with any supplemental pictures.

Students were instructed to design multiplayer games that fit within constraints. The
games must be designed for at least six players, focus on math content designed for
4th–6th grade students, and incorporate movement or action among players. On the last
day, students were also asked to modify their games to incorporate technology and
represent the behavior of that technology within a FSMD.

We collected Day Summaries from teams on both days of game creation (Day 1/2:
N = 18; Day 3: N = 16). The summaries for 16 games and any included pictures and
diagrams are the measures for analysis. We developed a coding guide to assess student-
created games with a training protocol and 92 possible items to code using each Day
Summary. Two researchers each coded the 34 Day Summaries, maintaining an average
of 79% chance agreement across 5 randomly chosen summaries.

3 Results

Table 1 describes the variety in games that students created through general game
elements, team characteristics, and the competitive nature of games. These results show
that students can create a variety of games that vary in structure and novelty.

Table 1. General game and team characteristics of student multiplayer games.
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Next, we assessed the incorporation of mathematics (Table 2). Student games
spanned across 7 content areas that are appropriate for 4th–6th grade students. To
assess how well students incorporated mathematics as content, games were also coded
in regard to mathematical importance and utilization.

Then, we assessed the incorporation of motion (Table 3). Physicality describes the
amount of movement required by players. Most games required occasional movement
but most of that movement did not require cardiac intensive activities, as defined by
sweat factor. Math motion relationship is defined as how closely the movement in the
game represents the math concepts. Teams were able to incorporate math and action
into games, showing that they were able to create games that met given constraints.

Lastly, we assessed the feasibility of game modification and using game products to
assess CT. Table 4 describes how students represented game facets through three
representations on the first day (Day 1 or 2) and second (Day 3) of game design. Next,
we assessed whether students incorporated technology on Day 3. By Day 3, 15 of the
16 games incorporated technology (i.e. cell phones and tablets) with 7 of those games
coded as technologically dependent, suggesting more rigorous modification.

We analyzed the feasibility of creating FSMDs by aggregating data from Day 3
(Table 5). FSMD Elements marked the presence of input types, the domain level of the
FSMD, and features such as If-Then Statements that would suggest Evidence of
Programming Language Knowledge (EPLK). The FSMD Criteria regarding repre-
sentation, consistency, and completion were coded on a Likert scale (0 = Never, or
mostly never meeting criteria; 3 = Always, or Almost Always meeting criteria) while

Table 2. Incorporation of mathematics across student multiplayer games.

Table 3. Incorporation of action and motion components in student games.
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Quantitative Analysis items were coded on a continuous scale. Teams represented
games through different mediums, incorporated technology, and created FSMDs,
suggesting that meeting constraints for modification is feasible for high school students.

4 Discussion

We conclude that it is feasible for high school students to create multiplayer games
under constraints such as incorporating math content, motion, and technology. Over the
two days of game design, teams generated games with a variety of structure, math
application, and technology. Broadly, this creative thinking, iterative design, and
execution of design ideas, as well as measurable components of the FSMD, demon-
strate skills that map onto CT. These results suggest that game design with constraints
is appropriate for high school students with the potential to measure the development of
CT in the future based on current measures and a novel programming platform [3].

As CT is beneficial across STEM subjects and fields, we believe that these com-
ponents of higher level thinking should be developed in students from an early age. Our
first study in this line of research suggests that CT can be practiced and measured

Table 4. Game elements addressed across game representations and days of game design.

Table 5. Aggregated coding data from Day 3 finite state machine diagrams.

Computational Thinking Through Game Creation in STEM Classrooms 137



through methods such as game-design activities that do not require computer science
skills or tools. This enables teachers in other subjects, such as mathematics and science,
to provide students with activities to develop CT skills such as problem decomposition,
abstract design thinking, and execution that can lead students to success not only in
higher-level STEM courses, but also within STEM careers.
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Abstract. How students learn modeling skills and concepts of system
dynamics through building models was investigated, focusing on how students’
behavior and understanding are influenced by the type of assistance and their
prior knowledge. We implemented a function in a model-building learning
environment that detects the difference between a model by students and the
correct model and gives one of the two types of feedback: structural explanation
which indicates structurally erroneous parts of a model by students to promote
model completion, while behavioral explanation which suggests erroneous
behavior of a model by students to promote reflection on the cause of error. Our
experiment revealed: (1) Students assigned to structural explanation showed
high model completion, but their understanding depended on whether they used
feedback appropriately or not. (2) Students assigned to behavioral explanation
showed less model completion, but once they completed models, they acquired
a deeper understanding.

Keywords: Learning by modeling � Model building learning environment
System dynamics � Adaptive feedback
Behavioral explanation and structural explanation

1 Introduction

For promoting students’ understanding of dynamical systems and modeling skills,
several model building learning environments (MBEs) have been developed in which
students are given a set of model components and build models by combining them
[3–6, 10, 11]. They can also simulate their model to see whether it behaves as they
expected. If it doesn’t, they modify the model and try simulation again.

It is, however, a difficult task for most students to build correct models in MBEs.
Therefore, several methods for assisting students have been implemented. Some MBEs
have a help system that explains mathematical/physical concepts components stand for
[6, 7], a syntax checker of models [6]. Others have a function that detects the difference
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between the model by students and the correct model [4, 7], and a function that gives
causal explanation for models’ unexpected behavior [1, 2].

However, the verification of these methods’ usefulness has been limited so far [4, 6,
7, 11]. Most studies evaluated their effectiveness by measuring the degree of model
completion by students [4, 7] or the total learning effect that consists of several types of
assistance [11]. Few studies investigated the relation among the type of assistance,
students’ understanding, their behavior, and prior knowledge in detail. Especially, it is
unclear what kind of knowledge was acquired through the learning by modeling. In this
study, we examined this issue. The detail is described in the next section.

2 Functions for Assistance and Their Effects

In order for learning in MBE to be beneficial, students need to build at least syntac-
tically correct (i.e., calculable) models. In addition, in order for simulation to provide
useful information for testing models, students need to build models with a certain
degree of completion that include a certain number of constraints on models’ behavior.
It is, however, reported students often build syntactically incorrect or very ‘sparse’
initial models that include few constraints [7]. This is one of the reasons why not a few
MBEs provide functions that directly guide students in model building (and are
evaluated by the degree of model completion). Even if students initially build a model
without understanding, it is expected they improve their understanding through repe-
ated simulation and modification. There is, however, still a possibility such functions
are overused by students whose concern is completion of models [11].

On the other hand, some MBEs provide functions that less directly assist students
(e.g., by suggesting the cause of unexpected behavior of models). Such functions
promote students’ reflection that would deepen their understanding. However, it
doesn’t necessarily lead to correction of errors, that is, there is a possibility students
can’t receive useful feedback because of the low degree of model completion. There is
a tradeoff between these two types of assistance. However, few studies have compared
these two types of assistance considering the relation with students’ behavior, model
completion, understanding and prior knowledge.

In this study, therefore, we made an experiment to compare these two types of
assistance. We used a model-building learning environment called Evans we have been
developing [8, 9], in which students can build qualitative models of dynamical systems
and observe its behavior by qualitative simulation [12]. In Evans, we implemented a
function called difference-list that compares a model by students and the correct model
and enumerates their differences (i.e., erroneous parts of the former). Difference-list
provides one of the two types of explanation about the differences: (1) Structural
explanation aims at the increase of model completion that simply indicates structural
differences (e.g., lacking/unnecessary amounts, reverse direction of a relation between
amounts). Students can easily (without understanding) correct their models.
(2) Behavioral explanation aims at the reflection on semantic errors in models that
indicates the unnaturalness of erroneous models’ behavior (e.g., when students’ model
lacks a ‘promotional’ relation between two amounts, it indicates one of them doesn’t
necessarily increase even if another increases). In order to correct models, students
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need to understand the relation between structure and behavior of models, which would
promote their reflection on the cause of semantic errors.

3 Experiment

3.1 Design

Purpose. We compared students who received structural explanation and students
who received behavioral explanation from the viewpoints of their behavior, degree of
model completion, understanding of dynamical systems, and prior knowledge.

Hypothesis-1. Students in behavioral explanation group (who are encouraged to
reflect on the cause of errors) improve their understanding better than students in
structural explanation group (who are directly taught how to correct their models).

Subjects. Seventeen graduate and undergraduate students whose major is engineering.

Instruments. We used a set of teaching/testing materials in addition to Evans.

Modeling Task: We made students build the model of ‘bathtub system’ by using
Evans, that dealt with the change of the amount of water in a bathtub (in which constant
amount enters from a inlet and the amount proportional to the water level exits from an
outlet). In order to avoid models by students being ‘sparse,’ we gave students all the
necessary components with appropriate parameters that were made by disassembling
the correct model by the experimenter.

Test on System Dynamics: It consists of problem-1 (10 questions) and problem-2 (9
questions) that deal with the bathtub system and a simple RC electric circuit respec-
tively. Full marks are 37.

Procedure. First, students worked on the test on system dynamics (pre-test). Then,
after a practice of building basic models, they worked on the modeling task with Evans
(modeling session). Eight of them were assigned to structural explanation group, while
nine of them were assigned to behavioral explanation group. During the session, they
could use difference-list freely. Finally, they worked on the same test (post-test). About
a month later, they worked on the same test (delayed post-test).

Measure. The improvement of students’ understanding of system dynamics was
measured by the increase of scores between tests. The degree of model completion was
calculated by comparing the ‘final model’ by students with the correct model (full
marks are 3). The frequency of using assistance was calculated by using log files.

3.2 Results and Discussion

The average scores of tests and the result of statistical analysis are shown in Table 1. In
two-factor ANOVA of 2 (explanation: structural/behavioral) � 3 (test: pre/post/
delayed post), because the interaction of the factors was significant (p < .10), we tested
the simple main effect of each factor. As a result, the factor ‘explanation’ wasn’t
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significant while the factor ‘test’ was significant (test(structural): F = 23.783; p < .01,
test(behavioral): F = 7.039; p < .01). Multiple comparison revealed the following
facts: In structural explanation group, there were significant differences between pre-
and post-test (p < .01) and between pre- and delayed post-test (p < .01). In behavioral
explanation group, there were significant differences between post- and delayed post-
test (p < .05) and between pre- and delayed post-test (p < .01).

Understanding Immediately After Learning by Modeling. According to Table 1,
only the score of students in behavioral explanation group significantly increased
between post- and delayed post-test, while only the score of students in structural
explanation group significantly increased between pre- and post-test. In addition, there
was no significant difference between groups. Because these results are contrary to
Hypothesis-1, we need an explanation about why the understanding of students in
structural explanation group improved better than those in behavioral explanation
group immediately after learning. For this purpose, we made correlation analysis
between several factors, which revealed there was a medium positive correlation
between the increase of (all) students’ score from pre- to post-test and the degree of
their model completion (R = 0.476). Therefore, we built up the following hypothesis.

Hypothesis-2. The completion of models is important for students in receiving useful
feedback and improving understanding. The experience (or memory) works well
especially in post-test.

According to Hypothesis-2, if the degree of model completion of students in
structural explanation group is significantly greater, we can explain why only their
score significantly increased between pre- and post-test. Though there was no signif-
icant difference in the degree of model completion between two groups (U-test,
p > .10), the result of correlation analysis gave some interesting suggestions: In
behavioral explanation group, there was a medium positive correlation between the
degree of model completion and the increase of score from pre- to post-test
(R = 0.412), while there wasn’t in structural explanation group (R = 0.183). That is, in
behavioral explanation group, model completion contributed to the improvement of
students’ understanding, while it didn’t in structural explanation group. In addition, in
behavioral explanation group, there was no correlation between the frequency of

Table 1. Result of tests

Pre-
test
Mean
(SD)

Post-
test
Mean
(SD)

Delayed
post- test
Mean
(SD)

Simple main
effect of test
(df = 2)

Increase
between
pre- and
post-test

Increase
between
post- and
delayed
post-test

Increase
between
pre- and
delayed
post-test

Structural
explanation
(n = 8)

15.500 20.750 22.625 F = 23.783 t = 4.764 t = 1.701 t = 6.465

(4.416) (4.969) (3.773) p = 0.0000**** p = 0.0000**** p = 0.0992 † p = 0.0000****

Behavioral
explanation
(n = 9)

17.667 19.333 21.667 F = 7.039 t = 1.604 t = 2.246 t = 3.850

(5.312) (4.738) (6.733) p = 0.0031*** p = 0.1192 p = 0.0322* p = 0.0006****
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assistance (by difference-list) and the increase of score from pre- to post-test
(R = 0.190), while there was a medium negative correlation in structural explanation
group (R = −0.550). This fact suggests a certain number of students in structural
explanation group overused assistance to complete models without understanding why
their models were erroneous.

Based on the above discussion, we modify Hypothesis-2 as follows.
Findings (derived by modifying Hypothesis-2):

As for students who were assisted by behavioral explanation, completing models contributed to
improving their understanding. However, because behavioral explanation’s promotion of model
completion was relatively weak, their scores between pre- and post-test didn’t significantly
increase. As for students who were assisted by structural explanation, the improvement of their
understanding through model completion depends on how they utilized the assistance. Because
structural explanation’s promotion of model completion was strong, there were a certain
number of students who overused assistance to complete models without understanding.

Understanding After a Certain Period of Time. In this experiment, the score of 82%
of (all) students increased between post- and delayed post-test, and the increase was
significant as to students in behavioral explanation group. Though the reproducibility
of this result should be carefully verified, we can suggest the following: Learning by
modeling in Evans contributed to the acquisition of not only the knowledge of a
specific model, but also the generalized knowledge of system dynamics.

Our important future work is to verify the reproducibility of these results, and to
clarify the process of acquisition of modeling skills and concepts of system dynamics.
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Abstract. Studies have shown discourse constructs of affiliation and emotion to
be critical factors influencing learning performance and outcomes in both tra-
ditional environments and Massive Open Online Courses (MOOCs). However,
there is limited research investigating the affiliation and emotions of MOOC
learners and how these factors develop over time. To gain a deeper under-
standing of the MOOC population and to facilitate MOOC environment design,
we addressed this gap by conducting a longitudinal analysis of change of
affiliation and emotions presented in discussion forums of five Coursera courses.
They have been offered numerous times from 2012 to 2015. We demonstrate
that discussion forums have reflected decreasing affiliation and increasing
negative emotions over the four years for most courses, with no significant
overall change in positive emotions.

Keywords: MOOC � Discourse � Affiliation � Emotion � Longitudinal

1 Introduction

In traditional learning environments, school affiliation and connectedness, or the extent
to which students feel included, accepted, or supported by others [1, 2], have been
shown to play an important role, associated with learning processes including test
grades [3], dropout [4], academic [5], and educational attainment [3]. In the scaled
learning environments (i.e., MOOCs), a recent case study also found that learners who
are more connected to the networks on the course discussion forum tend to exhibit
better performance and higher test scores [6].

In traditional learning settings, research suggests that higher levels of connected-
ness are associated with fewer negative emotions [7]. Similarly, communication also
results in more positive emotions and fewer negative emotions in distance learning,
mediated by the sense of support and encouragement from tutors and peers [8]. Some
studies suggest that positive emotions can facilitate academic achievement, mediated
by the levels of self-motivation and satisfaction with the learning process [9]. In scaled
learning environments, studies have also suggested that positive emotions such as
optimism and hope can improve performance, mediated by the meaningful use of
learning strategies [10]. Surprisingly, studies also demonstrate particular negative
emotions to be beneficial to learning performance, including mild stress [11] and
confusion [12], which can serve to increase attention to learning material.
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Given the critical relationship of affiliation and emotion on learning and the mat-
uration of MOOCs as a phenomenon, it is useful to understand how these two factors
have changed over subsequent offerings of courses. To date, research exploring affil-
iation or emotion processes in MOOCs have focused on smaller samples, typically a
single MOOC over a short period (e.g. one semester). By providing an analysis here
which spans the first four years of the MOOC phenomenon and up to ten iterations of
course sessions, we are providing evidence that the discourse of participants in MOOCs
has changed, and that analyses done in the early days of the phenomenon (circa 2012)
may no longer be reflective of the state of the practice.

2 Methods

For this analysis, we chose five MOOCs on the Coursera platform (N = 59,017 par-
ticipants) which ran for several sessions from 2012 to 2015. There was a total of 41
course offerings as each course ran between six to ten times (M = 8.2, sd = 2.05). The
courses covered a breadth of disciplines, and varied in number of learners: “Fantasy
and Science Fiction” (M = 780.50 students per class/iteration, sd = 643.19),
“Instructional Methods in Health Professions Education” (M = 303.3, sd = 183.768),
“Introduction to Finance” (M = 3693, sd = 3351.92), “Introduction to Thermody-
namics” (M = 346.50, sd = 143.59), and “Model Thinking” (M = 1390.20, sd =
1172.62). We worked with instructional designers to ensure that each of the courses
chosen experienced minimal changes between course offerings, limited to corrections
and minor additions of content. The automated text analysis program LIWC 2015 was
used to code the discourse features [13], which counts words into meaningful psy-
chological categories. For example, words such as “nice” and “hope” are captured as
reflections of positive emotions, while “nasty”, “hate” exhibit negative emotions.
Furthermore, affiliation was captured by words such as “friend” and “social”. Once
such target words were found, the related word category scale for that word will be
incremented. Pearson correlational analyses have revealed the external validity of
LIWC in successfully measuring cognitive states including positive and negative
emotions [13].

3 Results

The relationships between time (i.e. course iteration number) and the level of affiliation,
positive emotions and negative emotions reflected in learners’ discourse, respectively,
were analyzed using mixed effects models. Akaike Information Criterion (AIC), Log
Likelihood (LL) and a likelihood ratio test were used to determine the best fitting and
most parsimonious model. The tests indicate that, for the three models, the full models
that include an interaction between course categories and time fit significantly better
than the null models with only Participant ID as a random effect, with v2ð9Þ ¼ 1767:9,
p� :0001 for the affiliation model, v2ð9Þ ¼ 118:12, p� :0001 for the positive emotion
model, and v2ð9Þ ¼ 1012, p� :0001 for the negative emotion model, respectively.
Therefore, adding the interaction between course and time explains significantly better
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the changes in learners’ discourse features above and beyond individual participant
characteristics.

Subsequent paragraphs, however, are indented. In addition, we also estimate effect
sizes for each model, using a pseudo R2 method, as suggested by Nakagawa and
Schielzeth [14]. For mixed-effects models, R2 can be characterized into two varieties:
marginal R2 and conditional R2. Marginal R2 is associated with variance explained by
fixed factors, and conditional R2 is can be interpreted as the variance explained by the
entire model, namely both random and fixed factors. For the affiliation model
ðR2

m ¼ :296;R2
c ¼ :405Þ, the time, course and individual participant features together

accounted for 40.47% of the predictable variance, with 2.96% of the variance explained
only by the interaction between course and time. Moreover, the interaction effects and
main effects are both significant, demonstrating that while different courses have dif-
ferent affiliation trends, the overall level of affiliation reflected in the discussion forums
of the five chosen courses has been declining over time (see Fig. 1a). In terms of each
course, “Instructional Methods in Health Professions Education” and “Introduction to
Thermodynamics”, with smaller class size over time and fewer iterations, experienced
no significant change in the level of affiliation, while the other three courses with larger
class sizes and more terms of iteration witnessed significant decrease in the level of
affiliation.

With regard to the positive emotion model ðR2
m ¼ :002;R2

c ¼ :239Þ, and negative
emotion model ðR2

m ¼ :171;R2
c ¼ :145Þ, despite the fact that different courses

demonstrate different trends, in slope and direction, there is an overall increasing trend
in negative emotions (see Fig. 1b) but no significant overall change in positive emo-
tions (not figured). Interestingly, while most courses experienced increasing negative
emotions, the two courses experiencing no significant decrease in affiliation had sig-
nificant decreases in negative emotions, suggesting a potential relationship between
affiliation and negative emotion in scaled learning environments.

Fig. 1. Affiliation (a) and Negative emotion (b) over course iterations. All values are in standard
z-scores.
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4 Discussion

Our findings show that learners in most courses exhibited a clear trend of less affiliation
and higher negative emotion in subsequent iterations of the course from 2012 to 2015,
while there was no clear tendency in positive emotions. We would not necessarily
expect to see the same level of affiliation in two different modalities (e.g. face to face
and online courses) due to instructional design differences [6]. However, we held
instructional design constant in this study, and thus the decrease was attributable to
other exogenous factors and not course design per se. An existing limitation is the fact
that while the current scaled learning environment offers text and video communication
that imitate voice and facial expressions that directly convey feelings, some peripheral
physiological connections were inevitably missing, which are important components of
affiliation [15]. On the other hand, MOOC discussion forums tend to be overloaded
with a large amount of course-irrelevant posts that greatly disrupt navigation and
participation. A potential method to address this issue is to help learners navigate
through discussion forums easier by developing tools to automatically identify course-
related threads [16], thus facilitating forum involvement.

With regard to emotions, which are generally associated with affiliation [7], it is
intriguing that the overall affiliation level dropped and negative emotions increased,
whereas positive emotions incurred no significant changes. It is also interesting that
courses that had decreased affiliation had increased negative emotions as well, while
such connection was not seen in the positive emotion model. It appears that affiliation
tends to have a separate relationship with positive emotions and negative emotions in
the scaled learning environment. Beyond this, it is somewhat unclear what is driving
learners to be more negative in their discourse. To address this issue, we would like to
explore the more fine-grained affective states that make up “negative emotion”,
including stress and confusion, and how they might be related with the different
contents in different courses. Furthermore, it would also be valuable to identify indi-
vidual learners’ trends as they enter different phases of a course. In addition, we
acknowledge the fact that the LIWC method we deployed in the present study could be
limiting and that more NLP techniques could be used to further validate the results.

We are also interested in the within-thread emotion and affiliation. For instance,
repeated negative emotion in a thread’s posts may be indicative of a severe learning
issue (e.g. a system failure for interactive exercises) which needs immediate attention.
However, a thread which alternates positive and negative emotions, and is highly
aligned with content, may represent peer help. To understand these trends we would
not only want to look at the content of the posts, but also the roles of the actors, using a
more complex linguistic analysis such as Group Communication Analysis [17].

Moving forward, we will be exploring the practical implications of the current
findings for MOOC learners and instructional designers. Should the general online
learner population continue to feel less connected over a long period of time, the
phenomenon could eventually lead to adverse learning experience and outcomes. This
line of research is becoming more pressing, as the MOOC learner population continues
to expand, and more universities are transitioning to hybrid teaching environments by
adding distanced learning to their traditional way of teaching [10].
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Abstract. Recommender systems in e-learning platforms, can utilise
various data about learners in order to provide them with the next best
material to study. We build on our previous work, which defines the rec-
ommendations in terms of two measures (i.e. relevance and effort) calcu-
lated from data of successful students in the previous runs of the courses.
In this paper we investigate the impact of students’ socio-demographic
factors and analyse how these factors improved the recommendation. It
has been shown that education and age were found to have a significant
impact on engagement with materials.

Keywords: Personalised learning · Educational recommender systems

1 Introduction

In distance education, most of the learning takes place in Virtual Learning Envi-
ronments (VLE) allowing learners flexible way of studying. E-learning systems
minimise the costs of education and enable to scale up the number of students,
which would be impossible or very difficult to achieve in a traditional face to
face learning environment. On the other hand, the students lose frequent contact
with teachers, their supervision and possible valuable feedback, which can help
them with guidance and organisation of their study. As a result, many students
drop out before completing the course.

Due to the digital nature of students’ interaction with study resources, their
actions can be recorded and analysed to explore how different types of students
learn. The available data motivated the research and development of recom-
mender systems (RS). Recommenders in education introduce domain-specific
challenges. For example, if the goal is to improve students performance, follow-
ing the activities of those with a similar learning behaviour is unlikely to deliver
the desired result. Moreover, educational domains usually specify the time learn-
ers have to reserve to achieve a task, dependencies and prerequisites among study
materials and others.

According to review [2], most of the educational recommenders used Collab-
orative Filtering (CF), with growing interest of incorporating characteristics of
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the educational domain. For example, prioritising features and ratings of good
performing students was used in [3]. Personalised recommender systems take
into account the past activities of each individual learner. CF achieves this by
behavioural or rating pattern. However, it suffers from a cold-start problem,
needing initial information about the users, which is not available at the start
of the course [6]. The cold-start problem hinders also content-based methods,
which operates on the similarity of the items that users liked in the past rather
than similarity to users.

Demographic data can be used to tackle the cold-start, yet the existing
research in educational domain is very limited. In [5] the student educational
background plays only a marginal role; [7] aims at recommending courses rather
than study materials. In [1] socio-demographic features serve to improve the
student engagement with MOOCs by recommending students to connect with
peers of similar demographic factors.

2 Personalisation by Socio-Demographic Factors

The goal of this paper is to investigate methods of personalisation as described
in our previous work in [4]. We design the personalised study recommender by
constructing a click-based behavioural pattern from the activities of successful
students. We define two new measures: relevance and effort. The relevance mea-
sures the average activity spent by the selected cohort (the excellent group) on
each educational material in the previous presentation, while the effort indicates
the engagement of each individual student with the educational material in the
current presentation. Relevance is the ‘content to be learned’ while the effort
shows what has the individual ‘already learned’. The recommendation strategy
says that for each educational resource and each current student his/her effort
should balance the resource relevance.

At the start of the course no student has engaged with any study mate-
rial. Relevance calculated from activities of the excellent group in the previous
presentation is the same for all students.

However, demographic and other static data about each student are avail-
able. Could we enrich the VLE activity data by this additional information
to further refine and personalise the recommendations for groups of students
with similar VLE characteristics? In another word, do students with different
demographic data and equal VLE behaviour manifest different responses in the
educational process? The available features included (1) Highest education;
from ‘No formal’ to ‘Postgrad’, (2) flag if student is new to the university,
(3) Motivation, (4) Occupation, (5) Age, (6) Gender, (7) IMD – Index of
Multiple Deprivation.

3 Experiments and Impact of Socio-Demographic Factors

The experiments were performed on 4 presentations of a technology-related
course. The goal was to evaluate the impact of each individual socio-demographic
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factor on students’ effort. The values of investigated factors were split into two
groups. For categorical-valued factors, the groups were defined by the selection
of categories, for ordinal-valued factors the groups were defined by selecting the
threshold. The contingency table was constructed for each analysed factor and
the groups of excellent students (≥ 75%) and others. The dependency was eval-
uated by Mann-Whitney test at the significance level p < 0.1. The following
results have been achieved:

The comparison of students with A level or higher education and the rest
of the cohort revealed differences in activities depending on their educational
backgrounds. For excellent students group, the mean cumulative effort was
11% higher for students with lower than A level education. These students were
more active on relevant materials, although these differences were less notice-
able among students with scores lower than 75%. These findings proved to be
consistent across all presentations that were tested.

The most influential factor affecting students’ behaviour was their age. The
biggest gap in activities was found for the split at the age of 30 years. Therefore
two groups were created: up to 29 years and 30+ years. Although the mean cumu-
lative effort of these groups has similar values at the end of the presentation,
important differences have been found at individual blocks and materials, e.g.
18 % higher activity for students 30+ in Block 3 Part 2 (see Fig. 1). Older stu-
dents systematically showed higher engagement with materials and also started
interacting with these materials earlier, often even before they were assigned by
the tutor. This was the case for both performance groups and all presentations.

Influence of factors new/continuing, occupation, motivation and IMD did not
prove to be statistically significant.

Fig. 1. Change of cumulative effort over time on Block 3 Part 2 in 2015. After a block
exam in week 19, effort becomes saturated.
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Fig. 2. Heat-map of cumulative effort over time for age and performance groups in
2016. Darker squares indicate higher engagement.

The cumulative effort has a similar pattern for the corresponding perfor-
mance and age groups across study materials. The 30+ groups have always been
more active and started with each Block/Part earlier than the 18–29 group, see
Figs. 1 and 2.

4 Discussion and Conclusions

We presented the analysis of demographic factors with the aim of investigation
their impact on recommendations. Recommendation are defined using two mea-
sures: relevance and effort, which reflect the importance of the study material
and engagement of the individual student with this material. We selected 4 pre-
sentations of one technology-related course and performed the examination of
the impact of 5 factors’ categories on the effort of students.

As expected, there are significant and consistent differences in effort between
groups of students divided according to their performance. This fact is prevalent
among all demographic factors and it confirms our presumption that correlation
between effort and performance is always evident.

Furthermore, we analysed the effort within the excellent group and its rela-
tionship with students’ demographic factors. We found two factors that con-
tribute to the differences in effort : education and age. Based on our investigation,
the students from the 30+ group had considerably higher engagement with the
study materials. They started to interact with them earlier and reached higher
values of effort at the moment of the Block exam, especially in the Parts of the
Block 3. One of the reasons might be that younger students are more familiar
with learning from online materials in general. But a closer investigation revealed
that the Block 3 is focused on modern technologies such as Cloud computing
and GPS.

The results also show that older students need more time to study such topics.
This applies both to excellent students and their lower performing colleagues.
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Abstract. The sustainable, synergistic integration of computational thinking
(CT) and STEM learning environments into K12 classrooms requires consid-
eration of learner-centered and classroom-centered design. In other words, not
only do we have to take into account the learning goals and capabilities of
students, but also the technological capabilities of the classroom environment
and the combined impact of the teacher and technology on the classroom
dynamics, curriculum, and progress. This paper discusses the design and
development of an open ended learning environment aimed at high school
physics curriculum taught within a CT-based framework. We conclude with
preliminary results from a semester-long implementation study in a high school
physics classroom.

Keywords: Computational thinking � STEM � Blended learning environments

1 Introduction

The sustainable integration of innovative, open ended learning environments (OELEs)
in K12 classrooms requires the aggregation of learner-centered [8] and classroom-
centered design approaches. This approach takes into consideration the prior knowl-
edge and capabilities of the student and scaffolds their individual learning processes. It
also takes into account the logistics and environment of the classroom, and how to
achieve a cohesive balance between the role of the teacher and the technology. OELEs
provide students meaningful learning opportunities by adopting a pedagogy that
enables students to acquire domain information, construct, test, and revise solutions to
authentic, problem solving tasks [3, 4, 7, 9]. However, in previous work, OELE
frameworks have primarily focused on learner-centered design, with little consideration
of the role of the teacher in helping to orchestrate classroom dynamics, progression
through the curriculum, and student engagement to support learning. While techno-
logical advancements have introduced adaptive tools in K-12 classrooms that provide
personalized learning opportunities, assimilation as part of a standard classroom
environment has remained elusive.

This paper outlines the design and development of a classroom-centered OELE
aimed at integrating computational modeling into a high school physics classroom. To
do so, we will describe the classroom and student-learning components relevant to our
architecture, provide an overview of our system design, and conclude with results,
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analysis, and necessary system modifications derived from lessons learned in our
semester-long classroom study.

2 C2STEM

The Collaborative, Computational STEM (C2STEM) environment utilizes a novel
paradigm that combines visual programming [6] with domain specific modeling lan-
guages (DSMLs) [2] to promote learning of physics and CT concepts and practices.

2.1 Classroom Structure

Like a typical classroom curriculum, C2STEM tasks are made up of easily identifiable
Instructional, Model Building, Assessment, and Challenge tasks. Instructional tasks
help students focus on learning and applying primary physics concepts, often one at a
time, to prepare students for building computational models. This helps address stu-
dents’ lack of knowledge in physics and programming. Instructional tasks build on
previous content to make it easier for students to learn in small chunks.

Following instructional tasks, students work on model building tasks that require
them to combine the information gained from instructional tasks along with CT
practices to build a correct computational model of a Physics phenomena. A third
component, formative assessments or assessment tasks, assess student learning in
Physics and CT with multiple choice and short answer questions and small model
building exercises. Finally, challenge tasks require students to solve more difficult
problems that test their abilities to put together concepts and practices emphasized in
the module. For instance, in the one-dimensional kinematics motion challenge, students
are required to program a medical delivery truck that completes a straight path trip
whilst adhering to various speed limits on the path and then safely stops at a STOP
sign, before continuing on to its final destination.

2.2 Modeling

Modeling tasks are broken down into conceptual and computational modeling tasks.
These two connected activities “support modeling at different levels of abstraction and
operationalize the important CT concepts of abstraction and decomposition” [1].

Conceptual Modeling. Conceptual modeling allows for systematic planning of the
objects and their associated properties and behaviors needed to build a correct com-
putational model for the assigned problem. This model building activity is completed in
the “Plan” tool of the C2STEM environment. When conceptual model elements are
selected, their relevant block(s) appear in the “Build” component of the learning
environment. Similarly, if objects or behaviors are removed from the conceptual model,
the associated blocks are removed in the Build component. Students are allowed to
move between the two model-building representations as they build their simulations.

Computational. Computational modeling is implemented by embedding the SNAP!
programming environment in C2STEM. As mentioned in our primary research
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objective, we utilize a physics-based DSML. A DSML is “a programming language or
executable specification language that offers, through appropriate notations and
abstractions, expressive power focused on, and usually restricted to, a particular
problem domain” [10]. It allows students to express solutions in the physics domain,
and it provides students with precise, self-documenting code [5] supporting the
application of relevant CT practices and constructs.

Our computational modeling environment also has a graphing module and a table
generator that generates a spreadsheet of data values for selected variables. These tools
help students interpret their simulation behaviors and debug their models.

2.3 Architecture

The C2STEM system uses a modular architecture that allows for seamless integration
of its components for classroom instruction. A simple infrastructure was essential to
accomplish sustainability in the classroom, and to minimize common logistical issues
regarding installation and software updates on a large number of school-owned com-
puters. The system is web-based and runs off a cloud server thereby allowing student
access at school and at home. Figure 1 illustrates the overall architecture of our
environment, including the ability to handle multiple clients simultaneously. This
architecture provides researchers with the ability to grade student work in real-time
through a logging functionality not described in this paper, as well as collaboration
opportunities (e.g. students sharing computational workspaces).

While our architecture supports our goal of a sustainable learning environment, the
components of our system allow for scalability and adaptability by the teacher,
instructional scaffolding, and quick grading of student assignments. Users have con-
tinuous access to all instructional tasks (Sect. 2.1) and resources, supporting the

Fig. 1. System architecture
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open-ended nature required of OELEs [5]. All tasks are composed of HTML com-
ponents (task descriptions, multiple choice and short answer questions, etc.), the
conceptual modeling component, and the computational modeling component.

3 Classroom Implementation

Following a preliminary usability study, our team conducted a semester-long study in a
Physics high school classroom in Nashville, Tennessee. The study included 174 stu-
dents taking an Honors Physics course; 84 students participated in the experimental
group and used our C2STEM environment, and 90 students were in the control group –

they did not use the system. Students completed four physics modules: three in
Kinematics: 1D motion (with acceleration), 2D motion with constant velocity, and 2D
motion with gravitational forces, and an introductory unit on 1D Force.

Our experimental group utilized the C2STEM environment an average of three out
of four classroom sessions a week, with non-system days dedicated to content lectures
by the physics teacher (delivered to both control and experimental groups). Participants
completed pre- and post- tests in Kinematics, Mechanics, and CT.

For our preliminary results for the pre-posttests we randomly selected 30 experi-
mental group participants. In the Kinematics pre-posttests, the experimental group’s
average score on the pre-test was a 22.4(5.4) and increased to an average score of 34.2
(3.4) in the post-test. For CT, the average score on the pre-test was a 22.4(4.7) on the
pre-test, improving to 30.7(4.2) on the post-test. These preliminary results demonstrate
that the experimental group was able significantly improve in their learning of physics
content and received the additional benefit of significantly increasing their CT
knowledge in the process.

4 Conclusion and Future Work

Our research goal for this phase of our design-based research approach was to develop
and implement a classroom-centered OELE focused on the synergistic learning of CT
and STEM. Results showed significant learning gains in Physics and CT. The Physics
instructor combined classroom lectures and lab work with the use of C2STEM, and
used the assessments on the system to improve his instruction and to help students learn
their Physics concepts better. The pre-post test results indicate that the additional effort
also led to better learning. Furthermore, an added bonus of using the system is that it
taught students both Physics and CT concepts and practices. However, it is clear that to
build this system up to its full learner-centered and classroom-centered potential, a
number of additional tools will have to be developed for adaptive scaffolding of student
learning, and also to aid the teacher in assessing students and keeping track of students’
progress.
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Abstract. Most research in peer recommender systems in online learning
communities (OLCs) is focused on the problem of identifying the answerers
who can provide the best answers to a question soon after the question has been
asked. In fact, we have explored exactly this issue in another research project
[5]. In contrast, in the research reported in this paper we devised methods of
predicting in Stack Overflow (a very large online community of programmers)
at the time a question is asked, whether the question will receive an answer at
all, and, if so, whether the answer will come early or late (i.e. after the median
response time). Overall, in a study that used 5 months of Stack Overflow data
our methods worked well enough that we feel they could usefully inform sup-
port systems such as peer recommender systems about questions that might
prove to be unanswered or answered late.

Keywords: Lifelong learning � Online help � Predictive models
Learner modelling � Peer recommender systems

1 Introduction

Peer help recommender systems are a common tool used in online learning commu-
nities (OLCs) to suggest prospective answerers to questions. In studies [2, 6] the quality
of the recommender system is often measured by its ability to predict answerers who
will provide both high quality and on time answers. In a real-world system, such peer
recommenders would be deemed to be especially useful if a learner would otherwise
receive no answer or a late answer. We have developed methodologies for predicting at
the time a question is asked whether it will be unanswered or answered late. We
explored how well these methodologies make predictions of unanswered or late
question in the Stack Overflow OLC that supports millions of programmers [1, 2].

2 Methodology

In predicting whether a question will receive an answer and how soon such an answer
will be provided (early or late), we employed three general approaches: using the
features of the question asked (question content-based approach), using features of the
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active answerers (answerer-based approach) and using features that examine the
popularity of the tags used in the question (tag-popularity approach). Among the three
approaches a total of 13 features were employed which are largely based on those from
past studies in SO [5–7].

2.1 Question Content-Based Approach

In the question content-based approach, we look at aspects of the question and question
asker to make our predictions. There are 5 features we compute, drawn from features
defined in a previous study [7] as described below :

2.1.1 Title Length (TitleLength)
The title of a question provides a summarized description of the question. This feature
measures the string length of the title of the question using the length function in SQL.

2.1.2 Body Length (BodyLength)
The body of a question contains the text of the question asked. This feature measures
the string length of the body of the question.

2.1.3 Code Present (CodePresent)
This feature checks if the question contains code or not by searching for the presence of
the <code> and </code> html tags in the body of the question. Also, as code could be
posted as an image, we also searched for the presence of the <img tag in the body of the
question. The possible state of this feature is yes or no.

2.1.4 Tag Count (TagCount)
Tag(s) used in a question indicate the knowledge required to answer the question.
A maximum of 5 tags can be used in a question. This feature counts the number of tag(s)
included in the question asked.

2.1.5 Question Asked Count (QuestionAskedCount)
This feature is the total number of questions the user has asked in the past in SO.

2.2 Answerer-Based Approach

In the answerer-based approach we look at features of potential answerers to questions.
The tags used in a question serve as a guide to the knowledge required to answer the
question. Therefore, for the answerer-based approach, we consider only answerers who
have earned a tag-based badge for at least one of the tags in the question, (that is
answerers who have provided at least 20 quality answers to questions relating to a
question tag). As in a previous study [5] we also consider only active answerers, i.e.
those who have recently (a month prior to when the question is asked) provided
answers to questions containing any of the tags used in the question under consider-
ation. The features about the answerers extracted are as defined in [5]:
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2.2.1 Number of Active Answerers
For each of the tags employed in the question, we count the total number of distinct
active answerers who have provided answers to any of the tag(s) used in the question a
month before the question was asked.

2.2.2 Regularity
Regularity represents how often the active answerers provide an answer to a topic.

2.2.3 Knowledgeability
Knowledgeability represents the know-how of the answerers about a given topic. This
is the aggregate score earned by all active answerers for providing answers to questions
relating to the tags used in the question.

2.2.4 Eagerness
Eagerness represents the keenness of the active answerers to deal with a topic when
compared to other topics.

2.2.5 Willingness
Willingness represents how vigorous the active answerers are in providing answers to
questions on a topic as compared to other users.

As the eagerness and willingness values computed in Sects. 2.2.4 and 2.2.5 above
resulted in very small numbers, we took the log of the respective values obtained. Also
based on the results from our previous study [5], in predicting the answer and the
RTFA classes, we multiplied the values computed for the features in Sects. 2.2.2–2.2.5
with the probability of an early answer (the proportion of questions answered within the
median response time of 38 min as compared to the total number of questions asked a
month prior to when the question is asked).

2.3 Tag-Popularity Approach

In the tag-popularity approach the goal is to see if the popularity of the tags used in the
question will allow us to predict whether a question will be answered, and if so, if it
will be answered early or late. Tags have been usefully employed in previous studies
[1, 6, 7] of users in SO, so we thought this to be a promising approach. The 3 features
extracted are described below:

2.3.1 Tag Popularity Count
With this feature, we compute how many popular tags are used in the question, that is
the total number of tags used that are among the top 10% of all tags used (the top 5,000
of the approximately 50,000 tags used in SO).

2.3.2 Minimum Tag Usage
This feature is the count of the number of times the least popular tag employed in the
question have been used in SO.
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2.3.3 Average Tag Usage
This feature is the average number of times all the tags employed in a question have
been used in SO.

3 Our Study

Our initial goals were to make two different binary predictions. First, we wished to
predict whether a question in SO would be answered or not. Second, we wished to
predict for an answered question whether it would be answered early or late, i.e. before
the median response time to first answer (RTFA) or after this median RTFA. For our
dataset we used the 1,079,947 questions asked in SO from January to May 2017.
Before making our first “answered or not” prediction we noted that our dataset had
751,819 questions that were classified as answered and 328,128 that were classified as
unanswered. Noting the class size imbalance, to avoid biased results we applied the
undersampling technique described in [3] by randomly selecting 328,128 questions
from the answered question class so that the two classes are the same size. For our
second “early or late” prediction we used the median RTFA of 38 min as the dividing
line between the two classes, which left us with class sizes of 389,935 questions
answered early and 361,884 answered late.

The performance of the 3 general approaches in predicting whether a question will
be answered or not and predicting whether a question will be answered early or late
were compared using 4 classification models using the features defined for each of the
approaches. We employed two decision tree models (J48 and Random Forest), a
Bayesian classifier (Bayes Net), and a logistic model (Logistic Regression), all as
defined in Weka [4]. The performance of each of the predictive models was evaluated
using 10-fold cross validation. The prediction accuracy and F-measure obtained for
both goals are shown in Tables 1 and 2 respectively.

Tables 1 and 2 show that the question content-based approach had the least
accuracy. The decision tree models (J48 and Random Forest) performed better than the
other classifiers with Random Forest achieving the highest prediction accuracy and F-
measure using the answerer-based approach. Overall, in predicting questions that will
be unanswered or answered late, the answerer-based approach ranked higher.

Table 1. Prediction accuracy and F-Measure values in predicting whether a question will be
answered or not
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4 Discussion

The long term goal of our research is to investigate how to support lifelong professional
learners in an online learning community to meet their learning needs on time. This is
especially a serious problem with the growth in the proportion of unanswered and late
answered questions in SO [5]. This enhances the importance of being able to identify
such problematic questions at the time they are asked and immediately recommending
a peer helper in such cases. Previous studies have used a tag-popularity approach [6]
and a question-content approach [7] in determining the response time to a question, but
the latter approach had very low precision and recall values of 0.35 and 0.403
respectively. We, too, had lower levels of accuracy using the question content-based
approach, suggesting that, perhaps, modelling the answerers will be a key requirement
when building tools to support learners in an online learning community. We believe
these results can provide insight to future researchers and educational system builders
in both knowing the reasons why some questions are answered late (or not at all) and in
designing peer recommender systems and other help tools that can intervene to improve
the response time to first answer for questions asked in an online learning community.
We believe these results can provide insight to future researchers and educational
system builders in both knowing the reasons why some questions are answered late (or
not at all) and in designing peer recommender systems and other help tools such as a
virtual teaching assistant [8] that can intervene to improve the response time to first
answer for questions asked in an online learning community.
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research.
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Abstract. Massive Open Online Courses (MOOCs) may reach a massive
number of people, but few MOOCs count for credit. Scaling rigorous assess-
ment, feedback, and integrity checks presents difficulties. We implemented an
AI system for a CS1 MOOC-for-credit to address both scale and endorsement.
In this analysis, we present the design of the system and an evaluation of the
course. We observe that students in the online course achieve comparable
learning outcomes, report a more positive student experience, and identify AI-
equipped programming problems as the primary contributor to their experiences.

Keywords: Automated evaluation � MOOCs � CS1

1 Introduction

In this work, we present an online version of a CS1 class at a large state university. The
course aims to be a MOOC-for-credit: it is offered to on-campus students for degree
credit, but is also available to MOOC students from all over the world for free. In order
to accomplish this, mechanisms must be found for scaling up the human grading found
in a traditional campus while preserving (or improving) the learning outcomes and
student experience. Toward this end, the CS1 course we present here is built with a
strong emphasis on applying AI to the evaluation and feedback process. At time of
writing, 440 students have enrolled in the course for credit, while 12,000 students have
participated in the free massive open online course (MOOC) on edX.

2 Related Work

Work has been done on applying AI to computer science evaluations. There are many
historical (Web-CAT [4], OKPy [14], and Autolab [17]) and modern (Vocareum [9],
Zybooks, Coursera [1], Udacity [7]) platforms and frameworks targeting this space.
Wilcox [16] gives an overview of the automated evaluation space. These tools mostly
focus on evaluation, but it is also important to provide feedback. Wiese et al. [15], for
example, automatically generate style feedback for students, and Glassman et al. cat-
egorize submissions into patterns for tailored feedback [5]. There also exist several
intelligent tutoring systems for computer programming [2, 3, 12, 13].
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3 Intelligent Evaluation and Feedback

The online CS1 class described herein can be taken by any student to fulfill their state
CS requirement and routinely draws more than 1000 students per year. To scale,
assignments generally need to be automatically evaluated, but to maintain credit
worthiness, the evaluations must be rigorous, authentic, and comparable to traditional
on-campus offerings of the course. To support this, we constructed an infrastructure for
intelligent evaluation and feedback. We then populated it with 300 programming
problems, including 30 proctored exam problems, leveraging this framework. Addi-
tional details of the course design can be found in [8–10]; this analysis emphasizes the
design of the course’s intelligent feedback.

3.1 Global and Local Infrastructure

The infrastructure for intelligent evaluation and feedback has two parts: a global,
general framework for initializing automated evaluation, gathering results, and pre-
senting results to the user; and a set of local, specific parameters targeted at individual
problems. We dub the global framework “Phineas” and the local parameters “Ferb”.

When a student submits a coding problem, Phineas gathers together the student’s
code and bundles it into an inspectable object, allowing for deep code inspection and
unit testing. Phineas sends these arguments to Ferb, a set of problem-specific param-
eters, such as a routine for intelligently generating new unit tests, a set of forbidden or
required code, and explicit requirements such as method signatures.

Local evaluation of a student’s submission against Ferb’s parameters runs through
three stages: pre-processing, unit testing, and post-processing. This pre-processing
covers those checks necessary for the unit tests to be inspected. This stage focuses on
the presence of specific functions, objects, methods, and variables.

If those preprocessing checks fail, the student is informed of that failure immedi-
ately, and subsequent checks are not run. If the preprocessing checks pass, the code is
executed for unit tests generated by Ferb. This generates a list of the results, with each
result including the input arguments, the expected output, the actual output, and
whether the result is considered a pass, fail, or warning.

After running unit tests, the code is finally checked against the post-processing
checks. These checks are typically against data generated during runtime, such as a
count of the number of loop iterations or recursive calls, and thus may only run after
execution. The results from these checks are appended to the corresponding lists of
passed and failed results.

These results are then returned to Phineas in the form of three lists: a list of
successes, a list of failures, and a list of warnings. Phineas then performs a follow-up
check on the list of failures and searches for corresponding global feedback. For
example, if one of the failures references an unsupported operand TypeError, Phineas
may inject general feedback on the likely causes of this error.

Then, Phineas uses these lists to write a file named full_results.txt; this file lists the
failed requirements, then the warnings, and then the successes. Phineas then writes a
brief result summary to provide in the console window. If there are any failures,
Phineas selects the first failure to provide, closing with a pointer to the full results file.
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If there are no failures, Phineas first informs students that their code passed the
problem; if there are warnings, it then lets the student know that there may nonetheless
be room for improvement. Once the student passes the problem, Phineas adds to their
workspace one or more sample solutions written by the problem author. These sample
solutions demonstrate optimal or alternate solutions for implicit feedback [6].

3.2 Problem Content

The course has over 300 coding problems, each with its a version of Ferb with
parameters suited to the problem’s requirements. Four problem templates are available:

• Variable Inspection: Direct inspection of variables and their values.
• Console Output: Inspection of content printed when executing student code after

injecting intelligently-generated alternate values for existing variables.
• Function Output: Comparison of output of function calls from students’ code with

correct code based on intelligently-generated test cases.
• Object Inspection: Experimenting with the success of certain object instantiations

and follow-up method calls or attribute checks.

All four problem templates come equipped with additional intelligent tolerance,
such as the option to ignore minor differences in whitespace in output, to automatically
perform type conversions, and to ignore rounding errors as deemed necessary.

4 Course Evaluation

In checking the credit-worthiness of the online course, we are concerned with learning
outcomes and student experience. Students should learn as much in the online course as
in the traditional, and the student experience should be at least comparably positive. To
check this, we performed a pseudo-experiment comparing students in two semesters of
this online for-credit course to the equivalent on-campus course.

4.1 Learning Outcomes

To evaluate learning outcomes, students in both the online and the traditional version of
the course were given the SCS1 computer science assessment as a pre-test and post-test
[11]. In this analysis, we investigated the effect that the AI-supported course may have on
students of different levels of prior experience.We compared students within four specific
subgroups: those who have previously completed a CS course (“Prior Expertise”), those
who have previously started by failed or withdrawn from a CS course (“Prior Experi-
ence”), those who are self-taught or otherwise have some informal experience (“Informal
Experience”), and thosewith no prior experience (“NoExperience”). Table 1 shows these
results.

We performed t-tests on each of these eight pairs. “Prior Experience” was statis-
tically significant at a = 0.05 (t = 2.14, p = 0.0445). “Prior Expertise” was statistically
significant at a = 0.10 (t = 1.84, p = 0.0699). No other differences were significant.
However, these subdivisions mean that the sample sizes are small and this data has
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been re-tested, and so replication in future semesters is needed. Additionally, this
analysis only evaluates starting points and outcomes, not learning gains: difference in
pre-test scores suggests students with prior expertise did not learn significantly more in
the online section than the traditional (+2.34 vs. +1.51), but students with informal
experience may have learned far more (+5.05 in the online version, +0.89 in the
traditional version). The sample sizes are too small, however, to include only students
who took both tests, and so this difference may be due to a response bias.

4.2 Student Experience

We asked students in both sections to evaluate their version of the course on a 7-point
Likert scale. We performed a two-tailed Mann-Whitney U Test on the distributions to
test for differences and summarized responses with interpolated medians. Online stu-
dents rated their version higher than traditional students (6.35 to 5.58) with statistical
significance (Z = –5.09, p < 0.01). When asking students to compare the class to other
courses, students rated the online course as comparing more favorably (6.07) than the
traditional course (5.37) with statistical significance (Z = –4.61, p < 0.01).

5 Conclusions

These evaluations support this AI-based MOOC-for-credit. Compared to a traditional
section, students in the online section learned as much (as assessed by pre-test and post-
test scores) while also reporting a higher student satisfaction. These empirical advan-
tages come alongside procedural and economic advantages as well. Due to the heavy
emphasis on AI-based grading and feedback, no teaching assistants are required to
administer the course (although support for office hours, recitations, and forums are
helpful). This, in turn, allows the course to be released in a self-paced MOOC because
there is no manual evaluation to mandate a human grading workflow. Finally, the
persistent nature of the MOOC mean that improvements carry over automatically to
future semesters: all work is an investment into all future semesters instead of only into
the current semester.

Table 1. Pre-test and post-test scores of both course versions by prior experience. Mean test
scores are bolded; sample sizes are italicized; standard deviations are unstylized.

Prior expertise Prior experience

Traditional Online Traditional Online

Pre-test 8.49 75 7.65 10.31 39 5.43 6.33 18 4.01 6.73 15 2.46
Post-test 10.00 37 5.92 12.26 39 4.74 7.11 9 5.90 11.43 14 3.84

Informal experience No experience

Traditional Online Traditional Online

Pre-test 9.41 41 5.46 7.95 22 4.16 5.40 103 2.14 5.22 46 2.27
Post-test 10.30 20 7.15 13.00 20 6.56 8.79 53 5.08 9.33 46 4.04
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Abstract. Boosting engagement with educational software has been
promoted as a means of improving student performance. We examine
two promising and relatively understudied manipulations from the realm
of gambling: the near-win effect and anticipation. The near-win effect
occurs when an individual comes close to achieving a goal, while antici-
pation refers to the build-up of suspense as an outcome is revealed (e.g.,
losing early vs. late). Gambling psychologists have long studied how near-
wins affect engagement in pure-chance games but it is difficult to do the
same in an educational context where outcomes are based on skill. We
manipulate the display of outcomes such that artificial near-wins are
introduced largely independent of a student’s performance. In a study
involving thousands of students using an online math tutor, we examine
how this manipulation affects a behavioral measure of engagement. We
find a near-win effect on engagement when the ‘win’ indicates to the stu-
dent that they may continue to the next lesson. Nonetheless, when we
experimentally induce near wins in a randomized controlled trial, we do
not obtain a reliable effect of the near win. We conclude by describing
manipulations that might increase the effect of near wins on engagement.

Keywords: Near-win · Educational applications · Anticipation

1 Introduction

The near-win effect is a manipulation that has been studied extensively in the
gambling addiction literature. This effect occurs when a player almost wins a
game, e.g., getting two cherries and a lemon in slot machine. Reid [1] argues
that near-win events are useful in skill-based games, such as darts, because they
provide feedback that winning is close. Even though such feedback is useless in
games of pure chance, Reid notes that gamblers still think they can influence the
outcome with behaviors such as whispering to the dice, choosing lottery numbers
carefully, or consulting books of lucky numbers. Differences in engagement are
often found between losing early (also known as a clear loss) and nearly winning.
c© Springer International Publishing AG, part of Springer Nature 2018
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For example, Reid cites a study in which subjects preferred a near-win over a
clear-loss. Reid’s own study also showed a trend in that direction. A comple-
mentary manipulation that often gets studied alongside the near-win effect is
anticipation, which refers to the build-up of suspense as an outcome is revealed.
For example, revealing cherry-cherry-lemon in that order drives expectations of
winning more than revealing lemon-cherry-cherry.

We explore whether the benefits of near-wins and anticipation transfer to an
educational context. We designed a novel manipulation of the near-win effect that
independently induces near-wins in a skill-based context, and we continuously
manipulate anticipation using Bezier-curve-based animations. Finally, we ana-
lyze the impact of those two manipulations on a behavioral measure of engage-
ment in a large-scale math-tutoring software used by thousands of students.

1.1 Related Research

In an educational setting, one wishes to maximize learning or performance on a
test. However, conducting experiments to evaluate learning is difficult; it requires
pre- and post-testing of students in a controlled setting. We use engagement
as a proxy for learning, with the assumption that greater engagement leads
to greater learning gains. Engagement has no precise definition and researchers
have operationalized it via surveys, such as the Game Engagement Questionnaire
(GEQ) [2], physiological measures, such as galvanic skin response, and behavioral
measures, such as voluntary duration of play, also known as persistence [3].

Researchers have explored the impact of various overt task-irrelevant game-
like manipulations on engagement in educational contexts. Cordova and Lepper
[4] looked at contextualization, personalization, and choice, Denny [5] studied
virtual achievements, and Katz et al. [6] investigated the removal of gamification
features. Less-salient or covert manipulations have been explored in video games.
Denisova and Cairns [7] manipulated players’ prior information about adaptive
AI in the game, and Khajah et al. [3] covertly assisted players in simple two-
dimensional casual games.

The near-win effect is also a subtle manipulation but it has not received
much attention outside of the gambling psychology literature. In gambling, near-
wins can be induced by rigging a slot machine to deliver a certain frequency of
almost-winning sequences. Kassinove and Schare [8] found that subjects vol-
untarily play a slot machine for longer when the proportion of near-wins is
medium, not too small nor too large. In education, Lomas [9] studied the effect
of close/far losses/wins on engagement in an fraction learning game used by
thousands of students. Lomas found that the number of additional exercises
attempted increased as the absolute difference between the target criterion and
the actual score decreased. However, Lomas’ work is observational, and with-
out randomized controlled trials we cannot determine whether near wins have a
causal effect.
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2 Experimental Manipulation

In this paper, we manipulate near-wins independently of actual performance
in a skill-based context. This enables assessment of the effect of near-wins on
engagement. We also vary anticipation by manipulating the temporal dynamics
of the animation that reveals a student’s performance score.

Woot Math R© [10], an interactive web-based fraction learning software used
by thousands of students, served as our platform to implement the near-win
and anticipation manipulations. In Woot Math, students engage in a series of
lessons where each lesson consists of a set of exercises that are chosen dynamically
depending on the student’s performance. After every lesson, a scorecard is shown
with a performance bar indicating the score and three goal posts corresponding
to thresholds for earning an additional star (Fig. 1). Between zero and three stars
can be awarded on any lesson, and the performance bar range is continuous in
[0, 3]. Through animation, the performance bar (the yellow coloring in the figure)
is filled from left to right, and then stars appear based on the goal posts and the
student’s score. Replay and continue buttons on the scorecard allow students to
retry the current lesson or return to a main lesson-selection screen.

The awarding of one star is of critical importance to students because they
cannot advance to the next lesson unless they score at least one star. The addi-
tional stars may be intrinsically rewarding to a student, but over the population
of students, the common goal is passing the threshold to obtain one star.

Fig. 1. (left) Post-lesson scorecard in Wootmath. (right) Examples of manipulating
anticipation for a given score. (Color figure online)

Near-wins are artificially induced at random. Artificially induced near-win
events boost the score to within 0.1 of the next goal post The score is not
manipulated if the student’s true score is already within 0.1 of the next goal
post—a natural near win—or is just over the goal post. The time course of ani-
mating the performance bar is determined by a parameter η ∈ [0, 1], which we
refer to as the ease-out magnitude; η controls the deceleration of the animation
as it approaches the target score. Figure 1 graphs the proportion of the perfor-
mance bar that is colored as a function of time for various ease-out magnitudes
and for various target scores. Animation duration depends on the score because
otherwise the mean speed would change, enabling prediction of the target score
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early on. We hypothesized that η = 1 produces more anticipation than η = 0
because in the case of near-wins, the first creates more anticipation as the ani-
mation slows down while the latter distributes anticipation evenly over multiple
goal posts.

Engagement is assessed by whether students replay the lesson.Students were
randomly assigned to a an ease-out magnitude η. Although students typically
practice over multiple sessions, we simply concatenate lessons from multiple
sessions to form one sequence per student for analysis.

3 Results

After excluding perfect and zero scores and instances where the student moved
on before the progress bar animation had completed, the dataset has 29,470 com-
pleted lessons from 5,953 students. The median number of lessons per student
is 3 (std. 6.54, range 1–124), over 2 sessions (std. 3.20, range 1–39).

Figure 2 shows the mean replay probability as a function of score (the graph
abscissa), type of near-win event—natural (first row) or induced (second row)—
and anticipation level—low, medium, high (left, middle, and right columns,
respectively). In each graph, as the score increases, there is a clear downward
trend in mean replay probability for both near-win and non-near-win lessons
(orange and blue bars, respectively). Students are most likely to replay follow-
ing lessons in which their displayed score is lower than 1.0—which makes sense
given that 1.0 is the criterion for advancing to the next lesson. These lessons

Fig. 2. Analysis of replay rates as a function of the displayed score. Each bar corre-
sponds to a score range (a, b), with a included and b excluded. Bar heights indicate
the mean replay probability of observations in the corresponding score range. Blue and
orange bars correspond to no-near-win and near-win events, respectively. Error bars
correspond to the 95% confidence interval for a binomial proportion, using Wilson’s
score interval. (Color figure online)
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also show a reliable near-win effect in case of natural near-wins but the effect is
not reliable for induced near-wins. One explanation is that students who achieve
natural near-wins may be more skilled than those who get induced near-wins
because the manipulation only induces near-wins when the score is not within
0.1 of a goalpost. It may also be that effective near-wins require high anticipation
to build suspense; the figure does show an unreliable trend that direction.

That students typically completed only 3 lessons (the median) was problem-
atic for the study of engagement. Also, the anticipation manipulation may not
have been effective in building suspense due to a duration limit of 3 s. For future
studies, we suggest completely de-coupling near-wins from performance (e.g., by
showing the student a fake class rank), and increasing the maximum animation
duration. If a near-win effect can be made to reliably influence behavior, les-
son replay can be encouraged or discouraged based on an adaptive controller’s
expectation of benefit to the student.

Acknowledgments. The authors would like to thank Krista Marks, Bill Troxel, and
Adam Holt from Woot Math for their help and cooperation in conducting this study.
The research was supported by NSF Grants SES-1461535 and DRL-1631428.
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Abstract. Attention is critical for learning, but difficult to sustain. Here, we
investigated the possibility of integrating a short mindfulness exercise into an
ITS to reduce mind wandering (MW)—an attentional shift from task-relevant to
task-irrelevant thoughts—and improve learning. Participants were randomly
assigned to engage with a 5-min auditory mindfulness exercise (experimental
group), a relaxation exercise (active control group), or nothing (control group)
before completing a 20-min (SD = 5.77) learning session from GuruTutor, a
conversational biology ITS. Participants self-reported MW in response to
pseudo-random thought probes during learning and completed pre- and posttest
assessments that measured learning. On average, participants reported MW on
25% (SD = 20%) of probes, but there was no evidence that MW rates or
learning varied across conditions. Our findings suggest that integrating this
mindfulness exercise did not improve attention or learning within the ITS.

Keywords: Intelligent tutoring systems � Mindfulness � Mind wandering
Learning

1 Introduction

Attention is a critical part of learning. It facilitates cognitive processes that are
important for comprehension, such as prior knowledge activation and inference gen-
eration [1]. Without maintaining avid attentional focus, learners are more likely to
engage in self-distracting behaviors that lead to superficial understanding of learning
content [2]. Here, we integrated a short mindfulness exercise—designed to enhance
attentional control—into an intelligent tutoring system (ITS) with aims to preemptively
reduce attentional lapses and improve learning.
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C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 176–181, 2018.
https://doi.org/10.1007/978-3-319-93846-2_32

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_32&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_32&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_32&amp;domain=pdf


Related Work. Attention lapses frequently. People spend at least 20–30% of their time
mind wandering (MW)—defined here as an attentional shift away from task-relevant to
task-irrelevant thoughts [3]—which is negatively associated with learning [4]. As one
illustrative example, participants learning from GuruTutor—a dialogue-based ITS that is
effective at promoting learning in biology [5]—reported MW on average once every two
minutes, andMWwas negatively correlatedwith learning [6]. Importantly,MWoccurred
even during themost interactive learning phase, a scaffolded dialogue betweenGuruTutor
and the learner. Further work with GuruTutor confirms the prevalence and influence of
MW in both lab [7] and classroom [8] contexts. Collectively, findings demonstrate the
need to develop strategies that combat MW to promote learning within ITS.

One promising strategy includes training in mindfulness—a mental state of inten-
tional focus on the present moment, such as on thoughts of kindness or breathing [9].
Mindfulness training, which typically involves long-range longitudinal practice, can
increase attentional control [10], reduce stress [9], lower emotional reactivity [11], and
improve learning [12]. Shorter mindfulness exercises may likewise improve vigilance
and reduce MW [13], although it is unclear whether findings are generalizable to
learning contexts. For instance, although novices can learn mindfulness practices [14],
the short- and long-term benefits of mindfulness training in students have yet to be
conclusively established [12].

Current Study. We asked whether integrating a short mindful exercise into an ITS
could enhance ITS effectiveness by promoting attention and learning. If successful,
mindfulness could be a quick, low-cost, and low-tech strategy to prospectively improve
attentional focus to a learning task. Accordingly, we integrated a short mindfulness
exercise into GuruTutor (described below) and tested its effectiveness on reducing MW
and improving learning.

2 Methods

Participants. Ninety-four undergraduate students from a Midwestern private univer-
sity were randomly assigned to three groups: mindfulness (n = 30), relaxation (active
control; n = 33), or no intervention (control; n = 31). Six participants from the
mindfulness group, four participants from the relaxation group, and one participant
from the no intervention group were excluded due to technical errors that prevented
data collection. Thus, analyses were based on 83 participants (Mage = 19 yr, SD = 1.1).

GuruTutor. GuruTutor [5] is an ITS designed to teach biology topics through col-
laborative conversations in natural language (Fig. 1). The tutor communicates via
synthesized speech and gestures, and students communicate by typing responses,
which are analyzed using natural language processing techniques. GuruTutor maintains
a student model throughout the session to provide tailored instruction.

GuruTutor began with a collaborative lecture covering basic information and ter-
minology relevant to the topic. Students then constructed a natural language summary
of the material, which was automatically analyzed to determine which concepts
required further instruction in the remainder of the session. For these target concepts,
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students completed skeleton concept maps—node-link structures that are automatically
generated from text—and a scaffolded natural language dialogue in which GuruTutor
used a Prompt ! Feedback ! Verification Question ! Feedback ! Elaboration
cycle. The session concluded with a cloze task requiring students to read and complete
an ideal summary of the topic by filling in missing information within the summary.

Experimental Manipulation and Procedures. Participants completed a multiple-
choice pretest to gauge prior knowledge on their randomly assigned biology topic.
Next, participants in the mindfulness group listened to a one-minute guided relaxation
exercise and a four-minute guided mindfulness exercise from a web-based application
(http://stopbreathethink.org). Participants in the relaxation group also completed the
guided relaxation exercise but then sat in silence for the remaining four minutes. Those
in the no intervention group received no intervention. Participants then interacted with
GuruTutor (Mtime = 20.0 min, SD = 5.77) on one of six randomly selected biology
topics (biochemical catalysts, protein function, carbohydrate function, osmosis, facil-
itated diffusion, and interphase), which were counterbalanced across conditions. Par-
ticipants concluded the session with a multiple choice posttest to assess learning gains.

Intentional (deliberate) and unintentional (spontaneous) MW [15] was measured
during the GuruTutor session using pseudo-random thought probes. The probes were
triggered every 90–120s, upon which GuruTutor paused until participants reported
MW with a key press. The entire experimental session was video recorded and lasted
about 1-h.

3 Results

Intervention Compliance. To assess fidelity of the intervention, three judges rated the
video recordings during the intervention phase (Cohen Kappa > .80) using a 1–3 scale
with 1 denoting proper intervention compliance and 3 denoting no compliance. One
participant in the nothing group and three participants in the mindfulness group did not

Fig. 1. Screenshot of GuruTutor in the collaborative lecture phase
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have video recordings, so their intervention compliance variable was treated as miss-
ing. This procedure resulted in average video rankings of 1.23 (SD = .612) for the
mindfulness group and 1.72 (SD = .882) for the relaxation group.

Learning. Performance on the pre- and posttests were computed as the proportion of
items answered correctly. A paired-samples t-test showed that pretest (M = .717,
SD = .176) and posttest scores (M = .809, SD = .141) were significantly different, t
(79) = 5.29, p < .001, d = .592, indicating that participants learned from GuruTutor.
A one-way ANOVA showed that, while pretest scores were consistent across biology
topics, F (5,77) = 1.03, p = .409, np

2 = .062, posttest scores did vary across topics,
F (5,74) = 3.96, p = .003, np

2 = .211. Next, we conducted a linear regression analysis
that modeled posttest performance with condition (3 levels: mindfulness, relaxation,
and no intervention [reference group]) as an independent variable and biology topic,
pretest scores, and time spent in GuruTutor as covariates. Intervention compliance
ratings were included as a categorical covariate (4 levels: 1 [reference group], 2, 3 and
0 [no video recording] to account for fidelity of treatment implementation. Important to
our main research question, the regression showed that posttest scores did not signif-
icantly vary across the mindfulness (M = .810, SD = .117; B = −.009; 95% CI =
−.075, .057; p = .789), relaxation (M = .817, SD = .134; B = .007; 95% CI = −.057,
.071; p = .820), and no intervention (M = .799, SD = .165) conditions.

MW Rates. On average, participants reported MW for 25% (SD = 20%) of the
thought probes, with 14% (SD = 13%) of responses reported as intentional MW and
11% (SD = 12%) as unintentional MW. We conducted the same linear regression
analysis as before with overall MW rate as the dependent variable, finding that it did
not significantly vary across the mindfulness (M = .275, SD = .193; B = .077; 95%
CI = −039, .194; p = .187), relaxation (M = .258, SD = .228; B = .021; 95% CI =
−.095, .136; p = .724), and nothing (M = .215, SD = .190) conditions. Repeating the
same analyses for MW type showed that intentional MW was similar across the
mindfulness (M = .050, SD = .135; B = .050; 95% CI = −.027–.128, p = .198),
relaxation (M = .006, SD = .146, B = .006, 95% CI = −.071, .083; p = .877), and no
intervention (M = .116, SD = .118) conditions. Likewise, unintentional MW was
similar across the mindfulness (M = .110, SD = .094; B = .027; 95% CI = −.045,
.099; p = .458), relaxation (M = .106, SD = .128; B = .014; 95% CI = −.057, .086;
p = .690), and no intervention (M = .099, SD = .136) conditions. Considered collec-
tively, findings indicate that the interventions did not affect MW rates.

4 General Discussion

We integrated a short mindfulness exercise into an ITS to assess as a possible strategy
to improve attention and learning. Our findings showed that learning gains and MW
rates were consistent across conditions, suggesting null effects. Still, mindfulness
training may be an effective strategy if several key challenges were addressed. First,
conceptualizing the effects of mindfulness within education is still unclear, and the
effects observed from long-term training may not easily generalize to short-term
approaches. Furthermore, the current work focused effects on self-reported MW and
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learning, but mindfulness training can also reduce stress [9] and lower emotional
reactivity [11]. Therefore, measuring other factors related to mindfulness training,
could provide a more comprehensive understanding of how integrating mindfulness
training could enhance ITS effectiveness.

Limitations. Thought probes are a validated approach to measuring MW [15], but
they require individuals to be mindful of their MW and respond honestly. It is possible
that incorporating a mindfulness exercise—which is designed to increase awareness to
the present moment [9]—confounded the reliability of self-reported MW across con-
ditions. Future investigations could measure behavioral markers to identify MW
without relying on self-reports [7, 8]. This approach could form the foundation for
integrating both preemptive as well as real-time intervention strategies to combat MW.

Conclusion. Given that attention is critical for learning, ITS should incorporate
strategies that facilitate attentional focus. Although our approach of integrating a short
mindfulness exercise did not significantly reduce MW or promote learning, our work
does suggest several critical challenges that should be addressed to optimize the use of
mindfulness training as a preemptive approach to enhance ITS effectiveness.
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Abstract. We report on the results of a study with 105 teachers about the
practice of question asking in German schools. Most teachers deploy questions
as an important teaching method, however, just a small number of them possess
systematic question asking techniques and prepare questions systematically for
their lessons. This is a motivation for us to propose a framework for question
generation, which is intended to help teachers prepare questions for their
lessons.
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1 Introduction

For school teachers, question asking is an indispensable teaching technique. Dillon [5]
investigated questions that were asked by teachers in 27 classes in six secondary
schools in the USA and reported that asking question accounts for about 60% of a
teaching session. The benefits of question asking in teaching are multifaceted and were
investigated in many research studies [8, 9, 13]. How do teachers ask questions in their
class? Which question asking methods are applied by school teachers? Indeed, teachers
could at-tend a training workshop or self-study some guidelines for effective question
asking [9, 10]. Some effective question asking strategies and techniques were proposed
and validated empirically. For example, Stahl [12] suggested that teachers should give
three seconds wait-time for each question to help students think about the question and
verbalize a good answer. With respect to adapting questions to students, researchers
reported controversial results. While Chafi and Elkhozai [3] suggested asking more
questions of higher cognitive levels, Chin [4] argued that questions of higher order
would not necessarily motivate students to give answers at the required level. Instead,
Chin proposed a cognitive ladder for question asking, where teachers should first ask
low order questions before starting with higher order questions. Unfortunately, this
cognitive ladder has not been validated yet. In this paper, we investigate the practice of
question asking in German schools. The collected best practice of question asking is
intended to serve to build a framework of automatic question generation, which may
help teachers prepare questions for their lessons systematically.
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2 Pilot Study

We conducted an online questionnaire study. The participation in the study was
anonymous and voluntary. Therefore, we can expect that teachers who participated in
this study were not under time pressure and gave their answers honestly. In order to
collect answers of teachers from different federal states of Germany, we announced our
survey using the “Education Servers”1 in Germany). 143 teachers participated in this
survey. Some of them did not complete the questionnaire, and thus their data had to be
eliminated. After eliminating incomplete questionnaire data, 105 complete data entries
remained. The questionnaire was divided into three sections. The first section was
intended to collect general data about the teacher. The second section concerned the
aims of asking questions and the frequently used specific question types. The third
section focused on the question strategies, i.e., when a question of which type should
be asked (e.g., sequence of questions of different types), the questioning techniques,
i.e., how a question should be asked (e.g., verbalization), the wait-time for students,
and the used question taxonomies (e.g., Bloom’s [1], Wilen’s [14]).

Table 1 summarizes results of the study. The participants reported that they had
long teaching experience (on average 19 years), and thus, their experience with
question asking is of high reliability. Teachers reported that they ask about 16 questions
and prepare about six questions for each teaching session. (Note, answers were given
based on the memory of participants. Thus, these numbers should be considered rather
an estimation of teachers than statistics.)

Regarding the aims of question asking, the result of this study is partly in accor-
dance with several reported research studies. A recent study conducted in Moroccan
schools reported that most questions are aimed to check the understanding of students
[3]. In addition, another aim of question asking found by this study is to recall factual
knowledge and to diagnose the difficulties of students. Another study [6] was con-
ducted to investigate the cognitive support of question asking practice in secondary
schools in Pakistan. 267 questions were collected and classified. Khan and Inamullah
[6] reported that 67% of questions serve to test the knowledge level as well as to recall
student’s memory, and 23% of questions are used to support the understanding of
students. Another study showed that about 10% of questions used by teachers are
intended to stimulate students’ thinking [2]. Our study also shows similar results in that
the participants use 10.66% of question for reflecting and critical thinking. We also
learn from the results of our study that in German schools, teachers deploy a large part
of questions to enhance motivation (19.29%) and to support student-teacher interaction
and maybe also student-student interaction (19.80%). To our best knowledge, these
results have not been reported in previous research studies regarding question asking.

Regarding special question types used by study participants, in addition to the most
frequently used question types (W-questions, open questions, questions using learning
subject specific operators), six teachers could only give examples instead of question
types. Four teachers stated that suitable question types depend on the learning/teaching

1 “Education Server” (“Bildungsserver” in German) is a platform in Germany, where information
about education in each federal state is published.
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subject, the age of students, and on a specific situation, for example, “questions vary
according to the grades,.., for younger students questions are verbalized in form of
request and rather sound friendly than imperative.”

Regarding the strategies of question asking (e.g., sequence of questions of different
types), 25.3% of participants (Table 1, Question 7) described their individual strategies
of question asking, which are very diverse. For example, one teacher described her
strategy that “questions should be asked from the simplest to the most complex” and
“involve the students with weak performance first, then students with the strong per-
formance”. Another teacher suggested asking questions “from most difficult to easiest”
and “from general to detail”. In the context of techniques of question asking (e.g.,
verbalization), similar to results of questioning strategies, 38% of participants have
questioning techniques (Table 1, Question 8), e.g., “raise motivation through discrep-
ancy”, “if possible, no decision question”, “expression should be diversified”. 64.4% of
participants do not know any question taxonomy. These results indicate that teachers
lack a systematic approach for question asking. A reason for explaining this phe-
nomenon might be that question asking has not been integrated in the curriculum for
teacher training. Aiming at balancing this deficit, we intend to develop a framework for
automatic question generation in order to help teachers (especially pre-service teachers
and teachers with least teaching experience) prepare questions for their lessons sys-
tematically and (in long term) internalize question taxonomies and some question types.

Table 1. Study results.

No. Question Results

1 Teaching subject 42.01% Nature Science; 31.6% Language; 21.18% Social
Science; 5.21% Sport

2 School level/type 42.86% Secondary level 1 (grade 5–10); 41.55% Secondary
level 2 (grade 11–12/13); 2.6% Vocational schools; 3.25%
special needs schools

3 Teaching experience Between 1 and 42 years, on average 19 years
4 No. questions/

teaching session
16 asked questions (6 prepared questions)

5 Aims of question
asking

22.83% Enhance understanding; 19.80% Support interaction;
19.29% Motivate/stimulate students; 6.6% Support analysis;
3.05% Examine/test; 5.08% Evaluate learning performance

6 Frequently used
question types

60%: No question types; 39.2%: Yes: W-questionsa (13
times), open questions (10 times), questions using subject
specific operatorsb (3 times)

7 Question strategies 74.7%: No strategy; 25.3%: Yes, with strategies
8 Questioning

techniques
62%: No technique; 38%: Yes, with techniques

9 Question taxonomy 64.4%: No question taxonomy; 31.6% Bloom’s; 4% Wilen’s
10 Wait-time On average, 1 min
a Not all W-questions in the German language are identical with W-questions in English.
b Question operators are verbs for defining tasks on each competency level of each subject.
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3 An Adaptable Framework for Question Generation

Since the strategies and techniques of question asking recommended by teachers
participated in the study are diverse and do not have features in common, it would not
be easy to integrate them into the framework for automatic question generation. Since
31.6% of the participating teachers know the Bloom’s question taxonomy, integrating it
into the framework for automatic question generation could make sense. To help
teachers apply question taxonomies and special question types systematically, our
proposed framework for question generation uses a set of question templates based on a
specific question taxonomy. To integrate frequently used question types in the
framework, a list of templates for W-questions may be specified. Open questions could
be deployed using the question classes “application” and “evaluation” of the Bloom’s
taxonomy or applying the six classes of Socratic questions [11]. Similarly, question
templates using operators for a specific subject could also be specified. Questions can
be generated using the specified tem-plates. The detailed description of the question
generation process is referred to [7].

The initialized question templates can be modified by teachers to adapt to their
students (e.g., according to students’ age). The question generation algorithm uses a
lesson topic as input and generates questions using the templates. The question gen-
eration process also considers relevant concepts related to a lesson topic by querying a
semantic/lexical database (e.g. ConceptNet, WordNet). Since many relevant concepts
may be retrieved from a semantic/lexical database, and thus many questions may be
generated by integrating the retrieved concepts into the pre-specified question tem-
plates, approaches for ranking the relevance of generated questions need to be
researched. In this paper, we investigate the applicability of the vector space model
approach, because it suites to the questions generated by our framework. A detailed
description of this ranking algorithm is available in [7]. To research whether the vector
space model based ranking algorithm contributes to more relevant questions, we
integrated that algorithm into the framework for question generation. We used the
German version of the semantic database ConceptNet to retrieve relevant concepts
related to a lesson topic. We acquired participants (computer science teachers) for this
study by contacting 25 schools in Berlin and via the “Education server” platform of
each federal state in Germany. There were ten participants: nine computer science
school teachers and one university professor. Since the professor taught computer
science, this participant was also included in the analysis. The participants had an
average of 11.7 years of teaching experience. One participant had problems to access
the system, hence, nine subjects remained in this study. We collected sixteen lesson
topics that participants input into the framework for question generation: HTML,
Encryption, Java, Algorithm, Automaton, Object, Parser, Grammar, Recursion, Net-
work, Database, Compiler, Object-oriented programming, Turing machine, Byte,
Programming. Out of all the generated questions, 171 questions were selected as useful
by the participants. Then, we compared the number of selections made by participants
against the ranking position calculated by the ranking algorithm. The ranking algorithm
demonstrated mixed results. For example, for the lesson topic “HTML”, the related
concept “Xhtml” was ranked on the first place, followed by the concepts “Tag” and
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“Element”. The questions generated using the concept “Xhtml” were marked as useful
23 times by participants, followed by the concepts “Tag” with eight times, and “Ele-
ment” with six times. This might indicate that the ranking algorithm resulted in good
accuracy for the lesson topic “HTML”. For the lesson topic “network”, the related
concepts of the first two places “Net” and “Internet” yielded questions with most
selections as useful questions. However, questions, which were generated using con-
cepts on the 3rd and 4th ranking places (“System” and “Computer network”) were not
totally in agreement with the selection by participants. Concepts (“Al Qaida”, “Terror
network”, “Client”, “Link” “Backbone”, “Terror cell”) on the ranking place from 5 to
10 were least marked as useful by participants. Thus, for the topic “network”, the
ranking algorithm achieved relative good performance. However, the concepts “Al
Qaida”, “Terror network”, “Backbone”, “Terror cell” should have been eliminated by
the ranking algorithm, because they do not belong to the context of Computer Science.
The problem is that the concept “network” is related with different contexts in the
ConceptNet database. Thus, we plan to improve the ranking algorithm by distin-
guishing the context of related concepts.
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Abstract. Automated identification of soft skills requirements in the
marketplace has been sparse at best despite the recognition of the impor-
tance of soft-skills in a successful career. We propose a data-driven app-
roach based on deep learning to identify the soft skills requirements from
job descriptions with almost 80% accuracy. We show that the capabil-
ities requirements change as employees transition from one position to
the next, and also as organizations transform from one focus area to
another.

1 Introduction

There is an increased recognition of the importance of soft-skills in the workplace
because these skills are hard to automate, and are the only portable skills in an
environment of rapidly changing technical job requirements. Identification and
matching of professional capabilities (soft skills) to those of job requirements has
remained a significant challenge. This work presents an AI-based data-driven
approach along with natural language processing to automatically identify the
professional capabilities (or soft skills) from given job requirements. We start
with an introduction to the capability framework used in identifying soft-skills.

2 Capability Framework

We use the capability framework by DeakinCo which extends the result of the
2015 The Economist Intelligence unit research program [1] to include a number
of critical capability standards expected in professional practice. This framework
is also aligned with the Australian Qualifications Framework [9].
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This framework includes ten core professional capabilities: (1) Self Man-
agement, (2) Digital Literacy, (3) Teamwork, (4) Communication, (5) Emo-
tional Judgement, (6) Problem Solving, (7) Innovation, (8) Critical Thinking,
(9) Global Citizenship and (10) Professional Ethics), and four leadership capa-
bilities: (1) Lead and Develop People , (2) Empower Others, (3) Adapt and
Change, (4) Drive Strategic Results. The details of these can be found in [1].

In the following sections, we describe an innovative data-driven approach to
profiling jobs for these capabilities.

3 Data-Driven Approach

Our dataset consists of 100,000 job postings downloaded from an online jobs
site (www.applyq.com). These job postings are distributed unevenly across 185
professions, 4,050 companies, 52,548 job titles, and 118 countries.

We randomly selected 1000 job postings for classification model training, seg-
mented each job description into meaningful sentences (total of 19,701). Each
sentence could have zero, one or more capabilities associated with it. Zero capa-
bilities indicates that the sentence describes the organization or perks/benefits
of the position. Such sentences were given a specific class label.

We asked two domain experts to annotate all sentences with appropriate
capabilities class labels. Clearly, the two experts did not always agree on all the
labels, given the subjective nature of capabilities definition. To train our model,
we use only the annotations that both annotators agreed on (17,502 sentences).

Capability extraction was done using the following MLC approaches. The
first method implemented is the typical CNN, similar to the one described in
[5]. The network is configured with ReLUs in the hidden layer, filter windows of
1, 2, 3, 4, 5 with 64 feature maps each, a dropout rate [8] of 0.5, �2 regularization
of 0.01, a mini-batch size of 64, and softmax function as the activation function.
Each word in input sentences is converted to a pre-trained word vector using the
publicly available word2vec vectors of 300 dimensions [7].

The second method implemented was the ADIOS architecture with CNN
features [2]. The features extracted from the CNN experiment described above,
are used as input features. Next, the capabilities were split into two partitions: (1)
the bottom-level consisting of a hidden layer of 1024 ReLU nodes and sigmoidal
output layer for the four labels with more than 1000 samples (i.e., C,D,T, and
CT), (2) hidden layer for the remaining six capabilities consisted of 2048 ReLU
nodes followed by a sigmoidal output layer. Note that unlike [2], no Markov
Blanket Chain was used to determine the partition as we know the structure of
our labels. A dropout rate of 0.5 was used to avoid overfitting.

The third approach, as shown Fig. 1, is a hierarchical system that builds
on IBM Watson Natural Language Classifier (NLC) [4], a tool integrates CNN
with a number of advanced techniques to capture the interdependencies between
labels [6]. With a sentence as an input, the first step is a binary classifier, which
identifies whether a sentence has a capability or not. If a sentence is found to
indicate capabilities, we further exclude sentences that describe the employer
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(by determining if the subject of the sentence is the hiring company or the
position). We implemented this rule using Alchemy API [3].

If a sentence is relevant and it indicates the capability requirements for the
candidate/position, then it is sent to the next step to detect specific capabilities.
Due to skewness of the dataset, we split capabilities into two groups, one for
high volume capabilities and the other for low volume capabilities. Accordingly,
we train two NLC models. Sentences are sent to Classifier L2 to determine capa-
bilities C, D, T, CT or “Others”. If “Others”, then the sentence will continue
to Classifier L3 to detect the remaining capabilities. The capability at the job
posting level is defined as the union of all the capabilities at the sentence level.

Fig. 1. Capability extraction architecture

Performance Evaluation. For evaluating the classification performance, we
applied 4-fold cross validation: 75% of the job postings data for training and the
rest 25% for testing. As shown in Table 1, the job-level classification performance
of the three classifiers is almost equivalent. In our experiments, we set a minimal
recall rate for each capability, then decide the confidence threshold for each
capability, and finally pick capabilities that are above their respective confidence
thresholds. Without taking into account error propagation from the classification
pipeline, each individual NLC model can achieve in general good recall rates.
Thus, the minimum recall rate is set to 70% to tune the confidence thresholds1.

The performance of high-volume capabilities (C, D, T, CT), is very good
(both precision & recall above 80%) because these capabilities may be mentioned
many times in a job posting. However, the low-volume capabilities, are usually
mentioned just once in a job posting and thus the end-to-end performance is more
prone to the errors propagated through the classification pipeline. In general,
the end-to-end performance is still reasonably good considering all the noisy job
posting descriptions as our input. NLC achieved slightly better performance and
hence is used in the remainder of the paper.

The following analysis is agnostic to the specific classifier used as long as
performance is comparable.

1 In the experiments with CNN and ADIOS, the minimum recall rate is set to 60%
since their recall rates are a little lower.



190 R. Liu et al.

Table 1. Classification performance comparison at job level, with best scores
highlighted

Capability Name Size NLC ADIOS CNN

Prec Recall F1 Prec Recall F1 Prec Recall F1

C Communication 2027 0.94 0.93 0.93 0.93 0.91 0.92 0.93 0.94 0.93

D Drive strategic results 1335 0.80 0.90 0.85 0.80 0.88 0.84 0.83 0.87 0.85

T Teamwork 1029 0.84 0.88 0.86 0.84 0.86 0.85 0.83 0.90 0.86

CT Critical thinking 1005 0.86 0.83 0.84 0.81 0.82 0.81 0.84 0.81 0.82

PS Problem solving 534 0.84 0.88 0.86 0.84 0.79 0.81 0.84 0.83 0.83

E Empower others 280 0.67 0.71 0.69 0.57 0.68 0.62 0.62 0.74 0.67

EJ Emotional judgement 402 0.82 0.74 0.78 0.79 0.81 0.80 0.77 0.78 0.77

L Lead & Develop people 606 0.68 0.71 0.69 0.64 0.83 0.72 0.61 0.83 0.70

SM Self management 213 0.65 0.66 0.65 0.85 0.59 0.70 0.92 0.71 0.80

PE Professional ethics 386 0.78 0.80 0.79 0.64 0.76 0.69 0.75 0.77 0.76

4 Job Capability Profile Analysis and Conclusion

Job capability profiles are created from the 100,000 job postings, by grouping
the jobs by the meta data dimension of interest (e.g. job title, industry), and
calculating the percentage of jobs that require a specific capability. Figures 2 and
3 show the profiles for IT Project Manager vs. Software Engineer and IT Project
Managers vs. Sales Managers. As explained in the captions, these profile differ-
ences are what we would expect given the job requirements, thus demonstrating
the validity of our approach. Next, we compare profiles by profession in Fig. 4 for
IT and Healthcare. Both professions highly demand C (Communication) capa-
bility, and differences are explained in the caption. However, if we consider the
subset of IT jobs within the healthcare profession (Fig. 5), professional capability
requirements show a significant jump in all capability requirements.

Fig. 2. Project Managers are more often
required to have D (Drive Strategic
Results), EJ (Emotional Judgement), L
(Leadership) and T (Teamwork) Capa-
bilities, while software engineers will
need higher technical expertise.

Fig. 3. IT project managers more often
require CT (Critical Thinking), PS
(Problem Solving) and T(Teamwork),
whereas Sales managers require EJ
(Emotional Judgement) capability,
while all others are similar.
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Fig. 4. Heathcare more often requires
higher PE (Professional Ethics), E
(Empower Others), whereas IT profes-
sionals more often require PS (Prob-
lem Solving), CT (Critical Thinking),
T (Teamwork) and D (Drive Strategic
Results).

Fig. 5. Professional Capabilities profile
of IT, Heathcare, and IT professional in
Healthcare - almost all the capabilities
requirements for IT in Healthcare are
greater than those required by either
IT or Healthcare individually.

Our new approach to profile professional capabilities (soft-skills) across job
descriptions using natural language processing (with an accuracy of almost 80%),
shows that the capabilities requirements change as organizations transform from
one focus area to another. This work could be extended to identifying capabilities
of people (instead of jobs), matching the capabilities to suggest best matches for
jobs and/or candidates, and for identifying the skill gaps.
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Abstract. In this paper, we present an LSTM approach to assess free
short answers in tutorial dialogue contexts. A major advantage of the
proposed method is that it does not require any sort of feature engineer-
ing. The method performs on par and even slightly better than existing
state-of-the-art methods that rely on expert-engineered features.
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1 Introduction

A major limitation of previous semantic similarity approaches [1,2,6,9,10] to
assessing such student answers is the assumption that student answers are
explicit, self-contained statements that can be used in as-they-are when com-
pared to the benchmark, expert-generated responses. That is definitely not the
case as student answers vary a lot in their level of explicit information they
contain due to differences in knowledge levels and verbal and cognitive abilities
among students as well as the very nature of human conversation in which utter-
ances are heavily contextualized by the previous dialogue history. Indeed, the
variation in explicitly information is even more extreme in conversational tutor-
ing environments where students make frequent use of pronouns and ellipsis. For
instance, Niraula and colleagues [13] analyzed tutorial conversational logs and
showed that 68% of the pronouns used by students were referring to entities in
the previous dialogue turn or in the problem description.

Table 1 illustrates the diversity of student answers in terms of explicit infor-
mation. The table shows four different correct student answers to the same ques-
tion asked by the state-of-the-art intelligent tutoring system (ITS) DeepTutor
[14,15]. Evaluating these student answers (A1–A4) using a standard semantic
similarity approach [5,16] would yield similarity scores of 0.37, 0.44, 0.5 and 0.83,
respectively, which are quite different considering that student answers A1–A4
are all correct responses. As expected, traditional methods are biased towards
complete student answers such as A4. The other student responses (A1–A3)
c© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 193–198, 2018.
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require more than the student answer to be properly assessed; that is, context
must be considered because these student answers imply information available
in the previous context. For instance, the noun “forces” in the student answer
A1 refers to the forces that the truck and the car apply on each other. How-
ever, the truck and car need to be inferred from the context as they are not
explicitly mentioned in the student response A1. Similarly, the pronoun “they”
in answer A2 refers to the amounts of forces exerted by the car and truck on
each other. Answer A3 is elliptical - it is an incomplete statement whose missing
parts are implied by the context. Context is required in this case as well in order
to properly assess it. Our approach presented here aims at handling such heavily
contextualized student responses.

Bailey and colleagues [3] used the previous question text as context for
implicit pronoun resolution and distinguished between new and given concepts.
Banjade and colleagues [4] developed a dataset called DT-Grade for assessing
student answers in context. They also presented a simple logistic regression
model where they computed the similarity score by weighing words in the student
answers based on context. Maharjan and colleagues [11] presented a Gaussian
Mixture Model (GMMs; [12]) method that used a number of context aware fea-
tures based on counts and word weighted lexical and alignment similarity scores.
We present here an LSTM-based network approach for handling student answers
in context. Specifically, we handle context inherently by utilizing LSTM layers
([7]) to capture long-term dependencies between a target student answer to be
assessed and the previous context in which that answer was generated by the
student.

Table 1. An example of a problem and student answers to a tutor question.

Description

Problem description (PD): While speeding up, a large truck pushes a small
compact car.

Tutor question (TQ): How do the magnitudes of forces they exert on each other
compare?

Reference answer (RA): The forces from the truck and car are equal and opposite.

Student answers (SA):

A1. The magnitudes of the forces are equal and opposite to each other due to

Newtons third law of motion.

A2. they are equal and opposite in direction

A3. equal and opposite

A4. the truck applies an equal and opposite force to the car.
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2 Approach

Figure 1 illustrates our approach based on an LSTM network architecture. We
generate a tri-letter vocabulary (size 1,147) from all the words in the DT-Grade
dataset (see Sect. 3) and use the vocabulary to encode the words as vectors [8].

Fig. 1. LSTM model architecture with tri-letter word encodings.

The input consists of the extended student answer which is the result of
concatenating the previous context, i.e., the related problem description and the
previous tutor question, to the student answer. For example, an extended answer
based on the student answer A1 in Table 1 will be [PD,TQ,A1]: “While speeding
up, a large truck pushes a small compact car. How do the magnitudes of forces
they exert on each other compare? They are equal and opposite in direction”.
The second input is the expert provided reference answer RA: “The forces from
the truck and car are equal and opposite.”. The input is a sequence of words
which are represented as word vectors. In both figures, X = [x1,x2, ...,xn] and
X ′ = [x’1,x’2, ...,x’n′ ] represent the sequential inputs [PD,TQ,SA] and RA,
respectively, where xi and x′

i indicate the word vector representations for words
wi and w′

i, respectively. n and n′ refer to the length of the sequence X and X ′.
It should be noted that not extending the expert provided reference answers
with contextual information was a conscious design decision - these answers
are typically self-contained, i.e. they do not require an expansion to recover
implied information. Further, the network consists of two LSTM components
corresponding to the two sequential inputs. The first LSTM component generates
an embedded representation output hn at time step n (end of sequence X) while
the other LSTM component generates an embedded representation h’n′ at time
step n′ (end of sequence X’). We generated an embedded representation of both
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the extended student answer and the expert provided reference answer [hn,h’n′ ]
by concatenating both LSTM outputs. This embedding is then fed to a dense
softmax layer via a dropout layer to produce an output classification vector y
which represents the correctness class for the given student answer instance. The
student answers in our case can fall into one of the following correctness classes:
correct, partially correct, incorrect or contradictory.

Table 2. Performance of The LSTM Models.

Model F-measure Accuracy (%) Kappa

Logistic Model [4] - 49.33 0.22

GMM Model [11] 0.58 58.2 0.40

NN 1 (50 LSTM cells, Tri-letter word encodings) 0.53 53.3 0.33

NN 2 (100 LSTM cells, Tri-letter word encodings) 0.55 55.4 0.36

NN 3 (50 LSTM cells, Pretrained GloVe embeddings) 0.6 60.11 0.42

NN 4 (100 LSTM cells, Pretrained GloVe embeddings) 0.62 62.22 0.45

3 Experiments and Results

DataSet: We use the DT-Grade [4] corpus to evaluate our approach. DT-Grade
consists of 900 student responses gathered from an experiment with the DeepTu-
tor intelligent tutoring system [14,15]. The student answers were annotated with
one of the four correctness labels, namely, (i) Correct, (ii) Correct-but-incomplete,
(iii) Contradictory and (iv) Incorrect.

We experimented with four different types of neural networks by varying the
number of LSTM cell units and type of word vector representation (see Table 2).
We used a batch of size 30 and a dropout rate 0.5 empirically. We used a 10-fold
cross validation methodology for evaluating trained networks.

The results shown in Table 2 indicate that increasing the number of LSTM
cell units while keeping other factors constant improved the performance of the
underlying model, in general (NN 1 vs NN 2, NN 3 vs NN 4). Next, we found
that using pre-trained GloVe embeddings over tri-letter encodings improved the
network performance (NN 1 vs NN 3, NN 2 vs NN 4). This result suggests that
using pre-trained word embeddings such as GloVe to represent words is useful.
Such word embeddings are typically developed from a large corpus of text and
therefore can better represent word semantics than simple word-based or tri-
letter based one-hot encodings.

We also note that all our neural networks performed better than a logistic
model based on a single sentence similarity computed using a word alignment
method which weights words based on context [5]. None of our networks using tri-
letter word encodings outperformed the GMM based method [11]. On the other
hand, NN 3 and NN 4 with pre-trained GloVe word embeddings did outperform
the state-of-the-art methods on the DTGrade dataset. The best model NN 4
yielded an average F1-score of 0.62 and average accuracy of 62.2% and a kappa
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of 0.45. A larger training dataset may lead to better results for both the tri-letter
models and the GloVe models.

4 Conclusion

We presented in this paper a novel deep learning approach using LSTM to
assess free student answers in tutorial dialogues by taking context into account.
The approach outperforms state-of-the-art methods evaluated on the DTGrade
dataset.

Our approach is particularly useful because student answers can vary signifi-
cantly in the level of explicit information they contain. Additionally, it does not
require the tedious task of manually crafting features. We plan to further our
investigation of using deep neural networks for assessing students’ freely gener-
ated responses. In particular, we plan to combine the proposed solution with an
alignment based solution such that besides a holistic outcome such as Incorrect
or Contradictory we also generate an explanation for the decision which would
enable dynamic and automatic generation of personalized hints.

Acknowledgments. This research was partially sponsored by the University of Mem-
phis and the Institute for Education Sciences under award R305A100875 to Dr. Vasile
Rus.
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Abstract. Affect detection in educational systems has a promising future to
help develop intervention strategies for improving student engagement. To
improve the scalability, sensor-free affect detection that assesses students’
affective states solely based on the interaction data between students and
computer-based learning platforms has gained more and more attention. In this
paper, we present our efforts to build our affect detectors to assess the affect
changes instead of affect states. First, we developed an affect-change model to
represent the transitions between the four affect states; boredom, frustration,
confusion and engagement concentration with ASSISTments dataset. We then
reorganized and relabeled the dataset to develop the affect-change detector. The
data science platform (e.g., RapidMiner) was adopted to train and evaluate the
detectors. The result showed significant improvements over previously reported
models.

Keywords: Affect change � Affect states � Sensor-Free
Educational data mining

1 Introduction

The intelligent tutoring systems have come to force in recent years, especially with the
rise of affective computing that deals with the possibility of making computers to
recognize human affective states in diverse ways [1, 2]. The relationship between the
students’ emotions and affective states and their academic performance, the college
enrollment rate, and their choices of whether majored in STEM field has been revealed
through learning data captured by these tutoring systems [3–6].

In this paper, we attempt to enhance sensor-free affect detection derived from the
existing psychological studies. Previous affect detectors have focused on single
affective states and used a clip slice of learning data captured by the learning system as
a data sample for model training and testing. We focus on the changes of affective
states, reorganize the dataset to emphasize the transitions among the affective states and
verify whether the models of affect changes can produce a better predictive accuracy
than those prior algorithms.
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2 Dataset

This work adopts the dataset drawn from the ASSISTments learning platform to
evaluate our proposed approach to detecting affective states. Most of the previous
papers have mentioned the concern of the imbalance issue of the dataset and developed
resampling methods to solve this problem [7, 8]. However, none of them illustrated the
imbalance issue explicitly and did not provide much detail regarding the resampling
methods. However, the resampling methods have a significant influence on the per-
formance of machine learning algorithms adopted by previous affect detectors.
Therefore, transparent detail regarding resampling methods is needed to increase the
confidence of the affect detectors.

Since this paper focuses on the transitions among the four types of affective states,
we also conducted statistical analysis of these transitions. Figure 1(a) represents the
transition between affective states of students. Table 1 illustrates the statistical analysis
of the students who did/not experienced affect changes. We examined the students who
were always confused or bored, none of their number of the clips are longer than 3.

The analysis in Table 1 has two implications. First, we can simplify the models to
four types of transitions; (Always Concentrated), (Concentration ˂˃ Confusion),
(Concentration ˂˃ Bored), and (Concentration ˂˃ Frustration), which is equivalent to
the trained models in previous work [7]. Second, down sampling the clips of the
students who were always concentrated should be an excellent solution to solve the
imbalance issue, because the clips without affect change should have reliable feature
distribution that is not influenced significantly by the down sampling process. Based on
these implications, we developed our method to build the affect detectors for detecting
affect changes rather than states.

Fig. 1. (a) The affect-change model. (b) Illustration of the organizing and labeling process of 3-
clip (up) and 2-clip (down) dataset. (student number: 4)
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3 Methodology

According to our affect-change model, we reorganize and relabel the dataset, and then
generate two types of the dataset with new format and labels. We adopt the RapidMiner
[9] as the model training and testing platform, and test six training models; Logistic
Regression, Decision Tree, Random Forest, SVM, Neural Nets, and AutoMLP. To
conduct a fair comparison with previous work, we keep the settings for trained models
as the same as previous work [7].

Based on the affect-change model, we developed two types of organizational
strategies for the dataset, called “3-clips” and “2-clips” data format as shown in Fig. 1(b).
It is noteworthy that we conduct a down sampling process on the clips that are always
concentrated. The data organization with down sampling process solved the imbalance
issue of the original dataset.

To facilitate the comparable experiments with previous work, we adopted the same
data science platform, RapidMiner, as the tool for model training and testing. The
selected models include Logistic Regression, Decision Tree, Random Forest, SVM,
Neural Nets, and AutoMLP. All models are evaluated using 5-fold cross-validation,
split at the student level to determine how the models perform for unseen students.
These training and testing strategies were set up as the same as previous work [7].

4 Results

The evaluation measures for the results of each of our models include two statistics,
AUC ROC/A’ and Cohen’s Kappa. Each Kappa uses a 0.5 rounding threshold. The best
detector of each kind of affect change is identified through a trade-off between AUC
and Kappa. The performance of efficient model is compared in Tables 2 and 3. In all
the detectors, the models trained by SVM performed better than others both AUC and
Kappa wise. There is no much difference between the raw data and average data. Most
of the evaluation measures are close to each other. The only difference is that for 3-clip
data, AutoMLP performs slightly better than neural nets. To save the computation
complexity, we prefer to choose the average data to reduce the data dimension.

Table 1. The students who did/not experienced affect changes.

Affect change Number of students Percentage of students

Always concentrated 511 67.60%
Always bored 7 0.93%
Always confusion 1 0.13%
Always frustration 0 0%
Concentration ˂˃ Confusion 58 7.67%
Concentration ˂˃ Bored 126 16.66%
Concentration ˂˃ Frustration 53 7.01%
Bored ˂˃ Confusion 15 1.98%
Confusion ˂˃ Frustration 7 0.93%
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5 Conclusion and Future Work

In this paper, we attempt to develop an affect-change model to build the relationship
between the domain knowledge and the learning dataset previously studied using
traditional feature engineering and machine learning algorithms. Our future work will
include (1) developing models integrating semantic context to identify the affect states,
(2) verifying and validating the trained models in population studies, such as Black-
board System that has collected plenty of interaction data at University of Maryland,
Baltimore County, (3) combining sensor-free models and sensor-based models to
develop more robust and flexible systems.
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Abstract. Chat conversations between more than two participants are
often used in Computer Supported Collaborative Learning (CSCL) sce-
narios because they enhance collaborative knowledge sharing and sustain
creativity. However, multi-participant chats are more difficult to follow
and analyze due to the complex ways in which different discussion threads
and topics can interact. This paper introduces a novel method based on
neural networks for detecting implicit links that uses features computed
with string kernels and word embeddings. In contrast to previous exper-
iments with an accuracy of 33%, we obtained a considerable increase
to 44% for the same dataset. Our method represents an alternative to
more complex deep neural networks that cannot be properly used due to
overfitting on limited training data.

Keywords: Computer Supported Collaborative Learning
Natural Language Processing · String kernels · Neural networks
Implicit links

1 Introduction

With the latest technological advancements occurring at an increased pace, com-
munication between individuals has slowly moved to social networking platforms
or standalone chat environments. In education, chat technologies provide an
alternative means of communication for distant learners and they are quite fre-
quently employed as a supplement to traditional, in class, learning activities.
However, the existence of multiple discussion threads make chat conversations
difficult to understand and follow, especially for larger groups of participants.
Some of the applications designed to support multi-participant chats provide
functionalities to manually annotate a set of referred contributions whenever
c© Springer International Publishing AG, part of Springer Nature 2018
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the speaker creates a new utterance [1]. These annotations are called explicit
links between chat utterances and are added by participants in real-time during
the conversation.

Although explicit links are an useful facility for CSCL chats, they are not
always enough for structuring complex conversations with several discussion
threads evolving in parallel. Despite the annotation facility offered by some
environments, sometimes participants prefer not to annotate every utterance
as this process reduces the speed of writing new contributions, or they consider
it is not necessary, because the implicit link is obvious. Thus, an automated
mechanism to discover implicit links between utterances is necessary to improve
the readability of a multi-participant chat. This can be done with the help of
Natural Language Processing (NLP) techniques, which support the automated
parsing and partial understanding of texts, as well as the estimation of semantic
similarity scores between different units of texts [2].

This paper introduces a supervised approach to identify implicit links using
string kernels and neural networks, previously used for answer selection [3]. This
method improves performance compared to previous studies employing both
semantic models and semantic distances computed using the WordNet ontology
[4,5].

2 Related Work

The process of manually annotating conversations with explicit links has two
main limitations: (a) it is time consuming and it may disturb the participant
to focus on the conversation; and (b) it may be subjective to users’ preferences.
Mechanisms for automated annotation of links have been designed to replace
or to supplement the manual labour performed by chat participants. As the
links discovered by such algorithms and techniques are not explicitly added by
users, the process is called implicit links detection [6] or chat disentanglement
[7]. Previous experiments performed by Gutu et al. [4] used semantic distances
based on the WordNet ontology, together with semantic models in order to
determine the optimal window (in terms of distance or time) to identify implicit
references in CSCL chats. The utterance belonging to the current window that
had the highest semantic similarity score with the referred utterance was chosen
as its implicit reference.

Recent advancements in NLP have been obtained by employing neural net-
works architectures for various tasks. Their main advantage is the ability to
automatically extract complex combinations of features from simpler inputs,
such as word embeddings or syntactic dependencies. By using Recurrent Neural
Networks, Mehri and Carenini [8] managed to surpass all previous results on a
chat disentanglement dataset. String kernels [9] represent an efficient method
for comparing documents by working at character level on different sized char-
acter n-grams. The most frequently used kernel functions are the spectrum,
presence, and intersection kernels [10], all of which are based on the number of
occurrences of shared character n-grams. Combining multiple kernels in a super-
vised manner has been studied at large and results show that multiple kernel
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methods are capable of surpassing single kernel methods for various tasks, includ-
ing protein fold prediction and digit recognition [11]. Adding non-linearities to
string kernels was hinted in the work of Beck et al. [12] and Masala et al. [3].
The latter proposed a simple network architecture that combines string kernels
with non-linear functions that was successfully used for question answering.

3 Method

The corpus used for this experiment consists of 55 chat conversations among
undergraduate Computer Science students enrolled at University Politehnica
of Bucharest [4]. Students had to debate about web technologies supporting
collaborative work and how theie benefits can be efficiently used by a software
company.

Two methods were considered for the matching process between the auto-
matically detected implicit links and the manually annotated explicit links. The
first one is the exact match in which the two referenced utterances are iden-
tical. The second one is the in-turn matching - i.e., the detected implicit link
belongs to a uninterrupted block of subsequent utterances written by the same
participant as the manually annotated explicit link [5].

One of our main insights is that links between utterances in chats perpetuate
the topic under discussion in a similar manner to how an answer connects to a
question. Exploiting this resemblance, we propose a neural model adapted from
the similar task of answer selection. Given a question and a set of possible
answers, usually a document or a set of documents, answer selection involves
detecting the correct answer (either the most suitable sentence from a single
candidate document or the most suitable document from a set of candidate
items). Inspired from the architecture initially proposed by Masala et al. [3], we
aim to find a combination of different string kernels to embody the notion of
implicit links between utterances. The neural network is trained to compute a
score for each candidate utterance and the previous utterance with the highest
score is marked as the implicit link to the current one.

We use a total of 15 string kernel functions by combining three types of string
kernels (spectrum, intersection and presence) with five n-gram ranges: 1–2, 3–
4, 5–6, 7–8, and 9–10. We concatenate all the obtained values into a feature
vector for each pair of utterances. Over these feature vectors we train a classifier
based on a feed-forward neural network with one hidden layer. The network is
used to compute a score for each utterance that is a candidate for an implicit
link, candidates being samples from previous utterances. The utterance with
the highest score is selected as implicit link. For these experiments, the hidden
size of the network was set to 8 neurons and we used a batch size of 100, in
combination with Adam optimizer for training. The objective function is the
hinge loss as defined by Hu and Lu [13], with the margin M set to 0.1.
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4 Results and Conclusions

We evaluate our method on the dataset described in the previous section by
comparing our supervised neural model with state-of-the-art methods used for
detecting implicit links and answer selection. For all supervised models in this
section, we have employed a 10-fold cross-validation. In addition to string kernel
features, we have also added semantic features computed using word embeddings
(i.e. word2vec [14] pretrained on the Google News Dataset and GloVe [15] trained
on Wikipedia 2014 dump) and chat specific features such as the distance in
time and in-between utterances between the current turn and each implicit link
candidate. For computing string kernels we employed an open-source library1.

Table 1. Performance of the proposed method for implicit link detection (Exact match-
ing - first row & In-turn matching - second row).

Window (utterances) 5 10

Time (mins) 1 2 3 1 2 3

Path Length Similarity [4] 32.44 32.44 N/A 31.88 31.88 N/A

41.49 41.49 40.78 40.78

NN using sk + sem 36.45 36.90 36.00 36.68 35.10 31.26

38.14 40.47 40.29 38.14 38.26 34.76

NN using sk + window + time 33.40 40.40 41.87 33.74 41.30 42.66

35.21 44.01 45.25 35.44 45.25 47.29

NN using sk + sem + window + time 34.98 41.64 44.24 35.32 42.21 44.48

36.68 45.03 48.53 36.90 45.93 49.32

Note: sk - string kernel features; sem - semantic similarity features; window -
# of in-between utterances; time - elapsed time between contributions

The results of the experiments are presented in Table 1. While there were
no significant differences in performance between the tested word embeddings,
word2vec obtained the best performance for the first experiment (second row in
Table 1), while GloVe (of size 100) obtained the highest accuracy on the second
experiment (last row in Table 1). Adding semantic information to our classifier
improved the performance of the system, albeit not as much as chat specific
features. We believe this is due to the simplistic method used for extracting
semantic information (i.e., averaging word embeddings in each utterance).

This paper proposed the usage of state-of-the-art answer selection techniques
for implicit links detection in chats. We explored a supervised neural model
using string kernels, as well as additional domain-specific and semantic features.
While string kernels alone performed similarly to semantic similarity methods
used in previous studies, the neural network model learned how to combine
lexical, semantic and chat related features efficiently, and significantly increased
the accuracy for the detection of implicit links.

1 http://string-kernels.herokuapp.com/.

http://string-kernels.herokuapp.com/
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Abstract. In a bid to better understand cultural differences and feed into the
design of an exploratory learning environment for learning fractions in China,
we conducted a study in three schools in Beijing. A mixed methods protocol
was followed involving 186 children. In this paper, we report several results,
including a paired t-test suggesting a statistically significant difference between
pre- and post-tests and effect sizes warranting further research. Beyond learning
gains, we also report preliminary results from analysis of student interaction data
that points to similarities as well as differences between the UK and China. This
is important because it helps us determine next steps in terms of the design,
implementation and integration of the technology in the two contexts, and raises
future hypotheses.

Keywords: Exploratory learning environments � Cultural differences
Gaming

1 Introduction

While educational technologies can promote both learning and interconnectivity
between people in widely different contexts, issues arise when differences between
cultural identities are ignored. In particular, especially given the increasing globalisa-
tion of technology in learning, much of it driven by western corporations, research is
needed to investigate the impacts of specific technologies in different contexts. This is
important in the AIED field as limited research so far has looked into cultural differ-
ences and commonalities (e.g., [1]) yet the role of affect and feedback in different
cultures is critical for the design that underpins AIED systems.

Our focus is on the UK and China, two educational systems that are literally a
world apart [2]. Despite the emphasis on ‘mastery learning’ in both countries, the
implementations differ widely [3], as do the results (the most recent PISA reports put
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the UK at 26 out of 40 countries in mathematics education, while Shanghai China tops
the list (see http://www.oecd.org/pisa/). Nonetheless, given the importance placed on
mathematics in both cultures, our case study is fractions, a core mathematics topic that
can prove difficult for young students to master, with important implications later on.
We are particularly interested in the role of digital multiple representations and intel-
ligent feedback on the conceptual and procedural knowledge of fractions.

Accordingly, this paper presents work aimed at improving our understanding of the
role of a particular digital environment on learning, known as Fractions Lab, which is a
virtual manipulative with exploratory tasks and intelligent feedback. Our overarching
aim was to investigate how Fractions Lab worked in China and what kind of differences
and commonalities one can observe in its use. The current study builds upon earlier
research in the UK and Germany [4], by investigating the use of Fractions Lab in three
schools in Beijing involving 186 children (Fig. 1). In particular, beyond learning gains,
we look at key issues such as the use of feedback, student perceived difficulty of the
activities and gaming behaviours, comparing findings from the UK and China.

Fig. 1. Fractions Lab being used by students in a Beijing school.
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2 Fractions Lab

Fractions Lab is an exploratory learning environment that enables interaction via direct
manipulation [5]. It was developed as a component of the EU-funded iTalk2Learn
project’s intelligent tutoring platform (for details see [6, 7]). While we have evidence
from the UK and Germany about the overall efficacy of the platform [4, 7], the impact
of cultural identity (even between two West European countries) is not well under-
stood. This is especially true for exploratory learning environments and student
interaction.

Fractions Lab, which is now a stand-alone programme (Fig. 2), aims to foster
conceptual knowledge, which we define as implicit or explicit understanding about
underlying principles and structures of a domain [8]. The focus of this type of
knowledge lies in understanding why, for example, different mathematical principles
refer to each other and on making sense of these connections. Conceptual under-
standing of equivalent fractions, for example, includes being able to make connections
between fraction representations by understanding what is the same and what is dif-
ferent and by showing that a fraction represents a number [9].

A detailed description of the design decisions behind Fractions Lab can be found in
[5]. Here it suffices to say that various tools enable a student to change a fraction repre-
sentation’s numerator and denominator, to partition a representation, or to copy it.

The addition, subtraction and comparison tools (at the top of the screen shown in
Fig. 2) allow students to check their hypotheses and adopt a constructivist stance to
learning. Corresponding tasks support students’ conceptual development [4, 5].

Fig. 2. Screenshot of Fractions Lab with various representations.
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3 Research Objectives and Methodology

The aim of our research was to explore both (i) how to support students’ conceptual
knowledge of fractions in China, and (ii) the cultural similarities and differences
between UK and Chinese students concerning their acceptance of and interaction with
digital technology for learning, exploratory learning environments and Fractions Lab.

Most of the design of Fractions Lab and its tasks were unchanged from previous
studies in the UK and Germany [4], mainly to be able to see its impact on student
learning. However, the interface and feedback were translated into Simplified Chinese.
Our UK and China studies each involved three primary/elementary schools (in rural,
inner-city and suburban contexts). The China schools were all in or around Beijing (in
Changping District, Shijingshan District, and Fangshan District). 210 students partic-
ipated in the UK, and 189 students (92 female and 97 male students, aged between 9
and 10 years old, from a total of six classes) participated in China. In each context, the
students engaged with Fractions Lab for approximately 45 min.

4 Findings and Discussion

As expected, there were some clear differences between the students in the UK and in
China, particularly in relation to institutional practicalities. Some key differences,
however, were unanticipated. For example, while in the UK we had employed several
‘levels’ of feedback [10], including the intentional ambiguity of Socratic questioning,
early trials made clear that more work was required to ensure that this approach was
appropriate in China. On the other hand, between the two contexts, there were clear
observed similarities in the attitudes of the participating students and their teachers.
For example, in both the UK and China, students were observed to be similarly
engaged with Fractions Lab, to make similar errors and hold similar misconceptions,
and to have similar reactions to the exploratory nature of the tasks. In addition, teachers
in both countries commented that the pre-test was ‘too easy’ for their students (a claim
that was not supported by the test’s outcomes, see below). Finally, in both the UK and
China, students were observed to enjoy taking advantage of the software’s functionality
to create the largest possible, although not particularly useful, fraction that the system
affords (nine hundred and ninety nine, nine hundred and ninety ninths: 999/999).

In relation to student learning gains, and again consistent with our findings from
the UK, pre- and post-test scores were lower than anticipated by the teachers. However,
also consistent with the UK, paired samples t-tests showed statistically significant
differences between the pre- and post-tests (Table 1), with effect sizes (Cohen’s d) of
0.44 (School A), 0.70 (School B) and 1.00 (School C), all of which together warrant
further research.

Regarding student perceptions, we classified the 18 Fractions Lab exploratory
tasks into three groups: creation, comparison, and addition and subtraction, and
investigated the students’ perception of task difficulty (by means of self-reports
between each task). However, the data showed no obvious differences in the level of
perceived difficulty, suggesting that the support provided by the system helps iron out
the differences in what are a range of cognitively demanding tasks (c.f. [11]).
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Lastly, although further analysis of interaction data is underway, as in previous
research (c.f. [12]), we observe a general tendency for help-avoidance in both
countries. Moreover, although we have not observed extensive gaming, perhaps due to
novelty effects and the engaging nature of the exploratory tasks, a paired t-test shows a
statistically significant difference in post-test grades for a group of students who tried to
abandon the tasks without spending time interacting (M = 2.935 SD = 0.245) com-
pared with a group who did not attempt to game the system as such (M = 3.287
SD = 0.109); t(195) = 1.292, P = 0.099.

5 Conclusion

In conclusion, this paper presents work towards a better understanding of cultural
differences in relation to educational technology and specifically learning and inter-
action with exploratory tasks. While at a high-level we are satisfied by the learning
performance of students, we are beginning to observe subtle differences in the inter-
action (more pronounced gaming) but also many similarities that help us develop
hypotheses to be answered by more detailed data analysis. This is important because it
will help us determine next steps in terms of the design, implementation and integration
of the technology in the two contexts.
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Abstract. Interactive Strategy Training for Active Reading and Thinking en
Español, or iSTART-E, is a new intelligent tutoring system (ITS) that provides
reading comprehension strategy training for Spanish speakers. This paper reports
on studies evaluating the efficacy of iSTART-E in real-world classrooms in two
different Spanish-speaking countries. In Study 1, Chilean high school students
(n = 22) who practiced with iSTART-E showed significant gains on a stan-
dardized comprehension assessment (LECTUM) from pretest to posttest. In
Study 2 (n = 85), Argentinian middle school students who practiced with
iSTART-E showed greater gains on the ECOMPLEC.Sec comprehension test
compared to those in control classrooms. Together these results suggest that
iSTART-E is an effective means of enhancing Spanish speakers’ reading com-
prehension, with demonstrated transfer of training to standardized reading tests.

Keywords: Intelligent tutoring � Reading comprehension � Spanish

1 Introduction

While there has been an increase in educational technologies for reading and writing [1,
2], most have been developed for English-speaking students. Standardized assessments
indicate that students from Spanish-speaking countries also struggle with reading
comprehension [3]. Though a few Spanish educational technologies have emerged
(e.g., [4–6]), the need remains for further development. This paper describes the
development of one such technology, iSTART-E, and initial empirical evidence for the
promise of iSTART-E as a reading comprehension tutor for Spanish speakers.

1.1 iSTART-E

The Interactive Strategy Training for Active Reading and Thinking en Español, or
iSTART-E, is the Spanish translation of iSTART [7]. iSTART is founded on research
showing that explaining a text to yourself as you read, or self-explaining enhances
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comprehension [8]. iSTART increases reading comprehension for English speakers
across middle, high school, and college students [9, 10].

iSTART-E provides self-explanation training and game-based practice for five
comprehension strategies: comprehension monitoring, paraphrasing, prediction, bridg-
ing, and elaboration. Students first watch video lessons introducing self-explanation and
the strategies and then practice using the strategies in Práctica Dirigida (Coached Prac-
tice), wherein students read a text and are prompted to write self-explanations for target
sentences. A pedagogical agent provides a score (0–3) and actionable feedback to revise
and improve the self-explanations. After one round of Práctica Dirigida, students are
given access to the practice environment which includes game-based practice designed to
enhance engagement and motivation [9]. For example, in the generative game Conquista
del Mapa (Map Conquest), students try to conquer more squares on the board than their
CPU opponents. Higher self-explanation scores earn more flags to place on the board. At
the end of each game, students’ points are converted to iFichas, the in-system currency.
iFichas can be used to purchase plays of identification games. In identification games
(Partido de Estrategia, Constructor de Puentes, Estallido del Globo, and Escape del
Calbozo), students read a text and view example self-explanations. Correctly identifying
the strategy earns points, advancing them in the game. Students can also rewatch the
videos and to go through additional rounds of Práctica Dirigida.

Transforming iSTART into iSTART-E was a significant undertaking. First, a
Spanish-speaking Psychology expert translated the videos, texts, and example self-
explanations from English into Spanish [11]. Then, a new Spanish NLP algorithm was
developed to evaluate self-explanations using word-based and deep features of lan-
guage [12]. This genetic-based (evolutionary) algorithm yielded 69.5% exact accuracy
and 94.1% adjacent accuracy with human raters.

1.2 The Current Project

This paper describes evaluations of iSTART-E in two classroom studies in two loca-
tions (Chile, Argentina). Two different comprehension measures (LECTUM, ECOM-
PLEC.Sec) were used to evaluate comprehension, reflecting varying national and
international objectives.

2 Study 1

This study employed a small-scale, single classroom pretest/posttest design as an initial
evaluation of the effects of iSTART-E comprehension strategy training.

Participants were 22 Chilean Spanish-speaking students (14 female, 8 male, age
range: 13–14) enrolled in their first high school course. The comprehension test was
LECTUM, a 60-min standardized reading comprehension assessment developed to
evaluate students in the Chilean school system. The test evaluates shallow and deep
comprehension using textual, pragmatic, and critical items and yields a percentile score
[13, 14]. There are two equal forms of the assessment: LECTUM A & B.
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Students completed LECTUMB (pretest), nine 45-min sessions (6.75 h) of iSTART-
E, and one in-class activity that reiterated the comprehension strategies through a video
and examples. In the final session, students completed the LECTUM A (posttest).

Students’ comprehension scores increased from pretest (M = 38.39, SD = 22.50),
to posttest (M = 72.13, SD = 29.65), t(22) = 3.88, p < .01, Cohen’s d = 1.28.

3 Study 2

In Study 1, the increase in score from pretest to posttest could be a practice effect or
could reflect learning that occurred outside of iSTART-E. Study 2 included a control
condition to more systematically investigate the effect of iSTART-E on these reading
comprehension gains.

Participants were 85 8th grade Spanish-speaking students enrolled in six classrooms
in Argentina, excluding outliers. The comprehension test was ECOMPLEC.Sec [15], a
68-item, 75-min, multiple-choice test with established validity and reliability [16]. It is
modeled after international assessments [3, 17]. Students read three texts (narrative,
expository, discontinuous) and answered shallow and deep comprehension questions.
Students received half of the items at pretest and half at posttest (counterbalanced
across students). Training condition was assigned at the classroom level (iSTART-
E = 53, control = 32). Students in the iSTART-E condition received 7 h of training
across 7 weeks. Students in the control condition engaged in business-as-usual class-
room activities.

A 2(test: pretest, posttest) � 2(training: control, iSTART) mixed analysis of vari-
ance (ANOVA)1 indicated comprehension scores increased from pretest to posttest,
F(1, 83) = 14.38, p < .001, g2p = .15. Training condition was not significant, F < 1.00.

However, there was a significant interaction, F(1, 83) = 6.40, p < .02, g2p = .07,
indicating that iSTART-E resulted in significant comprehension test gains,
t(52) = 5.05, p < .001, whereas the control condition did not, t(31) = .83, ns (Fig. 1).
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Fig. 1. ECOMPLEC.Sec percent score as a function of test and training condition

1 Notably, a multi-level analysis yielded the same results; however, because classroom variance is not
a factor, the ANOVA is presented here.
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4 Discussion

This paper reflects the culmination of developmental work by providing empirical
evidence that iSTART-E improves reading comprehension. In both studies, students
who received iSTART-E training demonstrated significant gains in reading compre-
hension. Further research will include classroom and laboratory studies. In addition to
increased ecological validity, larger classroom samples will allow us to more precisely
represent potential classroom level variance. In turn, laboratory settings afford
assignment to conditions at the student level as well as empirical testing of modifi-
cations of the system (e.g., new games, more texts, additional feedback).

We anticipate additional testing and modification of the iSTART-E system. We
plan to investigate how the system features affect motivation, enjoyment, and com-
prehension gains. These initial studies are promising indicators of the impacts that
iSTART-E may have for Spanish language readers.
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Abstract. Games as a means of education have been starting to become more
of an everyday reality. Not only are games used in classrooms, but they are used
in industry to train soldiers, medical staff, and even surgeons. This paper focuses
on physically active (i.e. embodied) multiplayer games as a means of education;
not only by having students play, but also by having students create games. The
embodied multiplayer aspect allows for a more interactive experience between
players and their environment, making the game immersive and collaborative. In
order to create these games, students must exercise their computational thinking
abilities. The Wearable Learning Cloud Platform has been developed to enable
students to design, create, and play multiplayer games for STEM. This platform
allows users to create, edit, and manage the behavior of mobile technologies that
act as support to players of these games, specified as finite-state machines. The
platform provides a means of testing created games, as well as executing
(running) these games wirelessly by serving them to smart phones (or smart
watches) so that students can play them with other students, in teams, or as
individual players.

Keywords: Computational thinking � Learning games � Embodied
Authoring tools � Multiplayer game creation platform

1 Introduction

In recent years, games as a way of education have been growing in popularity, and a
large amount of research has been conducted to show the effectiveness and impact of
playing games as a way to learn and practice curricular content (Steinkuehler et al.
2012, Habgood and Ainsworth (2011), Lester et al. (2013)). Most of this research
focuses on students playing games as a means of education, while little research seems
to have focused on game creation as a means of education. There are benefits to having
students “create” games as a way of engaging with STEM content.

The goal of this research project is the generation of a programming language, and
a software platform, that would allow students to experiment with both creating and
playing multiplayer educational math games that involve the use of mobile technolo-
gies to assist players as they practice and learn, while moving around in a highly social
and physical space. By creating these games, participants should engage in a deep
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process of computational thinking, as well as experience, discuss, and deepen their
understanding of mathematics concepts in a community of practice.

1.1 Background Research

Over the past few decades, technology has exploded into something that we use and
interact with every day without even thinking about it. Its constantly used in schools for
things such as performing research, writing papers and other stereotypical school tasks,
but we forget about many of the intriguing possibilities that could be used in class-
rooms (Van Horn 2007). One such possibility is the integration of games into the
curriculum and using them as an educational tool. This could include both playing and
creating games and could help by adding fun to learning, and in response, make the
subject matter much more appealing to students (Micciolo 2017). By making the games
interactive, it could also get students up and moving instead of sitting in front of a
whiteboard all day long. According to a 2009 High School Survey of Student
Engagement, in which more than 42,000 students participated in, only 2% said they’d
never been bored in school and only 41% said they went to school because of what they
learn in class (Yazzie-Mintz 2010). Playing and creating educational games may be a
way to fix this.

Computational Thinking. Playing and creating digital educational games not only has
the ability to educate the creator in the topic that the game addresses, but also gets the
mind thinking computationally. While playing the games, players may think or be
curious about how the game works behind the scenes. More importantly, when creating
games, creators must think computationally and programmatically about how they can
implement the game they want to. Over the past decade, computational thinking has
become a very hot topic and the push to educate students on this topic has been
increasing (Shute et al. 2017). Developing digital games is a great exercise for com-
putational thinking

Visual Programming Languages as Educational Tools. Over the past few years, there
has been a large push to teach computational and programming skills in American
schools. Computer science courses for children have proliferated and a 2016 Gallup
report found that 40% of American schools now offer coding classes (Tarnoff 2017).
This percent has almost doubled from a few years ago. Because of the complexity of
traditional languages, programming environments intentionally designed to support
novices have become increasingly popular (Price et al. 2017). These environments
allow students to experiment with programming without having to worry about a
complex syntax or about making errors, using a visual programming language that
involves dragging and placing blocks, designing their programs graphically rather than
textually. At the same time, these programming languages tend to give the user
feedback and suggestions. One of the most famous visual programming languages is
Scratch created by the MIT Media Lab (Maloney et al. 2010), where children program
by dragging blocks that indicate a flow of behaviors, loops, conditional statements, and
other programming language functions. The key to a programming environment such
as this is its user-friendly nature, so that programming itself can be learned very easily.
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2 Multiplayer Embodied Games for Mathematics Learning

One of the major goals of the research presented here was to create an infrastructure
that would allow both the play and the creation of technology-based games that are:
(a) physically active games; (b) social games; (c) involve a mobile device to guide
players; (d) educational and blend math into them; (e) players can “input” objects found
via button pushes, QR scans and keyboard inputs.

2.1 Game Playing Studies

One of the large feasibility questions that we had was whether school students would
be able to understand these games in order to play them, or whether the complexity was
too much for them. In order to do this, we conducted two studies in which elementary
and high school students played and created games.

Elementary School Study
The result of a controlled study carried out with 53 fourth graders in two schools was
an overwhelming “yes”. Participants were 53 students from two math classes in two
schools in the Philippines. Students from each school were randomly assigned to one of
three conditions: a lecture-only condition, a lecture-plus-game condition, and a game-
only condition. The lecture-only group was given a lecture. The lecture-plus-game
group was given the same lecture and then played a scavenger hunt game called
EstimateIt!, where students had to find, measure, and estimate the measurements of
target geometric objects in the classroom that had been color coded (and had to be
“input” in the cell phones via colored button presses). The game-only group played
EstimateIT! but did not experience the lecture. Results suggested that the groups
playing EstimateIT! obtained the highest means in math post-test performance scores,
and that the lecture-only group obtained the lowest means in math post-test perfor-
mance. Also, students really liked the active embodied math game. When asked if the
game was fun, 93% of students said the game was “fun.” 86% of students said they
would prefer playing the EstimateIT! game over usual classroom instruction (Arroyo
et al. 2017; Casano et al. 2016).

High School Study
One of the questions we had was whether middle/high school students would be able to
manage to conceive and create such physically active math games. In order to answer
this question, fifty-four (54) sixteen-year-old students from a high school in Mas-
sachusetts were involved in a “math game design” study. Students worked on a variety
of activities during three one-hour sessions, three consecutive days in 2017. Students
played EstimateIT!, with the purpose of having students understand the role that mobile
devices could play as guides and assistants/tutors in the math game. They also worked
in teams to create, draw, and specify multiplayer active math games on large paper
pads. Lastly, the groups redesigned the games they had created before to include
mobile devices, similar to EstimateIT! (guiding and supporting the players). After each
day, students were given a homework assignment, writing a two-page summary of
what they had produced each day. After analyzing these homeworks, the result to the
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feasibility of at least high school students creating these games was extremely positive
(Arroyo et al. 2017, Hulse et al. submitted; Harrison et al. submitted).

3 The Wearable Learning Cloud Platform

The Wearable Learning Cloud Platform (WLCP) is our latest development of infras-
tructure for the creation and deployment of active embodied math games. This platform
allows for users to play games, manage groups of players, as well as create games using
a visual game editor. During gameplay, the game client is physically used by players
who carry a connected mobile technology. The WLCP now uses the multi-tenant cloud
platform paradigm, which means there one dedicated central server that all users
access. Instead of schools downloading their own instance of the platform, they can
now simply use a web browser to log in to the Wearable Learning Cloud Platform.

The platform is split up into 3 components: (1) the game manager, (2) game editor
and (3) the game player device. The manager allows you manage your players as well
as start and stop games. The game editor allows students to visually program (using
finite state machines) games and debug them. Lastly, the game player device allows
students to play these games on mobile device in their classrooms.

4 Discussion and Future Work

We have described the Wearable Learning Cloud Platform, a software web-based
platform that allows the easy creation and play of physically active educational math
games, which are aided by mobile technologies. There are a variety of potential users
for the WLCP: elementary and middle school students could play the games; middle
and high school students can create games for younger students to play using the game
editor, exercising their computational thinking.

The WLCP was created as infrastructure for basic research on the role and rele-
vance of Embodied Cognition, Games and ubiquitous Learning Technologies in
Learning and Education. An important aspect that is relevant to the AIED community
is the potential of these technologies for personalization in games that include
embodied/physical elements that are harder to manipulate and vary compared to digital
tasks. We do consider that personalizing the level of challenge of individual tasks is
valuable and can yield benefits, specifically being able to adjust the level of difficulty
for individual students depending on recent performance and ability.

In summary, we have created what we consider a novel and valuable infrastructure
for embodied games for learning, computational thinking, and hands-on mathematics
education supported by technology. It is only a matter of time to see what new findings
and contributions to AIED and Learning Sciences this architecture would allow.
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Abstract. Research has found that individuals can improve their negotiation
abilities by practicing with virtual agents [1, 2]. For these pedagogical agents to
become more “intelligent,” the system should be able to give feedback on
negotiation performance [3, 4]. In this study, we examined the impact of pro-
viding such individualized feedback. Participants first engaged in a negotiation
with a virtual agent. After this negotiation, participants were either given
automated individualized feedback or not. Feedback was based on negotiation
principles [4], which were quantified using a validated approach [5]. Participants
then completed a second, parallel negotiation. Our results show that, compared
to the control condition, participants who received such feedback after the first
negotiation showed a significantly greater improvement in the strength of their
first offer, concession curve, and thus their final outcome in the negotiation.

Keywords: Negotiation � Individualized feedback � Automated metrics

1 Introduction

Emerging research suggests that learning technology holds promise for assessing and
teaching a range of interpersonal skills [6–8], including negotiation [1, 2]. Skills in
negotiation are essential in many careers, especially politics [9], military [10], law [11,
12], and business [13]. However, Intelligent Tutoring Systems for negotiation training
are not yet common practice. Typically, during negotiation training sessions, students
practice against each other while the instructor walks around the room, observing and
evaluating their use of negotiation principles. The issue with this approach is that
instructors’ attention is limited and they cannot evaluate all students’ use of the nego-
tiation principles, especially in large classes. This is problematic as receiving con-
structive individualized feedback is integral to skill development [14]. Virtual agents
that allow users to practice negotiation and provide individualized feedback holds great
potential for addressing these limitations. Previous research has shown that individuals
can improve their negotiation abilities just by practicing with these agents even without
receiving individualized feedback [1, 2]. Importantly, however, the systems could be
more intelligent if they provided individualized feedback [14]. Accordingly, in the
current work, we extend one of these previous systems [1] to automatically provide such
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feedback using negotiation principles established by Kelley [4]. Kelley identified a set of
principles that have been correlated with good negotiation outcomes [4]. Importantly,
these principles have been quantified through automated methods [5]. Here, we take the
important next step: we empirically test the impact of providing students such automated
feedback about their negotiation skills.

One “theme” in Kelley’s principles is to avoid early commitment. Avoiding early
commitment means negotiators should avoid conceding to their opponent early on. To
do this Kelley suggests negotiators should (1) make high initial offers, (2) use more of
the available time while (3) maintaining strong offers throughout. These practices may
lead to more satisfactory solutions as they discourage naively accepting deals that are
presented early in a negotiation. In this paper, we focus on teaching these three specific,
established negotiation principles.

2 Current Work

Participants and Design. We recruited 63 participants (34 females) through Craigslist;
and they were paid $30. Technical failures resulted in unusable data for 3 participants,
leaving 60 participants (30 per condition). They were also incentivized to perform well
in the negotiation with entries into a $100 lottery based on the items that they got in the
negotiation. Participants were randomly assigned to either receive (or not) individual-
ized feedback on their first negotiation performance prior to a second negotiation
beginning. Feedback that the experimental group received is described below in the
Task and Feedback section. Controls received their negotiation score following the first
round and were told to just reflect on the negotiation for 5 min.

Agent. Participants completed two negotiations with a virtual agent (CRA [15]). CRA
is a semi-automated system capable of carrying out a negotiation with a user. The
virtual human toolkit [16] executed low-level dialogue functions automatically, while
two wizards (WoZ) provide high-level guidance for the agent’s behaviors. We tested
the impact of automated individualized feedback (which would be equivalent when
using WoZ) to see if this feature should be implemented in a fully-automated system.

Like the AI system’s choices will be based on algorithms, wizards’ selected actions
were based on a script. First, the agent revealed its preferences if the participant
revealed theirs. The agent waited for participants to make the first offer, and the script
(see Fig. 1) used this offer as an anchor [4]. For example, if the participant’s first offer
gave the agent items worth 50–60 points, the agent’s initial acceptance threshold would
be 90 points, and the ultimate acceptance threshold would be 75 points. This means
that the agent would reject the initial offer made by the participant and counter-offer
with a claim of 90 points (e.g. offering the participant to take the painting and lamps
while the agent keeps all the records), and the agent would never accept a deal
affording it less than 75 points. If the participants’ next offer was not above the current
acceptance threshold, the agent would reject it. Then, the agent would attempt to make
a triangulating offer (e.g. claiming both lamps and two records if the previous offer
claimed all three records). If a triangulating offer had already been made or none was
possible, the agent would lower its acceptance threshold by the minimum possible
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difference in point value (e.g. from 90 to 80 points). This process would repeat until an
agreement was reached or the ultimate threshold was reached, at which point the agent
would continue to make the same offer at the ultimate threshold.

Task and Feedback. Figure 2 depicts the payoff matrices for the two negotiation
tasks. Prior to each negotiation, participants were given the relative value of each item.
In the feedback condition, we provided feedback using Johnson et al.’s [5] metrics.
Participants were shown a graphical display of negotiation metrics automatically col-
lected from the participant’s first negotiation (Fig. 3), accompanied by an automatically
generated script explaining the feedback (for user comprehension). Although the script
will be read by the VH in future iterations, here it was read by an experimenter.

3 Results and Discussion

The metrics described above based on Johnson et al. [5] were also used to measure the
extent to which participants adhered to the negotiation principles. Using 2 (feedback:
feedback vs. no) x 2 (time: 1 vs. 2) mixed ANOVAs, we analyzed strength of initial offer,
use of available time, and value claimed. Analysis of initial offer revealed a significant
main effect of time (F(1,47) = 9.10, p = .004),whichwas qualified by feedback condition
(F(1,47) = 8.26, p = .006). Participants who received feedback made stronger initial
offers in the second negotiation (M = 95.42, SE = 2.91) than the first (M = 78.96,
SE = 2.97; F(1,23) = 15.07, p = .001), but there was no difference in the control con-
dition (M = 80.60, SE = 2.91 vs. M = 80.20, SE = 2.91; F(1,24) = 0.01, p = .91).

Fig. 1. Negotiation rules for agent.

Fig. 2. Payoff matrix for participant and agent in negotiation task.
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In contrast, for use of available time, there was only amain effect of time (F(1,47) = 4.48,
p = .04), and no interaction (F(1,47) = 0.25, p = .62). Participants spent longer negoti-
ating in the first negotiation (M = 599618.76 ms, SE = 36913.79) than the second
(M = 506452.28 ms, SE = 28345.94).

Analysis of average value claimed revealed a main effect of time (F(1,47) = 24.79,
p < .001), which was qualified by feedback condition (F(1,47) = 7.14, p = .01). While
the control group only claimed marginally more value in the second negotiation
(M = 73.37, SE = 2.00) than the first (M = 69.90, SE = 1.65; F(1,24) = 3.38, p = .08),
those who received feedback made higher claims in the second negotiation (M = 82.42,
SE = 2.05) than the first (M = 70.88, SE = 1.68; F(1,23) = 23.81, p < .001).

Also, we measured the final outcome (score) in the negotiation (based on Fig. 2).
A main effect of time (F(1,58) = 45.28, p < .001) was qualified by feedback condition
(F(1,58) = 13.47, p = .001). While the control group obtained only marginally better
outcomes in the second negotiation (M = 58.50, SE = 1.92) than the first (M = 54.33,
SE = 2.19; F(1,29) = 3.92, p = .06), those who received feedback improved in the
second negotiation (M = 67.33, SE = 1.92) compared to the first (M = 53.17, SE =
2.19; F(1,29) = 67.05, p < .001). Compared to those who did not receive feedback,
providing automated individualized feedback about negotiation principles improved
use of those principles. In addition to participants in the feedback condition showing
greater improvement over time in their initial offer and value claimed, they also
improved more at achieving good outcomes for themselves in the negotiation. As such,
all but one of the metrics based on the principle of avoiding early commitment were
impacted by feedback condition: extending negotiation time was only affected by
practice (i.e. negotiation 1 vs. negotiation 2). However, these observed shorter dura-
tions in the second negotiation could simply be a consequence of the participants
becoming more familiar with the virtual negotiator system. Here we establish that
individualized feedback is superior to no feedback. While individualized feedback is
theorized to be important in learning negotiation skills [14], it should be explicitly
compared to a generic lesson about negotiation principles. Nevertheless, the current
research establishes that pedagogical systems that provide automated individualized
feedback on negotiations have potential to improve upon current approaches.

Fig. 3. Feedback interface.
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Abstract. We focus on the task of linking topically related segments in
a collection of documents. In this scope, an existing corpus of learning
materials was annotated with links between its segments. Using this cor-
pus, we evaluate clustering, topic models, and graph-community detec-
tion algorithms in an unsupervised approach to the linking task. We pro-
pose several schemes to weight the word co-occurrence graph in order to
discovery word communities, as well as a method for assigning segments
to the discovered communities. Our experimental results indicate that
the graph-community approach might BE more suitable for this task.

1 Introduction

Nowadays, it is easy to obtain documents collections with information about a
target subject. For instance, learning materials about Neural Nets, World War II
or Picasso. However, if search engines are effective in retrieving these collections,
the task of putting them in a coherent picture remains a challenge [12]. As
suggested in [8], linking topically related segments from different documents
could help building friendlier user interfaces. In this paper, we study this linking
task in learning materials.

The task of linking text pieces is not new. Several works aim at establishing
connections at the document level (e.g. [5,12,13]); others relate keywords with
documents (e.g. [7]) or set up relations between sentences (e.g. [6,10]). How-
ever, we target the linking process at a different level of granularity: we want
to link segments which describe closely related information. To the best of our
knowledge, the Similar Segments in Social Speech (4S) task, in the MediaEval
campaign [15], provides the only corpus in which segments are linked (although
the task, itself, had a different goal). However, in the (4S) corpus segments
are linked based on a very high level topic label (for example, Math, Research,
Family, Games, Movies, etc.). This is because the documents themselves are
comprised of a mixture of such topics. This contrasts with our scenario where
documents follow a single overarching subject and linked segments describe a
specific topic. As a consequence, a substantial part of the main vocabulary is
c© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 230–235, 2018.
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shared among segments and abrupt vocabulary changes are not prominent. The
lack of readily available resources to study discourse structure in the previous
conditions has been identified before in a document segmentation study [9]. In
this context, the authors proposed a corpus containing learning materials about
Adelson-Velsky and Landis’ (AVL)s, from different media sources (presentation,
video lectures, and Wikipedia articles), fitting perfectly in the navigation sce-
nario of related documents. However, only the documents segments labels are
provided, as the this research focused on the segmentation process.

In this paper, we extend the AVL corpus by linking the topically related
segments, and study how clustering techniques and a topic model (LDA [2])
behave in this scenario1. We also propose a graph-community detection algo-
rithm [11,16] for this task. Moreover, we test the impact of weighting the word
co-occurrence graph according to the relevance of a word, rather than relying on
raw word counts. Our research target is, thus, to assess the viability of state of
the art approaches in the task of linking related segments, contributing to the
emergent problem of navigating document collections.

2 The Graph-Community Approach

We propose the use of graph-community detection techniques, in which the anal-
ysis of a weighted co-occurrence graph (built from document segments) leads to
word communities, representing the different topics. As in [12], the input is a
weighted co-occurrence graph Gco = (W,E), where W is the set of nodes and E
the set of edges. W corresponds to the set of words from a given set S of seg-
ments. An edge (wi, wj) exists if words wi and wj occur in some segment Sk ∈ S;
the output is a mapping from words wk ∈ W to communities c ∈ 1, ..., C. In
addition, we propose the following edge weighting schemes: (a) Count: the num-
ber of times the words co-occurred in different segments (as in [12]); (b) Best
tf-idf : the sum of the highest segment wise tf-idf of each individual word; (c)
Count + Best tf-idf : the sum of the previous weights; (d) Count + Avg tf-idf :
the sum of the count weight and the sum of the average tf-idf word scores.

After discovering communities, we assign segments to them using a scoring
function, that is, segment s belongs to the highest scoring community c. Segments
with the same community are considered linked. We tested the following scoring
functions:

scc(s, c) =
|s ∩ c|

|c| , scs(s, c) =
|s ∩ c|

|s| , sctf−idf (s, c) =

|s∩c|∑

wi

tf − idf(wi)

s∑

wi

tf − idf(wi)

1 Source code and annotated corpus available at: https://github.com/pjdrm/
SegmentLinkingAVL.

https://github.com/pjdrm/SegmentLinkingAVL
https://github.com/pjdrm/SegmentLinkingAVL
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The first two functions treat all words in the same way, as they simply count
the common words between the segment and the community. The third function
scores words’ contribution according with their relevance.

3 Experimental Setup

The AVL corpus has 3181 sentences, and 86 segments [9]. A total of 15 different
topics were found (and linked) in the 86 segments. From these, we considered
the 5 main topics, covering 49 segments (Table 1).

Table 1. The extended AVL corpus in which segments are linked.

Topics Segments #Words #Vocab

BST 7 1822 284

Tree Height 5 1800 338

Tree Rotation 13 3762 538

Tree Balance 13 3670 483

AVL Rebalance 11 8142 700

In the clustering setting, we tested the following algorithms [1], using bag-
of-words features: (a) k-means; (b) Agglomerative clustering; (c) DBSCAN; (d)
Mean Shift; (e) Spectral Clustering; (f) NMF clustering. We set the parameters
of the algorithms as follows: (a) k-means: the number k of clusters was set to 5
(the number of subtopics in the corpus); (b) Agglomerative Clustering: cosine,
Euclidean, and Gaussian metrics were considered. For the Gaussian metric, vari-
ances ranging from 1 to 500 (step size 1) were tested. Different merge functions
were assessed, namely: ward, complete, and average; (c) DBSCAN: all combina-
tions of Eps, ranging from 0.1 to 0.9 (step size 0.1), and MinPts, ranging from
1 to 14 (step size 1), were tested. All the previously mentioned similarity metrics
were tested; (d) Mean Shift: the Radial Basis Function (RBF) kernel was tested
with bandwidth values from 1 to 1000 (step size 1); (e) Spectral Clustering: the
number of clusters was set to 5. The previous similarity metrics were used to
test different similarity graphs; (f) NMF Clustering: the number of clusters was
set to 5.

For LDA, the top-n most probable words from each topic were used as word
communities. A range between the top-1 and top-200 words was assessed. The
LDA model was run 10 times and the results averaged. The previously described
scoring functions were applied to assign segments to communities.

Finally, considering the graph-community detection approach, we sur-
veyed the following techniques [4]: (a) Label Propagation (LP); (b) CNM;
(c) Louvain [3]; (d) Walktraps; (e) Leading Eigenvector; (f) Bigclam [16]. These
techniques were tested using all the proposed weighting schemes and scoring
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functions. As in [12], we used tf-idf to filter stopwords. A top-100 word cutoff
was used in each segment.

As evaluation measures, we considered the Adjusted Rand Index (ARI) [14],
F1, and Acc(uracy), which are standard metrics in this scenario.

4 Results

Table 2 shows the best results obtained, using the previous experimental setup.
It should be noted that we observed significant variance in performance when
testing different parameter configurations. LDA results (0.10, 0.31 and 0.44) were
obtained with scorec and top-19 words from each topic distribution. Considering
the weighting schemes, Best tf-idf led Louvain to its best results, Count + Best
tf-idf was the best weighting scheme to the Leading Eigenvector and Count +
Avg tf-idf to the Walktraps algorithm. With respect to the score functions, LP,
Louvain and Walktraps obtained the best results with scc, CNM and Leading
Eigenvector with sctf−idf , and Bigclam with scseg.

Table 2. Best results for Clustering and Graph-Community algorithms.

Clustering ARIARIARI F1F1F1 AccAccAcc Graph-Community ARIARIARI F1F1F1 AccAccAcc

k-means 0.011 0.34 0.31 LP 0.0 0.35 0.27

Agglomerative 0.11 0.32 0.52 CNM 0.05 0.31 0.42

DBSCAN 0.03 0.26 0.27 Louvain 0.12 0.31 0.42

Mean Shift 0.009 0.35 0.29 Walktraps 0.19 0.39 0.48

Spectral 0.15 0.36 0.41 Leading Eigenvector 0.05 0.35 0.38

NMF 0.046 0.22 0.45 Bigclam 0.06 0.1 0.25

Walktraps has the best performance, considering ARI and F1. A clustering
technique, Agglomerative, has the best results for Acc. This also indicates that
there is no strict correlation between the different evaluation metrics (e.g. Mean
Shift obtained the lowest ARI, but is one of the best performing techniques if
we consider F1).

Considering word co-occurrence weights, results indicate that it is important
to distinguish relevant words in the document collection, rather than just relying
on word counting. As for the score function, scc worked better for Walktraps,
but also for other techniques. This demonstrates that after discovering the com-
munities, words should be treated equally when performing segment linking, as
higher tf-idf words can induce unwanted bias. If words are assigned to the same
community they represent the topic as a whole and, thus, any subset should not
be expressive enough to represent that topic.
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5 Conclusion and Future Work

Given the importance of navigating in learning materials, we establish a bench-
mark for the task of linking topically related segments. An inherent property
of this scenario is that vocabulary is shared across topics, making the task
more challenging. We extended the AVL corpus by linking its segments, and
tested different state of the art techniques in this scenario, including graph-
community detection algorithms. Given the observed performance variance, the
results obtained should be interpreted with caution. Nonetheless, they indicate
that a graph-community-based approach is more suitable.

As future work, instead of tf-idf, other measures should be tested. Another
possibility that can lead to the improvement of the results is the use of edge
pruning. Tests in other datasets should also be carried out in order to deter-
mine if the best performing parameter configuration can be generalized to other
domains.
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Abstract. Writing programs is essential to learning programming. Most
programming courses encourage students to practice with lab and home-
work assignments. By analyzing solutions to these exercises teachers can
discover mistakes and concepts students are struggling with, and use
that knowledge to improve the course. Students however tend to submit
many different programs even for simple exercises, making such analysis
difficult. We propose using tree regular expressions to encode common
patterns in programs. Based on these patterns we induce rules describing
common approaches and mistakes for a given assignment. In this paper
we present a case study of rule-based analysis for an introductory Python
exercise. We show that our rules are easy to interpret, and can be learned
from a relatively small set of programs.

Keywords: Learning programming · Educational data analysis
Error diagnosis · Abstract syntax tree · Tree regular expressions

1 Introduction

Providing feedback to students is among the most time-consuming tasks when
teaching programming. In large courses with hundreds of students, feedback
is therefore often limited to automated program testing. While test cases can
reliably determine whether a program is correct or not, they cannot easily be
associated with specific errors in the code.

Several attempts have been made to automatically discover common errors in
student programs [1–4]. This would allow a teacher to annotate a representative
subset of submissions with feedback messages, which could then be automatically
propagated to similar programs. These techniques are used for instance by the
OverCode tool to visualize variations in student programs [5].

We use tree regular expressions to specify important patterns in a program’s
abstract syntax tree (AST) while disregarding irrelevant parts. We have pre-
viously demonstrated this approach with Prolog programs [6]. Here we refine
the AST patterns and show that they can be applied to Python – a different
programming paradigm – with only a few modifications.

c© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 236–240, 2018.
https://doi.org/10.1007/978-3-319-93846-2_43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_43&domain=pdf


Syntax-Based Analysis of Programming Concepts in Python 237

2 AST Patterns

We encode structural patterns in ASTs using tree regular expressions (TREs).
In this work we consider (only) patterns describing child and sibling relations
in an AST. We write them as S-expressions, such as (a (b ˆ d . e $) c). This
expression matches any tree satisfying the following constraints:

– the root a has at least two children, b and c, adjacent and in that order; and
– the node b has three children: d, followed by any node, followed by e.

As in ordinary regular expressions, caret (^) and dollar sign ($) anchor a node
to be respectively the first or last sibling, and a period (.) matches any node.

Using TREs we can encode interesting patterns in a program while disre-
garding irrelevant parts. Take for example the following, nearly correct Python
function that prints the divisors of its argument n:

def divisors(n):
for d in range(1, n):

if n % d == 0:
print(d)

The highlighted fragments correspond to the following patterns:

1. (Function (body (For (body If)))) and
2. (Function (name divisors) (args ˆ Var $)

(body (For (iter (Call (func range) (args ˆ . Var $)))))).

The first TRE encodes a single path in the AST and describes the program’s
control-flow structure: Function–For–If [4]. The second TRE relates the argument
in the definition of divisors to the last argument to range. This pattern shows
a common mistake for this problem: range(1,n) will only generate values up to
n-1, so n will not be printed as its own divisor. A correct pattern would include
the operator + on the AST path to n, indicating a call to range(1,n+1).

Patterns are extracted automatically from student programs. We first canon-
icalize [2] each program using code from ITAP1. For each pattern we select a
subset of nodes in the AST, then construct the TRE by walking the tree from
each selected node to the root.

While pattern extraction is completely automated, we have manually defined
the kinds of node subsets that are selected. After analyzing solutions to several
programming problems, we decided to use the following kinds of patterns:

1. We select each pair of leaf nodes {a, b} that refer to the same variable.
2. For each control-flow node n we construct a pattern from the set {n}; we do

the same for each Call node representing a function call.
3. For each expression – such as (F-32)*5/9 – we select the different combi-

nations of literal and variable nodes in the expression. In these patterns we
include at most one node referring to a variable.

1 Available at https://github.com/krivers/ITAP-django.

https://github.com/krivers/ITAP-django
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We found that patterns constructed from such node subsets are useful for
discriminating between programs. Note that every constructed pattern refers to
at most one variable. We used patterns to induce classification rules for predict-
ing program correctness. The next section demonstrates that these rules are easy
to interpret in terms of bugs and strategies for a given problem.

3 Rules: A Case Study

The goal of learning rules in this paper is to discover and explain common
approaches and mistakes in student programs. We use a similar rule learner to
the one described in [6], implemented within the Orange data mining library [7].
Each program is represented in the feature space of AST patterns described in
the previous section. Based on test results each program is classified either as
correct or incorrect. Rules are then learned to explain why a program is correct
or incorrect. Rules for incorrect programs are called n-rules and rules for correct
programs are called p-rules. Patterns mentioned within the condition part of a
rule can be used to analyze student programming. For example, patterns from
a rule for incorrect programs are more often present in incorrect than in correct
programs, therefore they likely correspond to errors.

This section describes several rules induced for the Fahrenheit to Celsius
Python exercise, which reads a value from standard input and calculates the
result. To solve this exercise, a student must ask the user to input a tempera-
ture, and print the result. A sample correct program is:

F = float(input("Fahrenheit: "))
C = 5 / 9 * (F - 32)
print("Celsius: ", C)

Students have submitted 1177 programs for this problem, with 495 correct
and 682 incorrect programs. Our system extracted 891 relevant AST patterns,
which were used as attributes in rule learning. The rule learner induced 24 n-rules
and 16 p-rules.

Two examples of highly accurate n-rules were:

P20 ⇒ incorrect [208, 1]
P5 ∧ P35 ⇒ incorrect [72, 0]

The first rule covers programs where the pattern P20 is present. The rule implies
an incorrect program, and covers 208 incorrect and one correct program. P20 is
the AST pattern describing a call to the int function:

(Module (body (Assign (value (Call (func (Name (id int) (ctx Load))))))))

The pattern P5 in the second rule matches programs where the result of the
input call is not cast to float but stored as a string. Pattern P35 matches
programs where the value 32 is subtracted from a variable on the left-hand side
of a multiplication. Sample programs matching the first rule (left) and the second
rule (right) are:
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g2 = input() g2 = input(’Temperature [F]? ’)
g1 = int(g2) g1 = ((g2 - 32) * (5 / 9))
print(((g1-32)*(5/9))) print(g2, ’F equals’, g1, ’C’)

These rules describe two common student errors. The left program fails when
the user inputs a decimal. The right program is incorrect because the input string
must be cast to a number. Not casting it (pattern P5) and then using it in an
expression (pattern P35) will raise an exception.

In some cases, n-rules imply a missing pattern. For example:

¬P0 ⇒ incorrect [106, 0]

Pattern P0 matches programs with a call to function print. A program without
a print is always incorrect, since it will not output anything.

Let us now examine the other type of rules. A sample p-rule was:

P2 ∧ P8 ⇒ correct [1, 200]

Patterns in the condition of the rule, P2 and P8, correspond respectively to
expressions of the form float(input(?)) and print((?-32)*?). Programs
matching both patterns wrap the function float around input, and have an
expression that subtracts 32 and then uses multiplication within the print.

This rule demonstrates an important property of p-rules: although patterns
P2 and P8 are in general not sufficient for a correct program (it is trivial to
implement a matching but incorrect program), only one out of 201 student sub-
missions matching these patterns was incorrect. This suggests that the conditions
of p-rules represent critical elements of the solution. Once students have figured
out these patterns, they are almost certain to have a correct solution. A sample
program matching this rule is:

g1 = float(input(’Temperature [F]: ’))
print(((g1 - 32) * (5 / 9)))

4 Discussion and Further Work

Our primary interest in this paper is to help manual analysis of student submis-
sions. We proposed to first represent submitted programs with patterns extracted
from abstract syntax trees and then learn classification rules that distinguish
between correct and incorrect programs. We showed that both rules and pat-
terns are easy to interpret and can be used to explain typical mistakes and
approaches.

The accuracy of automatic classification plays a secondary role, but it is
a good measure to estimate the expressiveness of patterns. Over 12 exercises
a random forest model achieved about 17% overall higher accuracy than the
majority classifier. This result indicates that a significant amount of information
can be gleaned from simple syntax-oriented analysis. To further improve the
quality of patterns, we intend to analyze misclassified programs in exercises and
derive new formats of patterns, which should enable better learning.
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We have demonstrated how AST patterns can be encoded with TREs, and
how patterns can be combined to discover important concepts and errors in
student programs. Currently, analyzing patterns and rules is quite cumbersome.
We plan on developing a tool to allow teachers to easily construct and refine
patterns based on example programs. Ideally we would integrate our approach
into an existing analysis tool such as OverCode [5].
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Abstract. Two different learning models for a teachable agent were tested with
respect to perceived intelligence, the protégé effect, and learning in Swedish
grade 5 and 6 students. A strong positive correlation was found between per-
ceived intelligence and the protégé effect, but no significant differences were
found between the two different implementations of the learning algorithm. The
results suggest that while the perceived intelligence of the agent relates to the
induced protégé effect, this perceived intelligence did not correspond to the
implemented learning model. This, in turn, suggest that a simple learning model
can be sufficient for a teachable agent system, but more research is needed.

Keywords: Teachable agent � Learning model � Perceived intelligence
Protégé effect � Learning outcome

1 Introduction

Studies have shown that the ‘teachable agent’-paradigm, i.e. learning-by-teaching
using a Teachable Agent (hence TA) in educational software, benefits learning by
increasing students’ sense of responsibility and supporting metacognition [1, 2]. The
protégé effect refers to how students make larger learning efforts when the goal is to
teach another (social) agent than when the goal is to learn for themselves [3]. Three
mechanisms are suggested to underlie this increase in learning effort: a feeling of
responsibility towards the TA, an adoption of an incrementalist view of knowledge,
and a protection of the ego (ego-protective buffer) since it is the agent who is tested for
its learning and who potentially fails.

Elaborating on the TA-paradigm, there is a difference between an agent that can
learn and an agent that can be taught [4], suggesting different approaches for the design
of the AI in corresponding TA-software. In the learning software Guardians of History
(GoH), the student has a teacher role and the TA appears to be learning – but is in fact
only responding to pre-defined actions from the student-teacher. In this sense, the TA is
taught but is not actually learning. Alternatively, an artificial neural network can be
trained to make, for instance, discriminations between different breeds of dogs by
processing a training set of thousands of images with dogs. In this case the system is in
some sense learning, but there is not much teaching involved. This spurs the question
of how much effort should be put into the development of the underlying artificial
intelligence of a TA? It needs to be teachable, but to what extent does it need to learn
versus seem to learn? The well-studied TA system Betty’s Brain (BB) [5] lies
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somewhere in-between the two examples above. In BB, the student-teacher is tasked
with teaching Betty to make inferences by constructing concept maps representing
concepts and functions. In BB, the teaching becomes akin to mapping out a visual
representation of a knowledge model. This visual representation, in turn, supports the
student’s teaching of the agent.

If no such clear visual representation is provided, can the underlying learning
model of the TA still invoke a sense of intelligence – and does such perceived intel-
ligence affect the positive learning effects of a TA-system? This paper presents a first
pilot study to explore whether the underlying artificial intelligence model of a TA can
affect the suggested mechanisms of the protégé effect. In order to pursue this question,
the pilot study aims to explore the relation between the protégé effect, perceived
intelligence of the TA, and students’ learning outcomes by comparing two different
implementations of a TA in an educational software.

2 Method

2.1 The Teachable Agent Educational Software

The TA software used in the study is called Guardians of History (GoH) and targets
middle-school history. It is developed by the Educational Technology Group at Lund
University and Linköping University. In GoH, the student helps their TA (suffering
from time traveling nausea) to pass a set of history tests by going on time travel
missions to gather information (Fig. 1). Returning from the time travels, the student
engages the TA in different so-called classroom activities (Fig. 1). The classroom
activities consist of tasks such as building concept maps, sorting propositions and
organizing a timeline. The student does the task while the TA observes. After being
taught, the TA conducts a test consisting of filling in gaps in sentences (without the
help from the student) where s/he provides answers depending on facts s/he has
learned. For this study, a subset of the available time travel scenarios was selected and
used for two missions.

Fig. 1. Example of time-travel (left) and a classroom activity (right) in the GoH software.
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2.2 The Learning Models of the Teachable Agent

The TA was implemented with two different learning models: TAR (as in ‘recency’)
and TAA (as in ‘associative’). The recency setting (TAR) corresponds to the original
implementation of the TA where the agent’s learning model reflects the latest facts it
has been exposed to in each learning activity, i.e. for every new learning activity, the
learning model overwrites all the previous facts learned in previous learning activities –
whether they are correct or not. The associative agent (TAA) [6] is implemented with a
basic learning model modulating the agent’s certainty of different facts. The certainty of
the facts varies depending on the results of the learning activities. Furthermore, the
TAA asks for confirmation of learned facts at random intervals.

2.3 Experimental Design

The study involved 94 Swedish grades 5 and 6 students from 5 classes from the same
school. The students were randomly assigned to one of two conditions (GoH using the
TAR model and the TAA model, respectively) of 47 students each. The students were
given a short introduction to the game and the characters, whereafter they were
instructed to work alone but allowed to ask for help. The whole intervention lasted for
two subsequent sessions, each lasting 60 min.

A questionnaire addressing perceived intelligence of the TA and the protégé effect
was distributed to the students at the end of the second session. Upon finishing the
questionnaire, the students were presented with a knowledge assessment. The ques-
tionnaire as well as the knowledge test was presented using the same Google Forms
format. After everyone in the class had submitted their questionnaires and knowledge
assessments, a general group discussion of the experience was conducted.

Prior to the analyses, 9 students were excluded from the dataset due to: language
difficulties, not completing the game, or not handing in questionnaires. The resulting
data set consisted of N = 85 participants (TAR: 41; TAA: 44).

2.4 Measurements

The protégé effect (PE) was measured with five 5-level Likert items operationalized for
studies using GoH [7]. Perceived intelligence (PI) was measured with 6 semantic
difference items used for measuring perceived intelligence of a robot [8]. Learning
outcome was assessed by a knowledge test consisting of 10 multiple choice questions
based on the content of GoH.

3 Results

All statistical analyzes were performed with the statistical software R version 3.4.3 at
an alpha level of 0.05; all effect sizes interpreted according to Cohen [9]. The final
dataset consisted of N = 85 students. An analysis of grade revealed no significant
effects on the measurements and the students were treated as a single population.

Teaching Without Learning: Is It OK With Weak AI? 243



An independent samples t-test showed no significant difference in PI between the
TAR (M = 16.4, SD = 4.5) and the TAA (M = 17.8, SD = 4.3) conditions (t(83) =
− 1.32, p = .19, Cohen’s d = .32), i.e. there was no significant difference between the
TAR group and the TAA group with regard to perceived intelligence as measured by the
questionnaire items.

A strong positive correlation (r = .64, p < .001) was found between PI and PE, i.e.
the students’ scores for perceived intelligence and protégé effect followed each other to
a high degree.

A Matt-Whitney’s U test displayed no significant difference in learning outcome
between the TAR (Median = 6; Range = 1–10) and TAA (Median = 6; Range = 0–9)
conditions (W = 843, p = .60, Cohen’s d = 0.11), i.e. neither the TAR group nor the
TAA group performed better as measured by the knowledge assessment.

No significant correlation between PE and performance score in the knowledge test
could be established.

4 Discussion

The students did not perceive TAA as more intelligent. The lack of any significant
difference between the conditions regarding the perceived intelligence and the protégé
effect might, however, point to other factors as eliciting the protégé effect, such as the
narrative or the explicitly stated role for the student as the teacher.

The strong positive correlation between perceived intelligence and protégé effect
may reflect that one strongly influences the other or that they strengthen each other
reciprocally. The strong correlation between how the student either actively ascribe or
passively perceive the TA as a thinking and learning agent and the elicited protégé
effect, points to one having a strong influence on the other, or to both manifesting an
underlying phenomenon. We suggest this is a correlation of interest for researchers as
well as designers of TA software.

The lack of a correlation between the protégé effect and the knowledge test scores is
somewhat surprising. Yet, as the protégé effect is a theoretical construct aimed at
explaining the positive learning outcomes from TAs, it might be too coarse to measure
it in the way done in the study, i.e. the result might be sensitive to false negatives.
Another possibility is that the measurement does not actually reflect the protégé effect
but instead students’ general positive – or negative – attitude towards the software.

A long-term study where the students would have more time to interact with the TA
might provide further insight towards how the students’ perception of the TA vary over
time. Validation of the measurements is also of great importance, as they were newly
adapted for this study.
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Abstract. We used a sentiment analysis tool, VADER (Valence Aware Dic-
tionary and sEntiment Reasoner), to analyze Student Evaluations of Teaching
(SET) of a single course from three different sources: official evaluations, forum
comments from another course, and an unofficial “reviews” site maintained by
students. We compared the positive and negative valences of these sites; iden-
tified frequently-used key words in SET comments and determined the impact
on positivity/negativity of comments that included them; and determined
positive/negative values by question on the official course SET comments.
Many universities use similar questions, which may make this research useful
for those analyzing comments at other institutions. Previous published studies of
sentiment analysis in SET settings are rare.

Keywords: Sentiment analysis � Student evaluation of teaching
Course evaluations � Natural language processing

1 Introduction

Student evaluations of teaching (SET) are an important part of universities’ self-
improvement programs, providing a viewpoint that may affect everything from pro-
fessors’ tenure case decisions to the structure of future semesters of those courses. SET
typically include qualitative comments that may be difficult to present in a summary
manner. Sentiment analysis, a form of natural language processing, attempts to assign a
positive, negative or neutral valence or polarity to natural speech. We set out to
determine whether sentiment analysis is a viable tool for analyzing evaluations.

1.1 Evaluation Sources

We analyzed evaluations of a single graduate-level online course of several hundred
students over a period of two semesters. By limiting the evaluations to a single course,
we were able to control for variability by instructor, semester, and course material. We
analyzed three separate sources of SET: official course evaluations, consisting of a
series of quantitative measurements followed by qualitative open-ended questions;
informal peer evaluations from an unofficial online course evaluation site with quan-
titative and qualitative rankings and comments; and postings in another course, where
students were asked to discuss specific classes they had taken.
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1.2 VADER as a Sentiment Analysis Tool

After experiencing poor results with a standard SentiWordNet analysis [1], we turned
to a more-sophisticated analytical tool for sentiment in informal postings. We found
good results with VADER, the Valence Aware Dictionary for sEntiment Reasoning [2].
VADER not only analyzes individual word sentiment, but attempts to predict the
normalized valence of positive or negative sentiment based on overall sentences,
accounting for factors such as negation, punctuation or emoticon usage. It provided
consistent analysis of SET comments, which are often written informally.

2 Related Work

Student evaluations may be flawed overall in how closely they track with the actual
educational outcomes of a particular class; past studies have shown that positive
evaluations may not correlate well with student learning, and that other factors may be
in play [3–5]. Given that issue, the detailed sentiment analysis by topic discussed here
may offer an option for instructors or institutions attempting to do a deeper dive into
evaluations than just the summary ratings, by identifying classroom themes or com-
ponents and students’ positivity or negativity toward them.

Lim et al’s [6] study on course evaluations did not focus on sentiment analysis per
se, but a tangent: frequency analysis to determine key features of course evaluations.
The applications of this work to the word groupings in our study seem very relevant.
El-Halees’ [7] analysis of comments to improve course evaluations comes the closest to
approaching the subject of this study. The author conducted analysis identifying overall
sentiment and features including teacher, exams, resources, etc., assigning sentiment to
those features. He used NB, k-Nearest Neighbor and SVM methods.

3 Viability of Sentiment Analysis in SET

One method of determining viability for sentiment analysis in student evaluations of
teaching comments using our datasets was to compare comments’ sentiment polarity
using a particular method with student-awarded quantitative scores. Just one set of
evaluations included individually calibrated student comments and evaluation scores:
the informal student website rankings. Official course evaluation survey data pre-
summarized quantitative data, making it impossible to match scores with particular
comments. The informal site included an overall rating for the entire class (based on a
1–5 scale) and comments on the class from the same individual.

3.1 Results

A clear trend can be seen between the average normalized compound sentiment scores
for students awarding low quantitative scores versus those awarding high scores,
suggesting that sentiment analysis does generally track with students’ overall estima-
tions of course value. A dip occurs at the “3” rating, possibly due to students’
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association of the mid-level “3” rating with “average,” as opposed to a true progression
from 1 to 5. This supports the use of sentiment as an evaluative measure, especially in
these edge cases, since it can be used to tease out the true expressed negative/positive
valence of comments for those awarding an “average” score (Fig. 1).

While evaluation comments by students overall tend to employ positive terms, the
average for those who awarded 1 of 5 stars was 11.72% (.1172) in normalized VADER
compound scores, while the average for those awarding 5 of 5 stars was close to
universally positive, at 97.96% (.9796).

3.2 Differences in Evaluation Comment Sentiment Scores Based
on Environment

All three sources scored roughly the same on compound ratings; however, the informal
student website scores were slightly more likely to be negative (7.5%, versus 5.9% for
the forum posts and 6.2% for official evaluation comments), while also being slightly
more likely to include fewer positive comments (13.2%, versus 15% for forum posts
and 15.5% for official evaluations.)

3.3 Scores for Particular Question Types

We tracked sentiment scores by question by term, since the course had changed. In
general, positive questions asking about the course or instructor’s strengths received
the lowest negative and highest positive scores; and vice versa for questions asking
about weaknesses, supporting our methodology. For instance, in Fall 2016, “course
best aspect” had an average normalized positive valence of 20.2% and negative of
0.5%; “course improvements” had a positive valence of 10.7% and negative of 7.7%.

Fig. 1. Normalized compound VADER sentiment polarity of student comments expressed as a
function of student quantitative ratings of the same course (1 low to 5 high). Normalized
compound scores of sentiment range from −1 (completely negative) to +1 (completely positive.)
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3.4 Scores for Comments Including Frequently-Used Keywords

One of the key findings that could be helpful for evaluating parts of a course that
students resonated with more or less strongly is the list of items (nouns) that students
mention most frequently. We analyzed the most frequently used terms and averaged the
sentiment polarity for comments using those terms.

We iterated through the comments themselves, identifying whether they contained
one of these frequently-occurring nouns, and if so, adding it to a total score for that
noun. The resulting totals were averaged to produce positive, negative and compound
normalized VADER sentiment scores for each noun. For samples, see Tables 1 and 2.

4 Discussion and Limitations

Sentiment analysis cannot provide a replacement for the content and contextual anal-
ysis done manually now. It may break down in environments where student comments
are too short or factually phrased to provide consistent results. This analysis focused on
a single course within a single degree program, and further study is needed to deter-
mine whether the results found here carry over to other types of classes (e.g., traditional
in-person instruction) and other types of evaluative measures.

5 Conclusion

The potential for sentiment analysis as a tool for analyzing Student Evaluations of
Teaching appears to be significant. It offers an additional summarization tool for “quick
looks” at positive and negative factors within a single class. Use of frequently occurring
keywords might help to identify where the course instructor was strong but particular
materials were weak, or vice versa. Correlation between overall sentiment analysis
scores for a review and overall scores awarded to a class appear to support the validity
of sentiment analysis as a measurement.

Table 1. The top two frequently-used nouns with negative associations.

Word Neutral Negative Positive Compound

Feedback 0.812 0.091 0.097 0.9816
Questions 0.814 0.084 0.102 0.9996

Table 2. The top two positive terms for sentiment.

Word Neutral Negative Positive Compound

Interviews 0.763 0.051 0.185 0.9999
Idea 0.779 0.064 0.157 1
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Abstract. The increase in supply and demand of on-line courses evi-
dences a new educational paradigm mediated by information and com-
munication technologies. However, an issue in this new paradigm is the
high number of students who drop out (85% on average). Some of them
blame the lack of instructor support. This support needs the analy-
sis of students’ data to guide teachers’ decision-making. Learning Ana-
lytics (LA), Educational Data Mining (EDM) and Data Visualization
(DataViz) are some tools for this analysis, but teachers do not receive
appropriate technological support to use them. So, we used DataViz
to help teachers understand the output from the application of LA
and EDM algorithms on the students’ data. We evaluated if instruc-
tors understood the information in the visualizations, and asked their
opinion about the visualizations’ (1) utility; (2) ease of use; (3) attitude
towards use; (4) intention to use; (5) aesthetics; (6) the color scheme
used; and (7) the vocabulary used. The results indicate that instructors
understood the information in the visualizations and the majority of
them had favorable opinions, but we noticed the vocabulary used needs
improvement.

Keywords: Data visualization · Educational data science · e-Learning

1 Introduction

The increase in supply and demand of on-line courses [2,6] evidences a new edu-
cational paradigm, which relies on digital information and communication tech-
nologies (DICT) [4]. However, this new paradigm poses some issues for teachers.
One issue is the high number of dropouts (85%, on average) [8,11]. Learners
blame the “Lack of Instructor Support” [11], but such support demands educa-
tional data analysis to guide educational decision-making [3,7,13]. Learning Ana-
lytics (LA), pedagogical Data Mining (EDM) and Data Visualization (DataViz)
are a set of tools to do that, but teachers are not, normally, trained nor receive
appropriate technological support to use them [10,13]. Thus, the need to assist
c© Springer International Publishing AG, part of Springer Nature 2018
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teachers using technology to guide pedagogical decision-making is latent. This
aid should process learners’ educational data is search for relevant information,
showing the characteristics of the issues, guiding teachers on what they should
do [3,9,12,13]. For that, we created 3 visualizations to: (1) measure the amount
of interactions, from a group of students, with each educational resource (called
segmented bar chart and coded as Viz1); (2) show the most impactful interac-
tions on students’ performance (ordered weights, Viz2); and (3) show the most
impactful combination of interactions on students’ performance (combined inter-
actions, Viz3).

2 Proposal

We used data visualization to help teachers understand the output from the
application of data mining and learning analytics on educational data from
196 students (an on-line high-school math course), consisting of the amount
of: (1) problems solved correctly, incorrectly and in total; (2) accesses to the
learning environment; (3) videos watched; (4) points earned (gamification); (5)
badges/trophies achieved (gamification); and (6) level (gamification). For that,
we created 3 visualizations associated with the “RAG Colors” technique [1], to
analyze students as groups, based on their performance1. The visualizations are
explained below:

Visualization 1 - Segmented Bar Graph. In this visualization, the interac-
tions are counted and compared to the mean of all interactions of the same kind.
Learners with scores below -1 standard deviation, were in the inadequate class;
those with scores between −1 and +1 standard deviation, were in the insufficient
class; and those with scores above +1 standard deviation, were in the adequate
class. The aim was to isolate the interactions and facilitate comparison (Fig. 1 -
Top).

Visualization 2 - Ordered Weights. In this visualization, we ran the Sim-
pleLogistic2 algorithm on the data to build a linear regression model [14]. The
output is not “teacher-friendly”. Thus, we transformed the textual output, con-
sidering the weights of each variable and the 3 classes of results: 0 = inadequate,
1 = insufficient and 2 = adequate. Variables with negative weights repel learners
from the class. We ordered interactions that repelled students from the inade-
quate class (class 0) and attracted the adequate class (class 2), see (Fig. 1 -
Middle).

Visualization 3 - Combined Interactions. In this visualization, we ran the
JRip algorithm to infer association rules [5] based on frequent and relevant pat-
terns in the data. The output shows some combinations of interactions leading to
1 RAG stands for: red, amber, green. Red = Inadequate class: learners need urgent

attention and well-planned pedagogical interventions [1]; Yellow/Amber = Insuffi-
cient class: learners need attention, monitoring and guidance [1] to progress; Green =
Adequate Class: learners need incentives and/or challenges to keep them motivated
and progressing well.

2 Available at: https://www.cs.waikato.ac.nz/ml/weka/.

https://www.cs.waikato.ac.nz/ml/weka/
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a particular class of results. Teachers can identify sequences of interactions that
affect learning, which is potentially informative for the teachers. We calculated
the “importance score”, adding a point for the occurrence of a resource in the
rules returned and subtracted a point for each non-occurrence. The result was
the combination of the four resources with highest (green) and four resources
with the lowest (red) scores (Fig. 1 - Bottom).

Fig. 1. The 3 Visualizations Created: Segmented Bar Graph (top), Ordered Weights
(middle) and Combined Interactions (bottom). (Color figure onlne)

3 Design of the Experiment

The experiment was operationalized as an on-line questionnaire. We invited
instructors (professors, teachers and tutors) to evaluate the visualizations,
answering some questions to check if they understood the information displayed.
We also asked them their perceptions on the visualizations, considering the: (1)
perceived utility - PU3; (2) perceived ease of use - PEU4; (3) attitude towards
use - ATU5; (4) intention to use - IU6; (5) perception about the aesthetics -
AES7; (6) perception about the color scheme used (RAG Colours) - RC8; (7)
3 If the participants considered the visualizations would be useful for helping them

with their professional activities.
4 If the participants considered the visualizations easy to use.
5 If participants showed a positive attitude regarding the use of the visualizations.
6 If participants would use the visualizations if they were available for them in their

workplace.
7 If the visualizations were beautiful and attractive.
8 If the colors (red, yellow and green) helped them understand the results in the

visualization.
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perception about the terms used (inadequate, insufficient, adequate) to classify
students’ results - TU9, all following a Likert scale from 0 to 610.

4 Results and Discussion

The questionnaire was available for one month and we had 116 valid records.
First, we evaluated the answers about the visualizations. We called the met-
ric Understandability and the results showed high values for all visualizations,
indicating teachers understood the information they provided. After that, we
compared the visualizations among themselves, testing for statistically signifi-
cant differences regarding the understandability (Table 1).

Table 1. Comparison between visualizations.

VIZ WILCOXON TEST BONFERRONI BEST

Viz1 vs. Viz2 0.0001185024 0.0007110142* Viz1

Viz1 vs. Viz3 7.216746e−06 4.330048e−05* Viz1

Viz2 vs. Viz3 0.01171951 0.07031707 No difference

As displayed in Table 1 Viz1 provided greater understandability to teachers.
The order was: Viz1 > Viz2 = Viz3. One explanation is that Viz1 is resembles
a bar graph, which is a traditional kind of graph so it was more familiar to the
participants.

The median result of the participants’ perceptions, for all metrics, was around
4, meaning the participants “slightly agree” that the visualizations were easy
to use (ease of use), interesting (attitude towards use), they would use them
if they were available (intention to use), beautiful/attractive (aesthetics) and
the color scheme was appropriate (color scheme used). Regarding the perceived
utility, participants “neither agree nor disagree” the visualizations would increase
their productivity. Regarding the vocabulary, the participants “neither agree nor
disagree” the vocabulary was appropriate (vocabulary used), signaling a need for
improve these last two metrics.

5 Conclusion

We created 3 visualizations to help teachers understand the output from data
analysis techniques, using the RAG Colors technique to group learners according
to their class of results. We asked highly competent and experienced instructors
to evaluate them. The participants, overall, perceived the visualizations as easy
to use, interesting, attractive and that they would use it, if they were available.
For the perceived utility and the vocabulary used, the results show that these
metrics need improvement.
9 If the terms used, helped them understand the results in the visualization.

10 0 = I Strongly Disagree; 3 = I Neither Agree nor Disagree; 6 = I Strongly Agree.
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The visualizations were effective (about 84% of all answers were correct)
in making teachers understand the information extracted from the outputs of
educational data mining and analytics (understandability), suggesting the visu-
alizations are an objective and simple way for teachers to interpret what is going
on with their groups. This is important to assist teachers’ daily decision-making
tasks, making it evidence-based.

Some topics that need further research: (1) how can we improve the visual-
izations’ utility? (2) what kind of vocabulary is appropriate to be used? (3) are
there algorithms that are easier to visualize than others? (4) what are the other
algorithms we can visualize? (5) how can we visualize different information from
a single educational data mining/analytics’ output?

Acknowledgments. We would like to acknowledge CNPQ (Brazilian National Coun-
cil for Scientific and Technological Development) and PROCAD (Brazilian National
Programme for Academic Cooperation) for supporting this work.
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dizagem a Distância no Brasil (2016)

7. Kowalski, T., Lasley, T.J.: Handbook of Data-Based Decision Making in Education.
Routledge, New York (2010)

8. Liyanagunawardena, T.R., Parslow, P., Williams, S.: Dropout: Mooc participants’
perspective (2014)

9. Mandinach, E.B., Honey, M., Light, D.: A theoretical framework for data-driven
decision making. In: Annual Meeting of the American Educational Research Asso-
ciation, San Francisco, CA (2006)

10. Mandinach, E.B., Jackson, S.S.: Transforming Teaching and Learning Through
Data-Driven Decision Making. Corwin Press, Thousand Oaks (2012)

11. Onah, D.F., Sinclair, J., Boyatt, R.: Dropout rates of massive open online courses:
behavioural patterns. EDULEARN14 Proceedings, pp. 5825–5834 (2014)

12. Romero, C., Ventura, S.: Educational data science in massive open online courses.
Data Mining and Knowledge Discovery, Wiley Interdisciplinary Reviews (2016)



256 R. Paiva et al.

13. Schildkamp, K., Lai, M.K., Earl, L.: Data-based decision making in education:
Challenges and opportunities, vol. 17. Springer Science & Business Media (2012)

14. Sumner, M., Frank, E., Hall, M.: Speeding up logistic model tree induction. In:
Jorge, A.M., Torgo, L., Brazdil, P., Camacho, R., Gama, J. (eds.) PKDD 2005.
LNCS (LNAI), vol. 3721, pp. 675–683. Springer, Heidelberg (2005). https://doi.
org/10.1007/11564126 72

https://doi.org/10.1007/11564126_72
https://doi.org/10.1007/11564126_72


A System-General Model for the Detection
of Gaming the System Behavior in CTAT

and LearnSphere

Luc Paquette1(&), Ryan S. Baker2, and Michal Moskal3

1 University of Illinois at Urbana-Champaign, Champaign, IL, USA
lpaq@illinois.edu

2 University of Pennsylvania, Philadelphia, PA, USA
rybaker@upenn.edu

3 University of Warsaw, Warsaw, Poland
michal.moskal@10clouds.com

Abstract. In this paper, we present the CTAT (Cognitive Tutor Authoring
Tools) implementation of a system-general model for the detection of students
who “game the system”, a behavior in which students misuse intelligent tutors
or other online learning environments in order to complete problems or other-
wise advance without learning. We discuss how this publicly available detector
can be used for both live detection of gaming behavior while students are using
CTAT tutors and for retroactive application of the detector to historical data
within LearnSphere. The goal of making this detector publicly available is to
foster new research about how to best intervene when students game the system
and to increase the large scale adoption of such detectors in the classroom.

Keywords: Gaming the system � System-general models
Cognitive tutor authoring tool � LearnSphere � Student model

1 Introduction

Research in AIED technology has sometimes been criticized for being too siloed [1].
Although high-quality research is produced by a wide variety of research teams, there
has been limited effort to bridge the gap between individual projects. For example, even
though multiple research teams [2–6] have contributed to the topic of building models
able to detect students who “game the system” [2], a behavior in which students misuse
intelligent tutors or other online learning environments in order to complete problems
or otherwise advance without learning, such detectors have not been used at scale to
drive pedagogical interventions or to inform teachers in the classroom. This is in part
due to the difficulty of building detectors that are general enough to work in multiple
tutoring contexts, requiring researchers interested in studying pedagogical interventions
related to gaming to develop their own detector or validate that an existing detector is
appropriate for their system, both of which require considerable resources.

In this paper, we present the Cognitive Tutor Authoring Tool (CTAT) [7] imple-
mentation of a system-general model that detects students who game the system.
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By developing this general model and making it available within a widely-used tutor
development framework, we aim to reduce the amount of effort required to conduct
research involving gaming the system behavior and to increase adoption of gaming
detectors by intelligent tutor developers, whether for driving automatic interventions or
for reporting gaming behavior to teachers through dashboards.

2 The Model

The model we implemented was developed using data collected from Cognitive Tutor
Algebra [8] where 10,397 sequences of student actions were classified as either con-
taining or gaming behavior or not. We used a rigorous knowledge engineering process,
in which we observed and interviewed the expert who classified each of those
sequences, to build a model that replicated her decision process [5]. The resulting model
identified 13 patterns of actions that are associated with gaming behavior, such as quick
repetitions of the same answer in different text fields and sequences of incorrect answers
that are similar to each other. In our CTAT implementation, every sequence of five
actions (repeated help requests are counted as only one action) is compared to those 13
patterns. Students are identified as gaming the system if the actions within the sequence
match any of the 13 patterns. Otherwise the student is identified as not gaming.

This model was selected due to its good generalization across different tutoring
contexts. Although the model was developed for Cognitive Tutor Algebra, it was also
validated in two new contexts [9]: the scatterplot lesson of Cognitive Tutor Middle
School and ASSISTments [10]. This previous study showed how the model, developed
using knowledge engineering approaches, outperformed a second model, developed
using a combination of machine learning and knowledge engineering, in those new
contexts. The knowledge-engineered model obtained a level of performance in new
systems comparable with past detectors successfully used for intervention, making it a
good candidate to be implemented in CTAT.

3 Using the Model

The detector is contained in one JavaScript file (“gaming.js”) that can be downloaded
from CTAT’s detector library1. Once downloaded, the file can be integrated into a
CTAT tutor to automatically detect gaming behaviors during runtime or can be loaded
in the widely-used LearnSphere2 data platform (formerly the PSLC DataShop [11]) to
retroactively apply the detector to historical data from a range of learning systems.

In CTAT, the detector can be applied to any tutor created using CTAT’s HTML
interface. Using the detector simply requires the tutor’s author to include a reference to
the detector’s JavaScript file in “transaction_mailer_users.js” (see CTAT’s documen-
tation for detailed instruction). Once the tutor is included in the tutor, it will

1 The CTAT detector library is accessible from the CTAT detector wiki: https://github.com/d19fe8/
CTAT-detector-plugins/wiki/CTAT-Detector-Library.

2 http://learnsphere.org/.
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automatically generate gaming/not gaming diagnosis every five actions (displayed in
CTAT’s “Variable Viewer” window).

Retroactively applying the detector to historical data using LearnSphere requires the
user to create a workflow in the Tigris authoring tool. In this workflow (Fig. 1), the user
can load any tab delimited text file containing data formatted according to the DataShop
[11] standard as well as load the “gaming.js” file containing the gaming detector. Those
two files are then used as inputs for the “Apply Detector” operator which will apply the
detector to the dataset. The output of this workflow is a file containing all of the model’s
diagnoses. It is important to note that, although it is possible to apply the detector to any
dataset stored using the DataShop standard, the detectors have not yet been validated on
systems beyond Cognitive Tutors, CTAT Tutors, and ASSISTments.

4 Limitations and Future Work

By making our gaming the system detector publicly available and easy to integrate into
CTAT tutors, we hope to contribute to scaling up the usage of automated detectors of
student behavior in research, for example by studying the impact of different peda-
gogical strategies, and hope to support the broader deployment of those detectors in
classroom interventions.

Making our detector publicly available is only the first step, further work will need
to be done to develop tools that can take advantage of the model in concrete ways. For
example, we are currently evaluating the feasibility of integrating our detector to a
teacher dashboard [12] that could support teachers by producing live reports of gaming
behaviors in their classroom. In addition, we encourage researchers interested in the
usage of models of student behaviors in adaptive learning to develop, evaluate and
share their own tools and pedagogical strategies.

Finally, although our detector has been validated across multiple tutors with
promising results, we intend to conduct further work to iteratively improve the detector
and evaluate its applicability to additional systems. This will allow the detector to be used
in an increasing number of contexts while simultaneously improving our understanding
of gaming the system behaviors. We see the inclusion of this detector in CTAT as an
important step towards achieving this goal.

Fig. 1. Tigris workflow used to apply the gaming detector to historical data.
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Abstract. Automatic question generation is a challenging task [11] that
aims to generate questions from plain texts, and has been widely and
actively researched in various fields. Generated questions can be used
for educational purposes, largely for mid-terms, final exams, and also for
pop quizzes. In this paper, we propose a novel similarity-based multiple
choice question generation model without any pre-knowledge or addi-
tional dataset.

1 Introduction

One of the main applications of artificial intelligence in education is the gener-
ation of study questions to assist students practice and study course materials.
Specifically, multiple-choice fill-in-the-blank questions are used widely in edu-
cational assessments, starting from small quizzes to final exams. But manually
creating such questions can be a tedious process, and often requires intense
amount of human labor. There have been attempts to automize the process of
question creation which use domain-specific knowledge [1,4,8], or a large corpus
with additional outside knowledge [3,13], but they still involve lots of time and
effort. This paper aims to build an automatic multiple-choice fill-in-the-blank
question generation model that doesn’t require any pre-knowledge or additional
dataset, to provide a cost-effective and efficient approach to the problem.

We use a simple text embedding model to project documents, sentences, and
word vectors onto the same semantic space, which we hypothesize will enable
us to discover sentences and words of significance. These sentences and words
are ranked based on similarity, and are turned into a question sentence and a
corresponding blank space to fill, respectively.

2 Related Work

2.1 Question Generation

Traditional question generation studies largely rely on hand-engineered and
domain-dependent rules. [8] generated wh-question via parsing to extract key-
words and WordNet [7] to generate distractors. [4] used parse tree to generate
c© Springer International Publishing AG, part of Springer Nature 2018
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declarative sentence and hand-engineered features to rank questions. [1] defined
features on what good sentences, blanks, and distractors are, and used those
features to score questions, which is used as a baseline model in this paper.

Recent question generation take advantage of neural network. [3,13] proposed
encoder-decoder model with attention mechanism which is capable of generating
diverse questions. However, those models are trained through SQuAD dataset
which means that they need extra supervised-dataset to train.

3 Model

Fill-in-the-blank question generation focuses on finding important sentences from
a document, and important keywords from the sentences. We measure this impor-
tance of a sentence or a word by their similarity in contents to the document
they belong to. This is based on the intuition that these sentences and keywords
will best express the topic or the essence of a given document.

In this section, we propose an embedding model, which projects documents,
sentences, and words onto the same dimensional vector space. Then we are able
to rank the similarities of the sentence and word embeddings to the document.

3.1 Document Embedding Model

Our embedding model is based on the idea of the paragraph vector model of [5].1

While the existing paragraph vector model learns word and paragraph
embeddings simultaneously, our newly proposed model is capable of jointly learn
the embeddings of the word, paragraph, as well as the entire document (Fig. 1).

Fig. 1. Proposing model

Our embedding model can roughly be divided into Sentence-Word Layer and
Document-Sentence Layer. To be specific, in the Sentence-Word Layer, word
1 Due to page limitation, we refer readers to [5] for further detail.
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embedding and sentence embedding are learned simultaneously by predicting the
next coming word. Likewise, in Document-Sentence Layer, we treat the sentence
as a word that constitutes a document so that the document embedding can
be learned from the sentence embedding by predicting the next sentence. This
model enables similarity-based question generation method described below.

3.2 Similarity-Based Question Generation

Using the proposed text embedding model above, we can now project words,
sentences, and the document to the same n-dimensional vector space. Then by
measuring the cosine similarities of the sentences and the words with the docu-
ment vector, we can rank them in order by semantic similarity to the document.
The details are as follows.

Algorithm 1. Similarity-Based MC GF Question Generation

Input: Document List D, Embedding List E, Vocabulary V
Constant kds, ksg, kgt

Output: Multiple-Choice fill-in-the-blank Question List Q
Q ←[ ]
for d in D

for s in sent_tokenize(d)
Calculate dist(E[d], E[s])

Sd ← top-kds closest sentences to the document d
for s in Sd

for g in word_tokenize(s)
Calculate dist(E[s], E[g])

Gs ← top-ksg closest blanks to the sentence s
for g in Gs

for t in V
Calculate dist(E[g], E[t])

Tg ← top-kgt closest sentences to the blank g
q ← (s, g, Tg)
Q.append(q)

return Q

We decided that blanks must be nouns and cardinals due to the manual
analysis that important words are almost always nouns or numbers. Also to
avoid the selection of synonyms of the answer, we use POS tags, lexicographer
file and synset of WordNet in distractor selection step.

4 Result and Discussion

In the experiment, we used Database System Concepts 6th ed. [12] and Campbell
Biology 9th ed [10]. We trained the data set using the embedding model presented
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Fig. 2. Raw paragraph and generated question

in this paper, initializing word embedding previously learned through GloVe [9].
Generated sample question from our model are shown in Fig. 2.

We evaluated our model using [1] as our baseline because no external resource
was used in that study. And it is a study that generates questions using textbook
like our work.

To compare performance between models, 10 university students evaluated
sentence and blank of each question as good(1) or bad(0) and for distractor,
students are asked to answer the number of good distractors as it was done in
[1]. Among massive amount of generated questions, 50 questions are randomly
selected and evaluated from top-500 highest similarity questions (Table 1).

Table 1. Experimental result (Scores are averages of evaluators)

Method Sentence Blank Distractor

Database baseline 0.5 0.504 1.472

Database proposed 0.588 0.62 1.672

Biology baseline 0.708 0.764 1.788

Biology proposed 0.748 0.8 2.088

The results show that our similarity-based method was particularly effective
in selecting distractors. This is because the semantics of words play a crucial role
in the selection of distractors. The questions generated by our model made more
sense in general, and showed much more diversity in selection of distractors.
The complete comparison results are on https://github.com/sporenet/question-
generation.

https://github.com/sporenet/question-generation
https://github.com/sporenet/question-generation
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Abstract. We propose a machine learning approach to automate the estimation
of the interpersonal help-seeking level of students in an online course, based on
their behavior in an LMS platform. We selected behavioral and performance
features from the LMS logs, using forum and wiki variables in the context of a
professional development course in audiology rehabilitation (N = 93). Then, we
applied different state-of-the-art regression algorithms to predict their responses,
using student-level cross-validation in the training set and evaluated the
resulting models in a separate test set. As result, we had approximately an error
of one point with our model, on average. We discuss some deviant cases and
how this information can be used to inform tutors in online courses.

Keywords: Interpersonal help-seeking � Regression � Educational data mining
Learning strategies

1 Introduction

A manner to harness the student participation more efficiently is by exploring students’
learning strategies (Warr and Allan 1998; Pantoja 2004), especially in professional
education, where participants are more likely to be older, spend less time in learning
and arguably have different motivations and anxieties in addition to the emphasis in
procedural knowledge, more than in formal education. The learning strategies are
mediators of learning outcomes, developed by individuals during their learning
activities to control their own psychological learning processes, such as attention,
acquisition, memorization, and transference (Zerbini and Abbad 2008). No specific
strategy is the best, but they can be suited according to the context of the instructional
activity. The adequacy of a strategy is dependent on the context of the instructional
practice, such as the nature and the complexity of the activity. Warr and Allan (1998)
and Warr and Downing (2000) developed the theoretical model, in three main axes:
cognitive strategies, interpersonal help-seeking; self-regulatory strategies.
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This work aims to infer the degree of interpersonal help-seeking (the procedures to
obtain assistance from other people) of individual students in an online course based on
their behavior, by building automatic detectors of this construct using machine learning
techniques and studying its fitness to the task.

Help-seeking behavior in digital learning environments has been a promising area
of research, particularly in the ITS field. Some of the earlier works sought to model the
help-seeking behavior according the interaction of the student with the tutoring system
and to develop adaptive tutorial interventions to help students improve these skills,
such as suggesting the student to ask for help when he needs to, but did not make at that
point (Aleven et al. 2006; Roll et al. 2007; Ogan et al. 2015). Other studies on that topic
include help abuse (gaming the system) (Baker et al. 2004) and self-explanation about
the help (Baker et al. 2011). However, they concentrate on how the student interacts
with the ITS, modeled according to interaction within the software. In this work, we
model a slightly different construct, the interpersonal aspect of help-seeking.

2 Methodology

The data was gathered from a specialization distance course in Audiology – “Auditory
rehabilitation in children”, developed by Speech-Language Pathology and Audiology
Department (University of São Paulo in Bauru); Samaritano Association and Brazilian
Ministry of Health, composed by professionals working across Brazilian territory. It
lasted 18 months with a course load of 400 h. All communication and interactions
between students and staff were asynchronous. In this work, the responses of 93
students (95,7% women, avg. age: 36.3, sd: 7.7) who successfully completed the
course were considered. The dataset is composed of the log records registered by
Moodle. It is important to note that one of the teaching strategies adopted by the course
administrators was the incentive given by instructors so that student could share with
their colleagues the experiences and doubts about the subject matter and their pro-
fessional practice. The pedagogical model adopted sought to build collaborative
activities so that students could share their experiences and reflect upon their practice,
seeking for help to build up their ideas.

The variable to be predicted are the responses given by the students to the Learning
Strategy Scale (LSS) (Zerbini and Abbad 2008). The instrument consists of 28 Likert
items divided into 7 factors (0 to 10, ranging from ‘Never’ to ‘Always’). In this work,
we chose the ‘interpersonal help-seeking’ factor, measured by 6 items (Cronbach’s
alpha = 0.87), and it was applied by the end of the course.

Features. Course specialists chose variables from 3 tools inside the course: the wiki
and the forum, with 2 instances – a graded forum, where the student had to construct
responses on a generating question posed by the instructors, interacting with col-
leagues; and the ‘Stand-by Support’ (SbS), where the students could ask questions
related to the subject matter to the instructors. The wiki consisted of a group work in
which every student in the group could collaborate in a web page and the result was
submitted for grading. We selected variables to triangulate from different perspectives:
active (number of posts, length of the posts, time between posts) and passive (views
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and time spent) interactions, scores (assessing the content of the posts) and demo-
graphic (age). These were the selected variables:

• Forum: avg. scores, # of posts, avg. post length, avg. time on the tool, # of post
visualizations;

• Stand-by support: median of days for posting questions, # of posts, avg. post length,
avg. time on the tool, # of post visualizations;

• Wiki: median of days for editing the wiki page, avg. scores, avg. # of edits, avg.
time in the tool, # of page visualizations, avg. # of chars in the edits;

• Other: age.

Model Creation and Evaluation. To predict the individual scores, we applied different
algorithms using the features described in the previous section. We selected state-of-
the-art algorithms to build the predictions, using Weka 3.8 as the tool to execute and
evaluate the performance of the algorithms. The following algorithms were selected:
Linear regression (M5’ feature selection), Support vector machines with radial basis
(SMOReg); Multilayer Perceptron; Random Forest; M5P and M5Rules.

The dependent variable was very imbalanced, with a high right-skewness (−0.78).
To deal with this issue, we split the data into 67% for training (62 instances) and 33%
testing (n = 31), balancing the output. Also, we used an oversampling technique
(sampling with replacement), duplicating the values of the lowest quartile in the
training set, resulting in 89 instances (skewness = −0.45).

To estimate the model parameters and performance, we applied 10-fold student-
level cross-validation to the training set and applied the resulting model to the held-out
test dataset. The metrics used to evaluate the performance of the algorithms were: mean
absolute error (MAE), root mean square error (RMSE) and Pearson correlation.

3 Results

The regression analysis considered the self-reported ‘interpersonal help-seeking’ as the
dependent variable in a 0–10 scale and the selected features as the explanatory vari-
ables. In this experiment, the SVM for Regression (SMOReg) had the best performance
with MAE and RMSE metrics. It presented an average of 1.025 points of error in the
instances in the test set. The linear regression presented the best value for the corre-
lation between real and predicted values with r = 0.339. To make interpretation easier,
we rely on the linear regression model, since it resulted in good values of the metrics.
The resulting model: 0.0057 * ViewsSbS + 0.0019 * AvgLengthMsgSbS + −0.0067 *
TimeOnForum + 0.0849 * MedianDaysWikiEdits + 7.3321

Deviant Cases. We analyzed the cases in terms of highest residual errors, with values
above 2 points. In total, there were four cases. One of them was related to a very low
value for self-report and the other three comes from the top self-report scores. Table 1
summarizes the four cases of interest in comparison with the average for all students.
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4 Discussion

Recent studies have explored how to infer latent constructs, traditionally measured by
self-report questionnaires, from user behavior in computer-mediated environments,
what is valuable in situations where, e.g., users don’t have much time or avoid social
undesirable responses. As a contribution of this work, we proposed a prediction model
for inferring interpersonal help-seeking using behavioral, performance and demo-
graphic data from an online learning environment and tested with machine learning
algorithms with a fair accuracy. As the output score was very imbalanced, the over-
sampling technique we adopted helped to alleviate the imbalance of the dependent
variable. One of the drawbacks of this technique is the increase in the likelihood to
overfit training data; however, in our experiment, it generalized well.

Our results indicate that our method can identify patterns that make possible to
predict the scores for interpersonal help-seeking construct. The resulting model of the
linear regression algorithm depicts which variables were selected to build the model.
The ‘Stand-by Support’ (SbS) forum, where students could interact with the instructors
about content-related doubts, presented two significant positive variables: the ‘number
of views of messages’ in these forums and the ‘average length of messages that the
users posted’ in this tool, in the presence of the other selected variables. The wiki
variable of ‘median days of editing before due date’ also showed significance, with a
positive relation to the predicted construct. On the other hand, the ‘time spent on
forum’ variable (here, the forum was an graded activity) had a negative relation to the
construct, i.e., the more the student interacted in the forum, the lower his interpersonal
help-seeking score. The visualization of others’ messages may not seem as important to
the perception of the respondents as suggested by their self-reported scores. By ana-
lyzing the deviant cases, it suggests that some other factors may be present. As with
any other online course, there is always the opportunity for students to interact with
each other by means other than the learning management system. Even though the
students in this work were far apart from each other, they communicated with social
digital tools like Facebook and Whatsapp messenger, very popular social tools in
Brazil. Another factor that may influence this score is the self-concept since most
students self-reported a very high score. For instance, a student may think that his
behavior is adequate when, in fact, it lags in various aspects. In a future study, we will
build a software detector that, by the end of each module and with the resulting model,

Table 1. Model values for the most deviant cases.

Instance
#

True
value

Predicted
value

Abs.
Diff.

Views
SbS

AvgLength
MsgSbS

TimeOn
Forum

MedianDays
WikiEdits

1 4.83 7.43 2.60 13 103.0 50.7 2
24 9.17 6.71 2.46 1 0 119.4 2
28 9.67 7.50 2.17 42 136.2 67.8 1.5
31 10.0 7.42 2.58 38 135.5 82.3 2
Avg. 80.6 244.3 74.8 3.8
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can inform the tutors which students present a low level of interpersonal help-seeking -
closing the loop of educational technology research.
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Abstract. Control of Variables Strategy (CVS) is the process of iso-
lating the effect of single variables when conducting scientific inquiry.
We assess how CVS can help student achieve different levels of under-
standing when implemented in different parts of the inquiry process. 148
students worked with minimally-guided inquiry activities using virtual
labs on two different physics topics. The virtual labs allowed for explo-
ration, data collection, and graphical analysis. Using student log data,
we identified how CVS manifests itself through these phases of students’
inquiry process. We found that students using CVS during data collection
and plotting was associated with students achieving more qualitative and
quantitative models, respectively. This did not hold, however, for more
complicated mathematical relationships, emphasizing the importance of
mathematical and graphical interpretation skills when doing CVS.

Keywords: Inquiry learning · Control variable strategies · Virtual lab

1 Introduction

Control of Variables Strategy (CVS) is an important scientific inquiry strategy
where the impact of variables is tested one at a time [2]. Using CVS is however
a particularly challenging aspect of inquiry learning for students [5] and much
work has gone into understanding and developing instructional methods to teach
students how to conduct and interpret controlled experiments [2,11,12].

CVS is often studied in the context of data collection [1,11]. We expand
on this work by investigating student actions consistent with CVS across the
whole investigation phase of the inquiry process [8], which, besides data collec-
tion (CVS-collect), also includes exploration (CVS-explore) and graphical anal-
ysis (CVS-plot). We do so using virtual labs, an environment apt for studying
inquiry learning [4,6,9,10] such as assessing CVS [1,11]. Specifically, we pose the
following research questions: (1) what is the relationship between a student’s final
scientific model and the use of CVS in different parts of their inquiry process?
(2) Is the relationship dependent on the mathematical relationship underlying
the simulated physics concept?
c© Springer International Publishing AG, part of Springer Nature 2018
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Fig. 1. The light-lab (left) and charge-lab (right) are embedded in an interface with
two collapsible tools: a table to record data (left) and a graph to plot data (right).

2 Methods

148 first to second year students from a Canadian University participated in
this study outside of class. There were 96 (65%) women, 50 (34%) men and two
(1%) students identified as a non-conforming/binary gender or preferred not to
answer. Students used two PhET simulations (https://phet.colorado.edu/) [13].
One on light absorbance of solutions (light-lab) and one on the charge of parallel
plate capacitors (charge-lab; Fig. 1). Both simulations have one outcome variable
(absorbance or charge), two independent sim variables (hereafter referred to as
“sim variables”) and similar underlying mathematical relationships: outcome
variables are proportional to the sim variables with the exception of plate sepa-
ration: Absorbance ∝ concentration ∗ width and Charge ∝ area ∗ 1

separation .
The virtual labs include lab tools that enable students to organize and analyze

data. These include a data table, a graph, and a digital notepad (not studied
here). Students can record observations from the simulation in the table, which
they can then choose to add to the graph. The graphing tools also allow students
to specify variables for the axes and a scale (linear, inverse, and log).

Students were randomly assigned to do either the light-lab (51.4%) or charge-
lab (48.6%) activity first. The inquiry activities consisted of a 5 min pre-activity
and a 15 min main activity with the virtual lab. For both, students were asked the
following: (1) “How do different factors determine the light absorbance measured
by the detector/amount of charge on the plates of the capacitor?” (2) “How
can you predict light absorbance/plate charge given the factors that affect it?”.
The pre-worksheet serves as a measure of the student’s incoming model of the

https://phet.colorado.edu/
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phenomena; the main worksheet reflects the final model students built through
their inquiry. We use the following scale to encode the highest correct level of
model demonstrated by the student in both worksheets:

(3) Quantitative description “when width doubles, the absorbance doubles”
(2) Qualitative description “when width increases, absorbance increases”
(1) Identified variable “width of beaker affects absorbance”
(0) No mention or all above incorrect “width doesn’t affect absorbance”

Inter-rater reliability was calculated from a random sample of 27% of work-
sheets coded by two raters. Moderate to strong agreement was found for all
variables (Cohen’s kappa between 0.75 and 0.86 [3,7]).

Using a cognitive tasks analysis and student log data, we identify key actions
at various points of the inquiry process that are consistent with the use of CVS.
First, students often inform their inquiry by changing the value of a sim vari-
able and observing the outcome. Since the simulation allows interacting with
one variable at a time, this form of qualitative exploration is CVS compliant.
We refer to this type of action as “CVS-explore”. Students can record their
observations as trials in a table. Since the virtual lab allows any observations
to be recorded, the recorded trials may or may not form confounded datasets.
The “CVS-collect” action is thus defined as the sequential collection of three or
more unconfounded trials for a certain sim variable. This strict definition cap-
tures deliberate CVS-like collection behavior with higher precision (but possibly
low sensitivity). Finally, we define “CVS-plot” as adding three or more uncon-
founded trials to a graph (recorded sequentially or not) with the varied and
outcome variables for the two axes. Since we found that students who do CVS-
plot for a variable also do CVS-collect for that variable, and since CVS-collect
necessarily implies doing CVS-explore, we denote CV S context as a categorical
variable with 3 levels (CVS-explore, CVS-collect and CVS-plot) that indicate
how deeply in the inquiry process a student consistently used CVS.

We compare students’ scientific model and CVS-context level for each vari-
able by predicting their final model scores using a linear regression: final score =

β1 · CV S context + β2 · pre score + β3 · activity + β4 · sim variable + β5 · student id

(EQ1), where pre score is their pre model score, activity is the order in which
that virtual lab was done (first or second), sim variable is the variable studied
(area, separation, width or concentration), and student id controls for individ-
ual students (student id) since our regression data includes scores and level of
CVS-context for all variables (i.e. four student-variable pairs per student).

3 Results

We begin our analysis by looking at how many students performed actions con-
sistent with CVS. All but one student varied all sim variables (we exclude this
student from analysis); therefore all students perform CVS-explore for all sim
variables. For a given sim variable, 53.3 to 64.9% of students do CVS-collect and
43.2 to 50% of students do CVS-plot. Overall, comparing pre score to final model
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scores averaged over all sim variables (pre: 1.22 ± 0.82; final: 2.30 ± 0.70) shows
that students generally improve their models from simply identifying sim vari-
ables (score of 1) to gaining a qualitative (score of 2) or quantitative understand-
ing (score of 3) of the relationship between sim variable and outcome with high
effect size (Wilcoxon sum of ranks: Z = −19.28, p < 0.001, effect size = 1.59).

In order to evaluate scientific model improvement, we removed student-
variable pairs with a pre-score of 3 from the analysis (39 out of 592 pairs
removed in total). We run an analysis of variance (ANOVA) on the linear regres-
sion (EQ 1). The factor CV S context was a significant predictor of final score
(F (2, 154) = 10.49, p < 0.001, η2 = 0.02) as was the order in which students did
the activity (F (1, 154) = 12.00, p < 0.001, η2 = 0.01). Specifically the second
activity had higher final scores (pre: 1.26± 0.79; final: 2.40± 0.67) than the first
(pre: 1.19 ± 0.84; final: 2.20 ± 0.72). Pre score was not a significant predictor of
the final model score (F (1, 154) = 0.11, p = 0.75).

We conduct a post-hoc analysis to compare the different levels of
CV S context (applying Bonferroni-Holmes correction). All pair-wise compar-
isons were significant: CVS-collect vs. CVS-explore: F (2, 130) = 5.90, p <
0.01, η2 = 0.02; CVS-plot vs. CVS-collect: F (2, 93) = 6.58, p = 0.01, η2 = 0.02;
and CVS-plot vs. CVS-explore: F (2, 154) = 7.66, p < 0.001, η2 = 0.02. Specif-
ically, final scores for a given sim variable for student doing CVS-plot (pre:
1.31±0.85; final: 2.55±0.64) were higher than students doing CVS-collect (pre:
1.24 ± 0.87; final: 2.16 ± 0.69) which were higher than doing CVS-explore (pre:
1.11 ± 0.74; final: 2.05 ± 0.66).

We run an ANOVA on a similar linear regression model but for each sim
variable separately (c.f. EQ 1; with Bonferroni-Holmes correction). We find that
CVS-plot remains a predictor of the final model score for all variables except for
Separation (Width: F = (2, 8) = 13.05, p < 0.001; Concentration: F = (2, 8) =
12.81, p < 0.001; Area: F = (2, 8) = 7.85, p < 0.001; Separation: F = (2, 8) =
1.88, p = 0.16).

4 Conclusion

We evaluated students’ use of CVS in two virtual labs. The large effect size of
the pre to final scientific models demonstrate that the virtual labs allowed the
majority of students to engage in a productive inquiry activity. We identified
actions in the students’ inquiry learning process that are consistent with the use
of CVS: CVS-explore, CVS-collect, and CVS-plot. Applying CVS during data
collection was indicative of achieving more qualitative scientific models while
pursuing CVS all the way through graphical analysis was associated with more
students achieving a quantitative model. The association between CVS plot and
model score was strong for all sim variables except one which had an inverse rela-
tionship with the outcome variable. This indicates the importance of other skills
such as graphical interpretation, linearization techniques and other mathematic
skills. It was also found that model scores were higher in the second activity, pos-
sibly indicating that students learned and transferred inquiry strategies. Overall,
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this work suggests that definitions of CVS should address its application along all
phases of inquiry in relation to different sense-making opportunities it provides.
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Abstract. Social robots are likely to become a part of everybody’s
future. One of their major areas of application lies in the domain of
education. Especially for female learners, female teachers can act as role
models in what learners might perceive as stereo-typical male learning
domains. The present contribution investigates whether the gender of
a social robot and learning materials that were either designed stereo-
typically male or stereotypically female, influence the learning success
of female learners. A user study revealed that female students gained
more knowledge when learning with a female robot using stereotypical
male materials. We were thus taking a first step towards the possibility
that social robots could serve as a tool to counteract social believes and
minimize stereotypes.

Keywords: Gender · Social robots · Learning · Programming
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1 Motivation

In today’s society life-long learning is gaining increased importance. Adults tend
to learn in a self-directed manner, which is why it is important to provide them
with adequate learning material that points out the relevance of the content and
how it is embedded with learners’ goals and experiences [1].

Due to digitization, and with it the increased importance of the internet,
the World Wide Web and interconnected devices, education in computer science
and (web-)programming are becoming more and more valued skills. It is known
that particularly girls are, e.g. when choosing secondary schools, more likely to
deepen their education in social areas and languages while boys are more likely
to concentrate on science and economical subjects [2]. The belief, that this is
not actually based on inherently different interests, but can be traced back to
stereotypical thinking, see for example [3], is widely shared by researchers in
the field of gender in STEM (science, technology, engineering and mathematics)
education. Trying to remedy this issue, it seems sensible to break with these
stereotypical beliefs by using female role-models in education. Often girls have
c© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 276–280, 2018.
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little self-confidence in the area of computer science [4] and even seem to relate
their successes to luck and their failures to their lack of ability [5], cited after
[4]. In addition, for example, Cheryan et al. [6] have shown that females are less
likely to look into Computer Science courses, the more stereotypically male they
appear.

To fill the gap of female role-models in computer science, social robots might
provide a considerable option. This idea is further supported by findings from
Denner et al. [7], who investigated female learners in the domain of programming.
Their results show, that particularly females benefit from learning with peers.
However to date, it is unclear, whether the supporting function of role-models
and peers in the domain of programming can be transferred to social robots in
the role of female teaching companions.

2 Related Work

Social robots seem to bear great potential as a future trend in learning: They
provide an entertaining interface to enhance learning and can have an advantage
compared to more traditional e-learning devices, e.g. Leyzberg et al. [8]. Even
in comparison to a human teacher, it has been shown that feelings of shame
and anxiety can be reduced when using a social robot [9]. While the majority of
studies focus on educating children, lately robots are also successfully employed
in teaching adults, e.g. [10].

For our endeavour it is crucial that robots are attributed with human-like
genders. It has successfully been shown that even rather simple changes in visual
features of a social robot activate gender-specific stereotypes. In particular, by
varying hair style and lips of a robotic head [11], or varying a robot’s body
shape in terms of shoulder width and waist-to-hip-ratio [12], stereo-typical male
or female looking robots were associated with gender-stereotypical traits and
different application areas were ascribed for them.

Regarding robots in gender-specific tasks, findings are somewhat differenti-
ate. For example, Kuchenbrandt et al. [13] investigated user’s performances while
sorting in a toolbox vs. a sewing basket in cooperation with gender-specific robots
(varied by name and voice). Results showed that both the simulated gender of
the robot and the gender of the user influenced their task performance and per-
ception of the robot. Partly contrary, Reich-Stiebert [14] did not find evidence
that gender-stereotypes do apply to robots that interact in gender-stereotypical
tasks (e.g. memorizing fictive words in the domains of cosmetics products or art
history vs. architecture or maths). Although the simulated genders were correctly
recognized by participants, it did not influence their task performance. Interest-
ingly, the authors found that a mismatch of robot gender and stereotypical task
positively influenced participants’ perceived interaction with the robot.

3 Implementation of the Learning Environment

To investigate whether the gender of a social robot in the role of a learning
companion impacts the learning success of female learners in the domain of
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computer science, we created a learning environment (see Fig. 1). A social robot1

is connected to a user interface on a screen where the user can answer questions
while the robot comments on the questions and the user’s answers2.

Fig. 1. Student interacting with the learning environment consisting of a social robot
and learning material presented on a screen.

A set of 12 questions and answers was developed in a multiple choice format.
The content of the learning material consisted of learning the basics about web-
site development using HTML. To provide a practical relevance, the material
guided students through the creation of their own blog. For each question the
robot provided a short introduction, e.g. “It is impossible to give valuable hints
to your followers without providing pictures. So let’s add a picture to your blog”.
After each answer the robot provided feedback, e.g. “I’m afraid that’s not how it
works. In this case you don’t need the backslash”. The robot also displayed non-
verbal reactions (e.g. tilting the head or nodding) and emotions (e.g. happiness
or sadness) depending on the situation.

Following [13,14], we manipulated the robot’s gender by varying its name
(Lena vs. Leon) and voice (female and male text-to-speech). The robots’ verbal
and non-verbal behaviours were identical for both robot versions. In addition,
two versions of our learning material were created: a prototypical female version
developing a lifestyle blog using a purple colour scheme, and a prototypical male
version creating a tech blog using a blue colour scheme.

4 User Study

We conducted a user study in a between participants design with 2 independent
variables: the gender of the robot (Rf vs. Rm) and the gendered presentation
of the learning material (Mf vs. Mm), resulting in four conditions. The subjec-
tive evaluations of the learning environment were measured with established
scales on the robot’s believability [16], participants’ identification with the robot

1 Reeti Robot: http://www.reeti.fr/index.php/en/.
2 The robots behaviour was modelled using the Visual Scenemaker tool [15].

http://www.reeti.fr/index.php/en/
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[17], and the abilities of the robot as a learning companion [18]. The objec-
tive learning success was investigated in a pre- post-test design. To measure
the learning success a test was developed with 11 score-able points in an open
question format, e.g. Type the headline ‘Welcome to my lifestyle blog’ with the
subheading ‘today I want to review candles’.

After having completed the pre-test online, participants interacted with one
version of the learning environment for approximately 15 min. Then participants
filled in the questionnaires and conducted the same knowledge test again.

4.1 Selected Results

After excluding male participants and outliers, the data of N = 45 female stu-
dents (M age = 20.51, SD = 1.71) was analysed. In this paper only results on the
objective learning success are reported.

Students were able to solve more tasks correctly in the post-test, after inter-
acting with the learning environment, compared to the pre-test, with a mean
difference of M = 2.27 (SD = 1.36). A t-test revealed a significant improvement
in knowledge over all conditions (t(44)= 11.22, p = .00*, Cohen’s d = 1.02), high-
lighting the suitableness of the implemented learning environment.

To test differences between the conditions, a two-way independent ANCOVA
was conducted on the change scores with the between-subject factors ‘robot
gender’ and ‘material gender’, and the covariate ‘scores in the pre-test’. Results
revealed no significant main effect of the robot’s gender on the learning success
(F (1, 40) = 0.00, ns), and also no significant main effect for presentation of
the material on the learning success (F (1, 40) = 1.07, ns). However, there was
a significant interaction effect for robot gender*material (F (1, 40) = 6.68, p <
.015, η2 > .14) indicating a difference between the conditions with a strong effect.
A one-way independent ANOVA (F (3, 41) = 4.03, p < .02) with Bonferroni Post-
hoc tests revealed differences between the Rf/Mf and the Rf/Mm conditions
(p < .02), and between the Rf/Mm and the Rm/Mm conditions (p < .05). In
both significant comparisons, participants that took part in the condition using a
female robot explaining male learning materials gained the most learning success.

5 Conclusion

In this paper, we showcased the development of a motivating, interactive learn-
ing environment featuring a social robot in the domain of computer science. By
varying the robot’s gender and gender-specific learning material, we investigated
their impact on female learners’ learning success. While students in all condi-
tions significantly improved their knowledge, females that learned with a female
robot companion and prototypically male learning materials benefited the most.
We thus think that gender should be considered when designing learning envi-
ronments. In the future social robots in the role of teaching companions might
be able to help break with societal stereotypes and potentially even pose as
role-models for female learners.
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Abstract. The use of Artificial Intelligence in supporting social skills
development is an emerging area of interest in education. This paper
presents work which evaluated the impact of a situated experience cou-
pled with open learner modelling on 16–18 years old learners’ verbal
and non-verbal behaviours during job interviews with AI recruiters. The
results revealed significantly positive trends on certain aspects of learn-
ers’ verbal and non-verbal performance and on their self-efficacy.

1 Introduction

Despite the importance of social interaction to human quotidian function-
ing, social skills require substantial training, socio-cultural conditioning and
highly developed metacognitive competencies, involving ongoing, targeted self-
monitoring and regulation. Emotional self-monitoring and regulation are primary
in motivating people to communicate, with emotions also playing a dominant
role in learning [1].

Social interaction and emotional self-regulation skills cannot be supported
merely through showing or telling people how to feel or behave. Instead, they
require access to (ii) repeatable embodied experiences in contexts that credibly
approximate real-life scenarios, and (ii) opportunities for situated recall and
guided scrutiny of the behaviours enacted first-hand by the learners. Delivering
the desired learning experiences is challenged by the time-consuming nature of
both the set-ups and the support required in this domain.

Currently, two approaches dominate: (i) vicarious learning, popular in spe-
cial needs interventions, e.g. autism, where learners observe recorded or writ-
ten social stories, which they then discuss with practitioners; (ii) role-playing
in mock scenarios based on some well-defined rules, often followed by debrief-
ing with practitioners. The vicarious approach permits detailed analysis of the
scenarios studied, but not first-hand experiences. Role-playing offers first-hand
experiences, but a detailed analysis may be limited by the quality of the data col-
lected. Socially plausible interactions that are supported by AI agents and open
learner modelling (OLM) provide a useful alternative to the methods available

c© Springer International Publishing AG, part of Springer Nature 2018
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[2]). They also enable a systematic study of social interactions and of learning
support needed.

This paper presents a study which evaluated the impact of an intelligent
coaching environment, called TARDIS, involving embodied conversational agents
and open learner modelling, on 16–18 years old learners’ job interview skills and
on their self-efficacy.

2 TARDIS Coaching Environment

TARDIS is a coaching environment for learners who are at risk of social exclusion
through unemployment. It supports learning and exploration of social interac-
tion and self-presentation skills in job interview contexts [3]. It comprises two
overarching elements: (i) a job interview simulator, for situated rehearsals of
learners’ job interview skills with AI recruiters (AIRs), (Fig. 1, left) and (ii) an
OLM, used to scaffold reflection about learners’ behaviours during job interviews
(Fig. 1, right).

The simulator comprises an interaction scenarios model, and models of socio-
affective and behavioural competencies of the recruiters [3]. All of the models
are utilised in an orchestrated data-driven way by the FAtiMA [4] emotion-
enhanced planning architecture, which allows to create a variety of emotionally
nuanced AIRs [5]. The OLM is based on the pre-existing platform called NOVA
[3], which was extended and tailored for use in TARDIS, based on knowledge
elicitation with practitioners and annotated interactions of human-human mock
job interviews [6]. Learners engage with AIRs verbally, through head mounted
ear-/microphone, and through gestures detected by Microsoft Kinect.

Fig. 1. Left:TARDIS’ AIR Gloria; Right: NOVA-supported OLM.

The data recorded through TARDIS tools include videos of learners interact-
ing with the agents, their specific dialogue moves along the interview timeline,
as well as learners’ verbal and non-verbal behaviours, e.g. head pose and upper-
body gestures, and voice quality including pitch, amplitude, energy and duration
of their utterances. In the post-interview debriefing phase, these data sources are
synchronised with NOVA’s analyses and are displayed to the learners and prac-
titioners through the NOVA tool (Fig. 1, right) to facilitate discussion and reflec-
tion. The pedagogical set up of TARDIS was designed through a series of studies
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with learners and practitioners to complement the existing real-world practices
used in youth organisations and job centres, and to leverage in a blended way
the strengths of both TARDIS and of human practitioners [7].

3 Study Design and Results

TARDIS was evaluated with adolescents aged 16–18 years old (Mean = 17.07
years; SD = 0.6), who were identified as at risk of becoming NEETs (Not in
Education, Employment or Training) after leaving school. The study used a pre-
and post-test design, with (i) human-to-human mock interviews, (ii) self-reports
of self-efficacy, anxiety and quality of performance as the pre and post baseline
measures, and (iii) a control intervention using a web-based programme that is
representative of the type of practice currently recommended by job centres in
the UK.

Participants. 28 adolescents were divided into intervention (IG) and control
groups (CG) using a randomised matched pairs approach.

Procedure. Mock interview with a human practitioner and a self-report ques-
tionnaire were administered to both groups pre- and post-intervention. In both
groups the participants viewed their recorded mock interviews and received
feedback on three aspects of their performance requiring improvement. In the
TARDIS condition, the participants then engaged in three one-hour sessions
over three days involving two practice-and-reflection cycles, including (a) learner
practicing with AIRs and (b) individualised feedback delivered by a practitioner
using the NOVA OLM according to a prescribed procedure. An interaction with
an ‘understanding’ AIR and a ‘demanding’ AIR provided two test conditions,
which were delivered always in the same order. The AIRs behaved in a manner
aligned with their respective styles, e.g. involving more or less face-threat.

The control intervention involved two web-based training exercises that were
completed over two sessions. The first exercise required the participants to choose
the correct answers to a series of video recorded interview questions. Unlike in
the TARDIS condition, the participants’ responses were automatically scored
within the programme, followed by suggestions on possible improvements and a
second attempt by the participants to improve their scores. The second exercise
involved reading through 100 job interview questions, which were accompanied
by examples and tips for possible answers.

Measures. Nine measures were used to compare the interventions: (i) quality of
response: the degree of relevance of learners’ responses to interview questions,
quality of response structure and the level of content elaboration; (ii) eye contact,
e.g. rare vs. well-maintained eye contact with the interviewer, (v) tone of voice,
e.g. monotonous vs. modulated speech, and (vi) facial expressions, e.g. indifferent
vs. interested. Additionally, learners self-reported on: (vii) self-efficacy : their
belief that they can do well; (viii) anxiety : feelings of apprehension and tension
caused by a job interview; and (ix) quality of performance.
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Results. Two independent annotators coded the human-human interviews
using a bespoke schema enhanced with training videos exemplifying the spe-
cific behaviours and the recommended scores, and inter-rater agreement was
calculated. Respective Kappa’s were: k = 0.64 for quality of response; k = 0.3
for eye contact; k = 0.3 for tone of voice; k = 0.45 for facial expressions. Note
that it is not unusual for post-hoc annotations of voice to yield moderate to low
kappa values, indicating that this dimension may be context and culture depen-
dent as well as it may depend on the individual communicative preferences of
the annotator. The examples from the affective computing literature (e.g. [8–10])
suggest that the results obtained are not out of line with the existing research
with respect to voice-based emotion judgements. Similarly eye-gaze is very hard
to judge based only on video data and the discrepancies between the two anno-
tator’s judgments may be explained by their differing levels of what is acceptable
in terms of frequency of saccades, lowering of the gaze or looking up. The fair
agreement points to the need for tightening of the guidelines for how to inter-
pret youngsters’ eye-gaze patterns in job interview situations and for additional
moderation of the annotations – a task which is presently under way.

An analysis of variance (ANOVA) of interviewees’ pre- and post- quality
of response revealed significant improvements for both intervention (IG) and
control (CG) groups, with significantly greater improvements for the IG on two
of the most challenging questions (in total there were 16 questions asked): Q1:
‘Why are you applying for this post?’ (F (1, 26) = 5.45, p < .05); Q2: ‘Why do you
think we should hire you?’ (F (1, 26) = 6.30, p < .05). Both groups also improved
at post-test on non-verbal behaviours, with the IG showing significantly greater
improvements than the CG on eye contact (F (1, 26) = 14.07, p < .01), tone of
voice (F (1, 26) = 13.88, p < .01), and facial expression (F (1, 26) = 7.5, p < .05).

ANOVA was also conducted on the three self-reported measures. The results
suggest that both groups improved significantly on all of the three measures
at post-test (self-efficacy : F (1, 26) = 20.33, p < .0005; anxiety : F (1, 26) =
13.40, p < .01; quality of performance: F (1, 26) = 33.33, p < .0001). However,
no intervention effect was found on any of the measures, suggesting that partic-
ipants in both IG and CG thought that they benefited equally well from their
respective experiences.

4 Discussion and Conclusions

Overall, the study results are encouraging, suggesting that although social inter-
action skills and self-perception improvements can be gained through both types
of intervention, the situated practice coupled with OLM-supported feedback
from a human may be more effective than the vicarious observation and test-
ing, or tips and advice on impression management. The study highlights the
potential role of AIED technologies in supporting social skills acquisition and
development of metacognitive competencies in this context, particularly in pro-
viding a situated repeatable experience to the learners and opportunities to
revisit those experiences post hoc in a manner that is conducive to concrete and
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systematic reflection and discussion, and ultimately to learning. Future method-
ological improvements such as a more extensive moderation of the annotations,
and an abductive approach will allow to address questions about the impact of
the individual aspects of the intervention, e.g. use of TARDIS with and without
OLM, on learners’ performance.
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Abstract. Randomized experiments can lead to improvements in edu-
cational technologies, but often require many students to experience con-
ditions associated with inferior learning outcomes. Multi-armed bandit
(MAB) algorithms can address this by modifying experimental designs to
direct more students to more helpful conditions. Using simulations and
modeling data from previous educational experiments, we explore the
statistical impact of using MABs for experiment design, focusing on the
tradeoff between acquiring statistically reliable information and benefits
to students. Results suggest that while MAB experiments can improve
average benefits for students, at least twice as many participants are
needed to attain power of 0.8 and false positives are twice as frequent as
expected. Optimistic prior distributions in the MAB algorithm can mit-
igate the loss in power to some extent, without meaningfully reducing
benefits or further increasing false positives.

Randomized controlled experiments are common in educational technologies.
These experiments typically assign half of students to one version of technology
components and half to another, investigating questions like whether video or
text hints will be better. This approach is indifferent to benefits for learners:
even if one condition is clearly ineffective, half of students experience it.

Using multi-armed bandit (MAB) algorithms in experimental designs could
benefit learners by considering the utility of different versions of content. These
algorithms learn a dynamically changing policy for choosing actions, balanc-
ing exploiting information already collected with exploring actions to collect
additional information. Educational experimentation can be viewed as a MAB
problem by treating condition assignments as action choices, with the dependent
outcome serving as the reward. For example, in an experiment comparing hint
types, the reward (outcome) might be 1 if the attempt after the hint was correct
and 0 otherwise. Rather than assigning half of students to each condition, MABs
sequentially assign students to conditions based on the rewards for previous stu-
dents; more students can thus be assigned to better conditions. MABs have been
used in education to discover what version of a system to give to learners [8,9].
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However, using MABs in experiment design creates a tension between benefits
for students and information gained about differences between conditions [4,6].
Because MABs assign students to conditions unevenly and change assignment
proportions based on previous results, some conditions can be under-sampled
and systematic measurement errors occur [4], limiting the inferences that can
be drawn from results. We investigate the tradeoff between benefits to students
and scientific gain, focusing on a systematic exploration of how MAB assignment
impacts inferential statistics, such as the effects on power.

1 Statistical Consequences of MAB-Assigned Conditions

We use simulations of two-condition experiments to investigate the statistical
consequences of assigning conditions via Thompson sampling, a MAB algorithm
with logarithmic bounds on regret growth [1] that performs well in practice [2].
We focus on Thompson sampling as a typical regret-minimizing MAB algorithm,
where regret is incurred by choosing actions with lower benefit to students; we
expect trends in results to hold for other regret-minimizing MAB algorithms.

1.1 Simulation Methods

All simulations were repeated 500 times and across simulations, we varied:

– Method of condition assignment: MAB versus uniformly at random.
– Reward type: Binary (e.g., whether a student completes an activity) versus

real-valued rewards (e.g., time to finish a problem). For MAB assignment,
real-valued rewards were assumed to be normally distributed, and conjugate
priors were used.

– True effect size: Zero and non-zero effect sizes were included. Non-zero effect
sizes used thresholds for small, moderate, and large effects (binary: Cohen’s
w = 0.1, 0.3, 0.5; normally-distributed: Cohen’s d = 0.2, 0.5, 0.8) [3]. Binary
reward simulations fixed the average reward across conditions to 0.5, and
normally-distributed reward simulations used fixed means and adjusted the
variances across effect sizes.

– Number of participants (sample size): Sample sizes were 0.5m (lowest power),
m, 2m, and 4m (highest power) simulated students, where m is the sample
size for 0.8 power with equally balanced conditions given false positive rate
of 0.05. The same sample sizes were used when effect size was zero.

– Prior distributions (MAB): Prior between had a mean between the two condi-
tions.1 Prior above is optimistic about condition effectiveness, with the mean
above both conditions. Prior below is pessimistic, placing the mean below
both conditions.

1 For zero effect size, the mean was equal to the mean of each condition.
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Fig. 1. Power and rewards by assignment type for normally-distributed rewards; binary
rewards showed a similar pattern. Error bars represent one SE.

1.2 Results

Conditions differ: When conditions have different benefits for students, the goal
is to detect that the difference is reliable and assign more students to the better
condition. MAB assignment without an optimistic or pessimistic prior (prior
between) decreased power from an expected 0.80 to 0.54 for binary rewards and
0.51 for normally-distributed rewards (Fig. 1a). Doubling the sample size raised
power to 0.78 and 0.69, but increasing sample size is less effective over time as
evidence for the superiority of one condition leads to assigning few students to
the alternative (Fig. 1b). Type S errors [5] were rare (< 0.15%), and no differ-
ence by assignment type was detected. An optimistic prior (prior above) led to
higher power and more accurate effect sizes due to more equal sampling across
conditions initially that provided better evidence for statistical inferences.

MAB assignment obtained greater rewards than uniform: longer experi-
ments are offset by a larger proportion of students in the better condition.
Expected reward per student approached the mean of the more effective con-
dition (Fig. 1d), and was only modestly decreased with more optimistic priors
(Fig. 1c).
Conditions do not differ: MAB assignment increased false positives from an
expected rate of 5% to 9.7% of simulations using MAB assignment. Thus, ana-
lyzing data collected via MAB assignment and using typical statistical tests may
lead to higher false positives than expected based on setting α (the expected
Type I error rate). Type I error rate was slightly higher for normally-distributed
rewards than for binary, primarily due to insufficient exploration with small
variances.

2 MAB-assignment in Educational Experiments

To understand how effects found in simulation might translate to real educational
experiments, we analyzed MAB assignment in the context of ten signif-
icant/marginal results from twenty-two randomized experiments [7]. These
experiments included both binary outcomes (whether a student completed an
assignment by solving three consecutive problems correctly) and real-valued out-
comes (the problem count for completion and logarithm of the problem count).
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Fig. 2. Results based on educational experiments. (a–b) Power (a) and reward or cost
per step (b) averaged across the parameter simulations. For rewards, higher is better
for completed ; lower is better for the other measures. (c) Outcome simulation rewards.
“Better” and “worse” are observed experimental rewards for each condition.

Parameter simulations used measured means (and variances) from the exper-
iments to generate samples, allowing unlimited students but assuming rewards
are accurately modeled by a given distribution. Outcome simulations directly
sampled a student in the chosen condition from the data set (without replace-
ment) and using their measured outcome for the reward. Parameter simulations
had sample sizes equal to the original experiments, while outcome simulations
terminated when no students remained in a chosen condition.

2.1 Results

Parameter simulations: As shown in Fig. 2a, MAB assignment resulted in small
improvements on average reward per student across all outcome measures
(t(9989) = 5.10, p < .0001; median effect size d = 0.70). Figure 2b shows
that MAB assignment decreased power for the completed measure. Counterin-
tuitively, MAB assignment increased power for problem count by oversampling
highly variable conditions, leading to more confident estimates of effectiveness.
Average Type S error rates were small (uniform assignment: 0.3%; MAB: 0.4%).
Outcome simulations: MAB assignment achieved small improvements on average
reward for eight out of ten experiments (Fig. 2c); these rewards were almost as
good as the better condition, which is the maximum possible.

For the nine experiments that had a significant effect, 65% of simulations
found a significant difference between conditions, which compares favorably to
the 0.55 power for uniform assignment in the parameter simulations.

3 Discussion

Experiments using uniform random assignment can identify more effective edu-
cational strategies, but there are ethical concerns about their impact on students.
Our simulations demonstrate MABs can assign a greater proportion of students
to the better condition, but can also lead to higher Type I error rates than
expected and the need for doubled sample sizes to achieve expected power when
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results are analyzed using traditional inferential statistics. These results were
generally confirmed in our experimental modeling, but were less extreme: power
was increased in some cases due to differences in variability across conditions,
and relatively small differences between conditions in the original experiments
meant there was limited potential for MAB assignment to increase rewards.

There are several limitations to this work. First, we focused only on exper-
iments with two conditions. Second, we focused on a regret-minimizing algo-
rithm. While exploring the statistical consequences of other objectives is impor-
tant future work, our goal is to illustrate how standard MAB algorithms impact
conclusions for researchers who may be excited by the potential benefits to stu-
dents. We hope this will lead to careful consideration of how to achieve both
research and pedagogical aims, and that our focus on statistical significance
shows that MAB assignment can lead to erroneous generalizations in addition
to measurement error. MAB assignment is one way to mitigate costs to students
as educational experiments become more ubiquitous, but caution must be used
when interpreting results and applying standard statistical methods.
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Abstract. In the context of an educational virtual world to assist students to
gain research inquiry skills, we are seeking to use Animated Pedagogical Agents
(APAs) to capture students’ emotional states and provide motivational support.
We have conducted a classroom study involving an Educational Virtual World
for acquiring and testing knowledge of biological concepts and science inquiry
skills with a total of 30 students in Years 8–9 at a co-educational selective
school. To ascertain their emotional feelings while using the VW, students
encountered five APAs who greeted them by inquiring “How are you?” We
found students were generally willing to disclose their emotional feeling and
there were differences in emotions reported based on gender. The approach
captures emotions during learning but is minimally disruptive and could aid
relationship development with the APA while providing a means to validate
other emotion elicitation methods.

Keywords: Animated pedagogical agents � Educational virtual worlds

1 Introduction

Awareness of the learner’s emotional state plays an important role in achieving the
learning goals in online digital environments [1]. Thus, recent research seeks to improve
the capabilities of virtual learning environments by making them more adaptive and
responsive to learners’ emotional needs [2–4]. Animated pedagogical agents (APAs)
with affective capabilities can assist learning by assessing the learner’s emotional state
and providing appropriate support in the form of encouragement and motivation by
building social connections with learners [5]. APAs are lifelike virtual characters with
teaching goals and strategies for achieving these goals in a learning environment [6].
APAs can provide both educational and emotional support to students [5, 7–13].
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Towards this goal, we are seeking to enhance our Educational Virtual World
(EVW) with empathic virtual agents. The EVW has been developed to improve stu-
dents’ attitudes and understanding of science, specifically targeting biology and ecol-
ogy concepts that students struggle with and scientific inquiry skills. In line with the
pedagogical theory underlying our Educational VW, known as productive failure [14],
we do not want to provide high scaffolding or interrupt them when they are engaged in
the learning task.

As a novel but humanlike and natural method to find out how the students’ are
feeling about the learning task, the main virtual characters in our EVW greet students
by asking the familiar question “How are you?” and providing a set of possible
answers, including the option to go straight to asking the character a question about the
task. Our APAs seek to be friendly and cooperative, rather than disruptive. To find out
the appropriateness of our strategy, we ask:

1. Is a student willing to disclose their emotions to a virtual character? If so, how often
is the student willing to disclose their emotion? When do students stop disclosing
their emotion?

2. How do students find the APAs’ responses to their emotions? Can they suggest
better responses? Do they respond differently to different APAs?

2 Method

We ran a classroom study in late 2016 to evaluate the learning activities we had created
in alignment with the Australian National Science curriculum and assess the peda-
gogical value of our EVW. The study was conducted in a metropolitan co-educational
(boys and girls) selective (academic achievers in the top 5–10% in the state) public high
school. The studies were approved by the University’s Human Research Ethics
Committee and the NSW State Department of Education.

As a key design choice in this aspect of the study, we wanted to capture all the data
within the context of the students using the VW and workbooks, not as a separate data
collection exercise. This meant that we chose to find out about the student, their
emotional feeling, their response to the characters’ empathic responses through con-
versation with characters and within the VW. The responses to the “How are you?
Question covered the main emotions associated with learning including interested/
engaged, frustrated, anxious, confident, satisfied and bored [12] and were presented in
random order to avoid the same emotion being selected based on its position.

3 Results

In total we had 30 participants, 9 females and 21 males aged between 13–15 years old.
This gender split is representative of the selective school studied. Three students
declined to express any feeling to any character. Results for emotions disclosed by
gender are presented in Table 1. During the study, students were asked “How are you?”
182 times and students chose an emotion 109 times, rather than choosing to ask a
question, thus revealing their emotion more than half the time when asked. 72.4% of the
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time students had positive feelings (interested 40.4%, satisfied 11.8%, confident 20.2%).
In contrast 27.6% of the feelings chosen were negative (anxious 8.4%, bored 9.1%,
frustrated 10.1%). “Interested” was chosen most frequently and positive feelings were
selected more than negative feelings. Figure 1 illustrates chronologically the number of
times students expressed emotional feelings at each meeting with the character. Students
disclosed an emotion a maximum of 9 times in response to being greeted by a character.

3.1 Students Responses to Empathic Feedback

Each APA responded using different words to the student’s reported emotional state.
To minimise the number of times we asked students for feedback on the APA’s
empathic response, we elicited feedback for different characters in different learning
modules. To elicit the feedback, after the character responded to the student’s emotion,
the game engine popped up a window asking “What did you think of the character’s
response? The combined results by character are shown in Table 2. Two of the options
were positive (encouraging and helpful) whereas the other three were negative (strange,
stupid and unhelpful). Overall, the feedback was more positive (49 + 12 = 61%) than
negative (3 + 16 + 12 = 31%).

Table 1. Emotion reported by gender

Boys (N = 21) Girls (N = 9) Total
#Stud Cnt %Stud #Stud Cnt %Stud #Stud Cnt %

Anxious 4 6 80% 1 2 20% 5 9 8.4%
Bored 5 5 55.6% 4 5 44.4% 9 10 9.1%
Confident 6 15 60% 4 7 40% 10 22 20.2%
Frustrated 4 4 57.1% 3 7 73.9% 7 11 10.1%
Interested 15 29 75% 5 15 25% 20 44 40.4%
Satisfied 11 11 84.6% 2 2 15.4% 13 13 11.8%
Total 71 38 109

Fig. 1. Overall emotions weights in each time meeting characters
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4 Discussion

In answer to the first research question, initially, nearly all students chose to disclose
their emotion instead of taking the option to ask a question and carry on with their
work. Whether a student chooses to ask the character a question or disclose how they
are feeling, both responses were related to the task – one involves performing the
learning task and the other concerns how the student feels about the task. They may
have stopped answering with an emotion once they determined there was no further
value to do so and they could better spend their time asking a question instead.

In answer to the second research question, more than half of the students found the
APA’s responses to their emotions encouraging and helpful and all character, except for
one found the characters’ dialogues acceptable. In general, if students expressed a
positive emotion (e.g. confident, interest) they wanted to receive empathic and
encouraging responses to motivate them to continue. However, when students were
experiencing negative emotions (e.g. anxious, frustrated) during their school study they
were expecting to receive academic support rather than empathic support.

5 Conclusion and Future Work

In conclusion, our strategy for finding out the students’ emotions by having an APA
ask them how they are feeling seemed to be a reasonable initial approach. Further
research with larger cohorts would strengthen the generality of the results. As we have
done in this study, for external validity we stress the importance of future studies to be
conducted in the context of students performing actual learning activities relevant to
their studies, even if it means control is reduced.

Acknowledgement. We would like to thank the participants in our study. Also, we thank
Meredith Taylor for her assistance with Omosa. This work has in part been supported by
Australian Research Council Discovery Project DP150102144.

Table 2. Overall students’ reactions to the characters’ responses

 

Character Kim

School SC GC SC GC SC GC SC GC SC GC SC

Encouraging 50% 36% 39% 36% 60% 36% 83% 14% 14% 31% 49% 41%

Helpful 0% 21% 15% 14% 0% 7% 17% 7% 29% 12% 12% 12%

Strange 0% 29% 15% 29% 0% 7% 0% 14% 0% 20% 3% 11%

Stupid 33% 7% 8% 14% 40% 29% 0% 21% 0% 18% 16% 17%

Unhelpful 17% 7% 15% 7% 0% 7% 0% 21% 29% 11% 12% 11%

Unanswered 0% 0% 8% 0% 0% 14% 0% 21% 29% 9% 7% 8%

Over
all 

AVG

Charlie Zafirah Lyina Pedro AVG
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Abstract. In this work, we propose an automated method to identify
semantic bugs in student programs, called ATAS, which builds upon the
recent advances in both symbolic execution and active learning. Sym-
bolic execution is a program analysis technique which can generate test
cases through symbolic constraint solving. Our method makes use of
a reference implementation of the task as its sole input. We compare
our method with a symbolic execution-based baseline on 6 programming
tasks retrieved from CodeForces comprising a total of 23K student sub-
missions. We show an average improvement of over 2.5x over the baseline
in terms of runtime (thus making it more suitable for online evaluation),
without a significant degradation in evaluation accuracy.

Keywords: Student programs · Automated testing
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1 Introduction

Recent times have seen a rise in the popularity of massive open online courses
(MOOCs), which are attended by hundreds of students. This necessitates the
development of automatic feedback generation techniques since human-based
feedback may be prohibitively expensive, if not impossible. Owing to this, a
number of automated feedback generation techniques for computer program-
ming have been proposed in the recent literature. These include the automated
generation of syntactic [1] and semantic repairs or hints [2–4], the automated
generation of test cases [5] for judging program correctness, etc.

In this work we focus on test case based feedback in an online education
setting, such as on CodeForces [6], CodeChef [7], LeetCode [8], TopCoder [9],
etc. These popular platforms are usually geared towards students who are profi-
cient in programming but want to hone their algorithm design skills. Thus, the
problem of interest in these scenarios is to check whether an incoming submis-
sion has a semantic/logical bug, which is typically accomplished by running the
submission against a set of test cases. Most often, these test cases are manually
designed and require a significant amount of human effort and expertise as it is
difficult to anticipate all the errors which may be made by students. Additionally,
c© Springer International Publishing AG, part of Springer Nature 2018
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the online nature of these environments makes temporal efficiency a necessary
concern for any automated solution.

We tackle the problem of efficiently and automatically generating a set of
quality test cases. We dub our solution, which is inspired by recent advances in
symbolic execution-based [10] test case generation (specifically klee [11]) and
active learning [12] (for classification), Automated Testing using Active learning
and Symbolic execution (ATAS).

ATAS uses symbolic execution to check the semantic equivalence of a sub-
mission with a reference implementation and generates a failing test case if the
submission has a logical bug. This method is more accurate than using a hand-
designed test suite since it can handle all possible distributions of logical bugs
that may be present in the submission. However, as this process can be com-
putationally intensive, ATAS makes novel use of active learning to dramatically
reduce the number of submissions for which equivalence checking is performed.
In our experiments, ATAS achieves an average speedup of over 2.5x (in terms of
runtime) over a baseline (that exclusively performs the aforementioned expen-
sive analysis) without a significant degradation in evaluation accuracy. ATAS
reduced the number of expensive program analysis calls by over an order of
magnitude, thus yielding a near-optimal speedup in practice over the baseline1.

2 Automated Evaluation of Student Programs

// A submission
int main() {
int n;
scanf(”%d”, &n);
// remaining prog.
printf(”%d”, ans);

}

// Reference impl.
int main() {
int x;
scanf(”%d”, &x);
// logic...
printf(”%d”, expr);

// Combined Program
int f1(int n) {
// remaining prog.
return ans;

}
int f2(int x) {
// logic...
return expr;

}
int main(){
// symbolic variable a
if(f1(a) != f2(a)) {
klee assert(false);

}
}

Fig. 1. Generating the combined program

The input to our task is a queue of
program submissions Q correspond-
ing to a particular algorithmic task
and a reference implementation R
solving the task. Our output is a
two-partition of Q into A, the cor-
rect submissions (i.e. those that solve
the algorithmic task correctly) and W,
the incorrect submissions (i.e. which
have some logical error). Since our
work focuses on only logical errors, we
restrict ourselves to those programs
which produce an incorrect answer
but otherwise compiles and executes
successfully.

Figure 1 demonstrate how klee can be used to check semantic equivalence of
a program submission given R. We wrote a simple abstract syntax tree (AST)
rewrite phase (using pycparser [13]) which generates a combined program, hav-
ing the property that a failing test case (which executes klee assert(false)) is
generated only if there exists a test case on which the submission’s output dif-
fers from that of R. We store all such generated test cases for later use. We now
explain the two methods which use this process to solve the task.
1 An extended version of this work will be made available on the arxiv soon.
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Figure 2 show the workflow of symbolic execution based baseline. For every
submission, it first runs all stored test cases to check for failure. If all these
test cases are successfully passed, it sends the submission to klee which checks
for semantic equivalence using the aforementioned process. By first running the
stored test cases, we avoid having to run the expensive klee-based analysis for re-
encountered bugs. However, this algorithm is unable to exploit any redundancy
present in the correct submissions.

ATAS is designed to address this drawback. It employs a classifier to eliminate
the klee based expensive analysis for already encountered correct submissions,
a step inspired by uncertainty sampling (active learning). It runs in two phases.
In the first phase, ATAS labels the first i submissions using klee. It then trains
a classifier and proceeds with the second phase shown in Fig. 3. The classifier is
subsequently retrained after every r submissions. The classifier’s threshold for
labeling a submission as correct is set to be the least value which results in a
false positive rate of less than F (algorithm’s parameter) on a held-out dataset
(20% of the already labeled submissions). The programs are encoded as a bag of
trigram features, using only the trigrams present in the first i submissions (after
anonymizing the identifiers).

Queue of
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dequeue
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existing test case

Label Incorrect

Yes

Klee finds a
failing test case

No

Save generated
failing test and
label Incorrect

Yes

Label Correct
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Fig. 2. The baseline algorithm
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Fig. 3. ATAS’s Phase 2

3 Experiments

To analyze the speedup achieved by ATAS over the baseline, we choose two
parameters, the number of submissions which are analyzed using klee (hence-
forth klee calls) and the runtime. All our experiments are performed on an
Intel(R) Xeon(R) E5-1620 4-core 8-thread machine with 24 GB of RAM. The
algorithms are implemented to make use of all 8 threads. Also, we run klee
based analysis for a maximum of 15 s. If no failing test cases are generated at
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the end of klee’s analysis, we assume the submission to be correct. Our datasets
consist of C submissions corresponding to six algorithmic tasks downloaded from
CodeForces (only from the Accepted and Wrong Answer categories) consisting
of a total of 23460 submissions. We set aside 10% of the data as test data and use
the remaining 90% (henceforth, comparison data) for comparison with baseline.
Test data is used to gauge the generalization ability of the classifier. We tried
three different classifier families, namely, k-nn, decision trees and XGBoost [14].
Using XGBoost, we got an average precision and recall of 0.86 and 0.85 respec-
tively on the test data. All the remaining stated results are for the comparison
data. For hyperparameters, we found that r = i = 10% of all the submissions
and F = 0.3 works well in practice. Our implementation is written in python,
and makes use of scikit-learn [15].

Since CodeForces uses hand designed test cases, it can only be compared for
labeling inaccuracies and not for temporal efficiency. The baseline, found 124
bugs missed by CodeForces while it missed 104 bugs detected by CodeForces.
Tables 1 and 2 summarize the performance of ATAS (against the baseline). Based
on this, we recommend XGBoost [14] as the classifier of choice due to its consis-

Table 1. Comparison of XGBoost, k-nn classifier and decision tree for speedup and
Error(incorrect submissions marked as correct)

Dataset k-nn XGBoost Decision tree

Speedup Error Speedup Error Speedup Error

Buy a Shovel (D1) 1.42 4/182 1.88 2/182 1.73 1/182

Buttons (D2) 1.81 0/375 2.61 1/375 1.88 0/375

Insomnia Cure (D3) 1.45 4/235 3.23 5/235 2.59 5/235

Game Sticks (D4) 1.69 3/834 2.71 1/834 1.76 3/834

Soldiers and Banana (D5) 1.87 2/908 3.25 2/908 2.13 2/908

Watermelon (D6) 0.81 5/8333 2.38 13/8333 0.97 2/8333

Table 2. Comparison of XGBoost, k-nn and decision tree classifier for the number of
klee calls made. Last 90% denotes the number of klee calls made by the ATAS with
corresponding classifier against those made by the baseline during ATAS’s Phase 2.

Dataset Baseline k-nn XGBoost Decision tree

Total Total Last 90% Total Last 90% Total Last 90%

D1 407 158 101/351 150 93/351 154 97/351

D2 530 158 68/458 145 55/458 216 126/458

D3 719 327 233/639 140 46/639 192 98/639

D4 804 290 128/692 205 43/692 354 192/692

D5 1319 496 274/1175 313 91/1175 514 292/1175

D6 6496 2170 688/5752 1530 48/5752 2265 783/5752
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tent speedup without significant error and an order of magnitude smaller number
of klee calls than the baseline.

In future, we intend to evaluate ATAS’s pedagogical limitations by perform-
ing a user study in educational environments.
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Abstract. Although current Question Generation systems can be used
to automatically generate questions for students’ assessments, these need
validation and, often, manual corrections. However, this information is
never used to improve the performance of QG systems, where it can
play an important role. In this work, we present a system, GEN, that
learns from such (implicit) feedback in a online learning setting. Follow-
ing an example-based approach, it takes as input a small set of sen-
tence/question pairs and creates patterns which are then applied to
learning materials. Each generated question, after being corrected by
the teacher, is used as a new seed in the next iteration, so more patterns
are created each time. We also take advantage of the corrections made by
the teacher to score the patterns and therefore rank the generated ques-
tions. We measure the teacher’s effort in post-editing required and show
that GEN improves over time, reducing from 70% to 30% in average
corrections needed per question.

1 Introduction

Many applications for educational purposes have been built in the last decades
(e.g. [1–3]), from tutoring systems to online courses. However, one aspect that all
of these applications share is the need to have an expert manually validating or
even correcting the obtained results. Following in the challenging research area of
Question Generation (QG), we look at the problem of automatically generating
questions from text, which can be later used by a teacher to evaluate the students.
Considering that the teacher needs to validate/correct the generated questions,
we propose a system (from now on GEN) that takes advantage of the teacher’s
implicit feedback to improve its performance.

Even without the explicit goal of generating questions for educational pur-
poses, QG systems can contribute to it [4]. QG has been studied for some time
now [5], and several works study the generation of questions from unstructured
text [6–9]. However, in none of the current systems the user feedback resulting
from the corrections can be easily used to improve the system’s performance, and
we believe these can be essential to make QG useful in real world applications.
c© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 301–306, 2018.
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Most systems rely on hand-crafted rules that establish how to transform input
sentences into questions, either by using a set of designed rules to manipulate
the sentences’ parse trees and transform them into questions [6], or resorting
to lexico-syntactic patterns to create questions, based on constituent [10] and
dependency parsers [7], or taking advantage of Semantic Role Labelers (SRLs)
instead [11,12]. A different approach is followed by THE-MENTOR [13], which
automatically learns patterns from a set of sentence/question/answer triples,
forming patterns from the chunks shared among them. More recently, some sys-
tems have successfully applied deep neural networks to create questions, from
ontology triples [14] or by using large datasets like SQuAD [15] with sequence-to-
sequence models [8,9]. However, to the best of our knowledge, none of the above
systems (expect for THE-MENTOR) could be easily adapted to gain from the
teacher’s feedback. Therefore, we propose an example-based QG system, which
takes the basic idea from THE-MENTOR, no longer available. GEN generates
questions from patterns automatically learned from a set of sentence/question
seeds. As a consequence, every pair constituted by a generated question plus its
source sentence in the learning material can be used by GEN, after the teacher’s
corrections, as a new seed. However, if a teacher needs to parse dozens of ques-
tions to find a good one, then the system’s usefulness is diminished. Here, we
take advantage of the teacher’s effort to score the patterns and, therefore, rank
the generated questions. We perform online learning in small batches and use the
Weighted Majority Algorithm [16] to update the score of each pattern. We show
that GEN improves its performance over time, measured with Levenshtein, as a
proxy for editing effort, and coverage and precision, compared with a reference
corpus.

2 Generating Questions with GEN

GEN first step consists in creating the semantic patterns from a given set of
seeds, constituted by ‘question/support sentence’ pairs. Then, it applies the cre-
ated patterns to new sentences. Questions are generated every time there is a
semantic match. The details on the generation process are out of the scope of
this paper.

GEN takes advantage of the teacher’s corrections to increase the number of
seeds (used to create new patterns) and also rank the previously applied pat-
terns. The first enlarges the pool of patterns. However, simply generating more
questions is not a reasonable approach if they are of poor quality, as only the
best questions should be listed. GEN takes advantage of the teacher’s interven-
tion by scoring patterns according to that (implicit) feedback; that score is used
to rank the generated questions.

GEN works by applying the patterns to batches of sentences, resulting in
new questions at each step. Each question is presented to the teacher to be
corrected or discarded. After being corrected, questions form with the source
sentence a new seed, allowing the creation of new patterns; at the same time,
this implicit feedback is used to score the source pattern. The process repeats
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for all batches, each time with a larger pool of patterns. We apply the Weighted
Majority Algorithm [16] to score a pattern p, which is updated at each step t
based on its success in generating questions, starting at 1.0:

wt(p) =

{
wt−1 if successful,
wt−1(1 − l) otherwise,

(1)

where l is the loss penalty for a non successful generation. The successfulness
of a generation is determined by the similarity between the question and its
corrections: successful(q, q′) = sim(q, q′) > th, being q a question generated by
p, q′ its corrected version, th a threshold and sim a function of similarity.

3 Experimental Setup

The generated questions were evaluated against a corpus, representing the ques-
tions that should be asked about the learning materials. We took as learning
materials two online texts (73 sentences), in English, about a specific palace.
Seven non-native English speakers were asked to create all the questions they
considered to be relevant, resulting in a reference with 415 questions1. The cor-
pus was split in batches of 10 sentences2.

Multiple configurations were tested for Weighted Majority Algorithm, but
no significant differences were found between configurations, so we report just
one, Lev, with penalty set to 0.1, and threshold value th for function successful
set to 0.8. The function used was a normalized version of Levenshtein [17], as
it gives an intuitive way to evaluate the effort of the teacher in correcting a
question. One of the authors, playing the teacher’s role, corrected the generated
questions, or discarded them if no reasonable fix could be found. As a guideline,
the corrected question had to respect the original type of the question.

To evaluate the generated questions against the reference (ref), we consid-

ered precision and recall: P@N =
∑N

i match(qi,ref)

|N | , R@N =
∑N

i match(qi,ref)

|ref | ,
where N is a cut to the top questions in the list returned. To allow a certain
degree of flexibility on the match, we used a threshold that needs to be sur-
passed, instead of requiring an exact match. We use ROUGE L, a measure often
employed in such tasks, as it accounts for the longest common subsequences
between the questions being compared. In these experiments we set the thresh-
old to 0.8 and we take N = 20, as if the teacher would be only presented those
top 20 questions. The editing effort was calculated with normalized Levenshtein
as well. Finally, we set the baseline as GEN without weighting strategy, which
means the generated questions for each batch are not ordered3.

1 https://www.l2f.inesc-id.pt/∼hpr/corpora/.
2 The results for the final batch of 3 sentences are not reported.
3 All the reported results correspond to the average of three different random

orderings.

https://www.l2f.inesc-id.pt/~hpr/corpora/
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4 Results

Table 1 shows, for each one of the batches, the statistics of the experiment, along
with the results obtained. We can see that, despite batches 2 and 3 not providing
questions belonging to the reference, for the remaining batches the precision goes
up. In fact, the baseline is on par with the lowest precision that can be obtained,
and the weighting allows to improve on that axis. A similar trend is observed for
recall, with the baseline far from best achievable, while the weighting strategy
is closer to it.

Table 1. Overall statistics of the experiment, per batch, including number of seeds,
questions generated and percentage of questions discarded. Ref Size is the number of
possible questions in the reference. Results show Precision, Recall and Editing Effort,
measured with normalized Levenshtein (Ln), when considering the top 20 ranked
questions.

b0 b1 b2 b3 b4 b5 b6

Seeds 8 15 27 22 31 33 36

Questions 24 86 134 127 142 226 442

Discarded 0.25 0.34 0.82 0.69 0.62 0.53 0.53

Ref Size 68 68 43 52 35 70 46

P@all 0.08 0.08 0 0.01 0.01 0.02 0.03

P@20
Bsl 0.08 0.05 0 0 0.02 0.02 0.02

Lev - 0.15 0 0 0.05 0.10 0.15

R@all 0.03 0.06 0 0.02 0.03 0.03 0.20

R@20
Bsl 0.02 0.02 0 0 0.01 0 0.02

Lev - 0.06 0 0 0.03 0.01 0.11

Ln@20
Bsl - 0.60± 0.25 0.89± 0.23 0.79± 0.24 0.74± 0.22 0.66± 0.24 0.71± 0.25

Lev - 0.41± 0.20 0.59± 0.32 0.56± 0.27 0.55± 0.25 0.44± 0.31 0.27± 0.31

The normalized Levenshtein (Ln) between the generated questions and their
corrected version after the teacher’s corrections was also computed. This exper-
iment clearly shows the improvement gained when using the weights on the pat-
terns. The editing effort is considerably lesser, specially in later batches, going as
low as needing to make corrections to only 30% of a given question, on average.

5 Conclusions and Future Work

In this work we present GEN, a semi-supervised QG system that uses auto-
matically learned semantic patterns to generate questions from new text and
takes advantage of the teacher’s corrections as implicit feedback regarding the
quality of the generated questions. We employ a Weighted Majority Algorithm
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to weigh the patterns, based on their success in generating questions. Results
have shown that this strategy is able to push better questions towards the top
of each batch, reaching an improvement of down to 30% in the editing effort
required. These experiments showed the effectiveness of our approach, without
needing large datasets or feature engineering, just by using the teacher’s implicit
feedback given by the corrections.

As future work, we would like to exhaustively address different similarity
measures and values for the penalty and thresholds. On a different axis, the
impact of the number of batches – and their dimension – should be measured,
as we believe GEN might need more iterations to show stronger results. Finally,
experiments with more teachers will also an important step in the future.
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Abstract. In personalized adaptive systems, the learner’s progress toward
clearly defined goals is continually assessed, the assessment occurs when a
student is ready to demonstrate competency, and supporting materials are tai-
lored to the needs of each learner. Despite the promise of adaptive personalized
learning, there is a lack of evidence-based instructional design, transparency in
many of the models and algorithms used to provide adaptive technology or a
framework for rapid experimentation with different models. ALOSI (Adaptive
Learning Open Source Initiative) provides open source adaptive learning tech-
nology and a common framework to measure learning gains and learner
behavior. This paper provides an overview of adaptive learning functionality
developed by Harvard and Microsoft in collaboration with edX and other
partners, and shared results the recent deployment in Microsoft MOOC on edX.
The study explored the effects of two different strategies for adaptive problems
(i.e., assessment items) on knowledge and skills development. We found that the
implemented adaptivity in assessment, with emphasis on remediation is asso-
ciated with a substantial increase in learning gains, while producing no big effect
on the drop-out. Further research is needed to confirm these findings and explore
additional possible effects and implications to course design.

Keywords: Adaptivity � Personalization � Assessment

1 Adaptive Learning Architecture

Adaptive technologies build on decades of research in intelligent tutoring systems,
psychometrics, cognitive learning theory and data science [1, 2, 6]. Pioneer studies on
adaptive technologies in MOOCs indicated both technical feasibility and the educa-
tional promise [3–5]. Despite the promise of adaptive learning, there is a lack of
evidence-based instructional design, transparency in many of the models and algo-
rithms used to provide adaptive technology or a framework for rapid experimentation
with different models. Harvard University partnered with Microsoft to develop ALOSI
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(Adaptive Learning Open Source Initiative) provides open source adaptive learning
technology and a common framework to measure learning gains and learner behavior.
The key insights gained from the modeling and analysis work enables us to address the
development of evidence-based guidelines for instructional design of future courses,
and provides insights into our understanding of how people learn effectively. ALOSI
uses Bayesian Knowledge tracing to both develop a predictive model of skills mastery
for the learner, and improve the predictive attributes associated with the content. The
key features in ALOSI’s current adaptive framework include knowledge tracing and
recommendation engine, while user modeling, feedback and recommendation of tar-
geted learning materials are in development. The engine improves over time from the
use of additional learner data and provides direct insights into the optimization pro-
cesses (by contrast with commonly used commercial “black box” adaptive engines).
Additionally, the architecture of the adaptive engine enables rapid experimentation
with different recommendation strategies.

First, in order to operationalize ALOSI framework we developed the Bridge for
Adaptivity and the adaptive engine, two open source applications supporting a modular
framework for implementing adaptive learning and experimentation that integrates
several components: the Bridge for Adaptivity, an Adaptive Engine (such as the ALOSI
adaptive engine), a Learning Management System (an LTI consumer such as Canvas or
edX), and a Content Source (for example, an LTI provider like Open edX). The Bridge
for Adaptivity handles the integration of all system components to provide the adaptive
learning experience, while the Adaptive Engine provides the adaptive strategy and is

Fig. 1. Adaptive learning architecture
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designed to be swapped in and out with compatible engines for experimentation and
comparison. The diagram in Fig. 1 describes the data passing in the system.

In this study, the Bridge for Adaptivity was used with the ALOSI adaptive engine to
adaptively serve assessments from an Open edX platform instance in the Microsoft
MOOC on edX. Every problem-checking event by the user sends the data to the
adaptive engine, to update the mastery information real-time. Every “Next Question”
event in an adaptive assessment sends to the engine a request for the next content item to
be served to the user (this could a learning or an assessment content). The engine sends
back the recommendation, which is accessed as an edX XBlock and loaded.

Next, we developed Adaptive Engine that consists of two blocks: Bayesian
Knowledge Tracing (BKT) and the recommendation engine, which uses the output of
knowledge tracing as an input. The strategy we use for recommending the next item is
a weighted combination of a number of sub-strategies (remediation, continuity,
appropriate difficulty and readiness of pre-requisites). Each sub-strategy comes in with
an importance weight (the vector of these weights is a governing parameter of the
adaptive engine).

2 Pilot Study in Microsoft MOOC on EdX

Adaptive functionality has been deployed in Microsoft MOOC on edX “Essential
Statistics for Data Analysis Using Excel”. The instructional design team significantly
enhanced the assessment scope, and included over 35 knowledge components and 400
assessment items tagged to those knowledge components. Our experimental design
randomly assigned learners in the course to three independent groups: in the first
adaptive group ALOSI prioritized a strategy of remediation – serving learners items on
topics with the least evidence of mastery (Group A); in the second adaptive group
ALOSI prioritized a strategy of continuity – that is learners would be more likely
served items on similar topic in a sequence until mastery is demonstrated (group B); the
control group followed the pathways of the course as set out by the instructional
designer, with no adaptive algorithms (Group C). Thus, groups A and B of the students
experienced two varieties of the adaptive engine. The difference was in the recom-
mendation sub-strategy weights. For group A, the weight of remediation was set to 2,
and that of continuity to 1. For group B these values were reversed. The weights of the
remaining two sub-strategies were the same for both groups: 1 for pre-requisite
readiness and 0.5 for difficulty matching. The mastery threshold L* was set to 2.2
(corresponding to p* about 0.9. The pre-requisite forgiveness r* was set to 0. The
serving policy “stop on mastery” was not used: as long as a user requested more
adaptive questions, they were served until the available pool was exhausted.

We observe no substantial differences across the groups in the average problem
score in the pre-test, confirming the assumption that initially the composition of the
three groups is comparable1. If anything, group A was at a slight disadvantage initially.

1 Everywhere in this paper, by p value we mean the p-value from the two-tailed t-test, and by the effect
size (ES) we mean Cohen’s d.
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The learning gains are observed as the difference between the average problem score in
the post-test and in the pre-test. It appears that group A experienced the greatest
learning gain (ES = 0.641). Group B, whose version of adaptivity was weaker (con-
tinuity was emphasized rather than remediation), has lesser learning gains
(ES = 0.542), and the control Group C had still less (0.535). We estimate standard
error of the post-test participation rates with the help of binomial distribution as slightly
over 1% in all three groups, which means that the differences between the post-test
participation are insignificant.

We further investigate the effect of the experimental groups on learning gains: how
much of it was due to the simple fact that experimental users had access to many more
questions in the learning modules than the control users, and therefore had more chances
to practice their knowledge? The number of questions in the fixed sequences in the pre-
test and post-test for the experimental groups was 34 and 35, respectively. The number
of questions in the pre-test and the post-test for the Control group was 29 and 30
respectively. We have 793 (Remediation/Continuity/Control = 238/263/292) users who
submitted at least one question in the pre-test and at least one question in the post-test,
but restricting the analysis to those who submitted the minimum of 29 pre-test and 30
post-test questions (the numbers of questions from the Control group). As a result, the
number of users left is 448 (Remediation/Continuity/Control = 127/154/167). Defining
the learning gain as the difference between a user’s post-test mean score and pre-test
mean score, we train on these users a linear model where the outcome is the learning
gain and the explanatory variables are the pre-test mean score, the experimental group,
and the number of questions submitted in the modules 1–5 of the course. The adjusted
R-squared of the model is 0.24. As a result, belonging to group A (“remediation”)
increases the gain by 0.057 (p = 0.03) compared to the control group C; belonging to
group B (“continuity”) has no significant effect (p = 0.54). Furthermore, the number of
problems turns out to have no statistically significant effect on the learning gain
(p = 0.65), suggesting that the benefit of remediation adaptivity is not explained as
simply the benefit of practicing with more questions.

Additionally, we found that in many assessment modules the learning curves of
adaptive groups were smoother, i.e. adaptivity produced a smoother learning experience.

Our experimentation with adaptive assessments provided initial evidence on the
effects of adaptivity in MOOCs on learning gains and dropout rates. Furthermore, the
architecture of the Bridge for Adaptivity and the Adaptive Engine developed in this
project enables rapid experimentation with different recommendation strategies in the
future. Our future work will include more integrated learning and assessment adaptive
experiences, further experimentation with recommendation strategies and adaptive
engines, as well as expanding our studies to other online learning offerings and LTI-
compliant Learning Management Systems on a large scale.
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Abstract. Affect and metacognition play a central role in learning. We examine
the relationships between students’ affective state dynamics, metacognitive
judgments, and performance during learning with MetaTutorIVH, an advanced
learning technology for human biology education. Student emotions were tracked
using facial expression recognition embedded within MetaTutorIVH and transi-
tions between emotions theorized to be important to learning (e.g., confusion,
frustration, and joy) are analyzed with respect to likelihood of occurrence. Tran-
sitions from confusion to frustration were observed at a significantly high likeli-
hood, although no differences in performance were observed in the presence of
these affective states and transitions. Results suggest that the occurrence of
emotions have a significant impact on students’ retrospective confidence judg-
ments, which they made after submitting their answers to multiple-choice ques-
tions. Specifically, the presence of confusion and joy during learning had a positive
impact on student confidence in their performancewhile the presence offrustration
and transition from confusion to frustration had a negative impact on confidence,
even after accounting for individual differences in multiple-choice confidence.

Keywords: Affect � Learner-centered emotions � Metacognition
Affect dynamics � Affect detection

1 Introduction

Research has shown that affect andmetacognition play a significant role in learning.When
students accomplish learning goals, they are likely to experience joy [1], while negative
emotions during learning, such as frustration and confusion, can lead to disengagement
with the learning material and prevent effective learning [2, 3]. To enable advanced
learning technologies (ALTs) to effectively interact with students, it is important to allow
ALTs to take actions to address students’ affective states, and understand the relationship
between these affective states and students’ metacognitive monitoring processes [4, 5].
Developing an understanding of the relationship between students’ affect and their cog-
nitive and metacognitive self-regulated learning (SRL) processes can contribute to the
design of practical, scalable ALTs [6, 8]. This work moves toward affect-aware ALTs by
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using automated affect detection through facial expression recognition of emotion.
Automatic affect detection has been an area of active research and builds on theoretical
frameworks such as the Facial Action Coding Scheme [7] and machine learning-based
affect detectors [e.g. 3, 5, 9]. While automatic affect detection has been used to accurately
predict learning outcomes using lower-level action units [e.g., 10], previous research
using automatically detected affect has not considered the metacognitive processes that
are also influenced by student affect and integral to the self-regulated learning processes
that can influence students’ performance during learning with ALTs.

2 MetaTutorIVH Study

A total of 66 students enrolled in a mid-Atlantic North American University partici-
pated in this study. Data from 12 students were removed due to calibration issues,
resulting in 54 students (72% female). Students’ ages ranged from 18 to 29 (M = 20.5,
SD = 2.34). An 18-item, multiple-choice question pre-test assessing prior knowledge
of the biology concepts covered during learning with MetaTutorIVH indicated students
had low to moderate (questions correct ranging from 6 to 14) prior knowledge
(M = 11.0 [61.1%], SD = 1.46 [8.1%]).

2.1 MetaTutorIVH

MetaTutorIVH is an ALT with which students learn human biology concepts through
text and diagrams while making metacognitive judgments, answering multiple-choice
questions, and observing a virtual human. Students interacted with MetaTutorIVH over
the course of 18 counter-balanced, randomized, self-paced trials that consisted of a
complex biology question, metacognitive judgment prompts, a virtual human, and
science content presented in text and diagrams. For each trial, a student was first
presented with a science question and then performed an ease of learning metacognitive
judgment. Then students were presented with the content page (Fig. 1) containing the
science text and diagram, as well as the virtual human. Students decided when to
progress from the content page to the 4-foil multiple-choice question, which was then
followed by a retrospective confidence judgment (RCJ), where students evaluated their
multiple-choice answer confidence. Each trial concluded with the students providing a
justification and RCJ for their justification.

Facial expression features were extracted automatically from a facial expression
recognition system, FACET [13]. FACET extracts facial measurements from video
streams that correspond to the Facial Action Coding System [11]. A discretization
process filtered out subject and measurement variance to provide conservative esti-
mates of emotion events that are stable across students. Once the evidence scores were
converted to discrete events, sequences of emotion were created for each student.
Students engaged in complex learning processes on the content page (Fig. 1), thus only
emotion events that occur during the content page were considered. We examined
page-level sequences each of which are a sequence of emotions produced by a student
on a single content page, which have short sequence lengths (M = 5.97, SD = 6.47)
due to the brief time students spent per content page (M = 100.5 s, SD = 47.3).
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3 Results

The observed rates of occurrence for each emotion during student interaction with the
content page indicate that joy (M = 0.67, SD = 0.61) and frustration (M = 0.66,
SD = 0.60) were the most frequently occurring emotions, while contempt (M = 0.36,
SD = 0.42) was the least frequently occurring emotion.

We calculate the likelihood metric for transitions, calculated similarly to Cohen’s
Kappa (see [6] for additional details), of key learner-centric transitions averaged over
page-level sequences. The likelihood of transitions between confusion and frustration
were both significantly above 0 (Confusion to Frustration Average Likelihood = 0.40,
SD = 0.30; Frustration to Confusion Average Likelihood = 0.19, SD = 0.20), which is
not surprising considering the strong correlation between these emotions (r(54) = 0.70,
p < 0.001). However, the transitions from confusion to frustration have a significantly
higher likelihood measured across the 54 students than transitions from frustration to
confusion (t(53) = 5.89, p < 0.001), indicating that while correlated, confusion was
seen more often to precede frustration than frustration preceding confusion during
learning.

Proportional to the frequencies observed on the student level, joy was observed in
51.4% of trials, frustration in 45.3%, confusion in 35.4% and a transition from con-
fusion to frustration in 21.2% of trials. A mixed effects logistic regression model
performed in R with the lme4 package [12] predicting multiple choice correctness
using the presence of confusion, frustration, joy, and transition from confusion to
frustration as fixed effects and random intercepts for students found no significant
predictors among the fixed effects from a likelihood test against a null model using only
the random intercepts for students (v2(4) = 3.73, p = 0.44). This mixed effect model
indicates there was no effect of the presence of these emotions and transition from
confusion to frustration on multiple-choice performance after accounting for individual
differences.

Fig. 1. Screenshot of MetaTutorIVH content page, the main interface containing the science
question, text, diagram, and intelligent virtual human (IVH).
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The relationship between presence of learner-centric emotions and RCJs was
examined through a linear mixed effect model using fixed effects for the presence of
confusion, frustration, joy, and transition between confusion to frustration and random
intercepts for each test subject. A significant impact of the fixed effects of emotions was
found through a nested F-test using the full model as the linear mixed effects model and
reduced model being a random effects model with intercepts for students (F(4,
915) = 2.45, p = 0.045, R2 = 0.36). The fixed effects are reported in Table 1 and
indicate that the presence of confusion and joy have a positive impact on student RCJs,
specifically multiple-choice confidence, while the presence of frustration and a tran-
sition from confusion to frustration have a negative impact.

Additionally, to assess the relationship between multiple choice performance
(a binarymeasure of correctness) withmultiple choice confidence (i.e., anRCJ) aWelch’s
two sample t-test accounting for unequal variance among groups indicated the confidence
levels of studentswas significantly greater (t(842) = 9.1, p < 0.001, Cohen’s d = 0.60) in
trials where the multiple-choice question was answered correctly (M = 84.0, SD = 15.5)
than when students answered incorrectly (M = 74.5, SD = 16.2).

4 Conclusion

Using an automatic affect detection system embedded in MetaTutorIVH, we conducted
an analysis of learner-centered emotions and their influence on students’ learning and
RCJs. Joy and frustration were found to be the most frequently occurring emotions
when examining the absolute frequency of discrete emotions. Analysis of the affective
dynamics revealed transitions between confusion and frustration to be significantly
more likely than chance, with transitions specifically from confusion to frustration
being especially prominent. The presence of learner-centered emotions (joy, confusion,
frustration), and transitions from confusion to frustration during complex learning did
not reveal any effect of learner-centered emotions on learning. Additional analyses
revealed positive effects of confusion and joy on RCJs and negative effects of frus-
tration and transitions from confusion to frustration. These results can inform the
design of ALTs that assist learners in both cognitive and metacognitive processes
through monitoring and intervening based on their affective expressions.

Table 1. Linear mixed effect model for predicting multiple-choice confidence

Linear mixed effect model
Estimate Std error t value

Confusion 2.36 1.45 1.63
Frustration –2.12 1.29 –1.64
Joy 1.40 1.11 1.26
Confusion to frustration –2.49 1.73 –1.44

R2 = 0.355
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Abstract. We address the problem of how to personalize educational
content to students in order to maximize their learning gains over
time. We present a new computational approach to this problem called
MAPLE (Multi-Armed Bandits based Personalization for Learning Envi-
ronments) that combines difficulty ranking with multi-armed bandits.
Given a set of target questions MAPLE estimates the expected learning
gains for each question and uses an exploration-exploitation strategy to
choose the next question to pose to the student. It maintains a personal-
ized ranking over the difficulties of question in the target set and updates
it in real-time according to students’ progress. We show in simulations
that MAPLE was able to improve students’ learning gains compared to
approaches that sequence questions in increasing level of difficulty, or
rely on content experts. When implemented in a live e-learning system
in the wild, MAPLE showed promising initial results.

1 Introduction

As e-learning systems become more prevalent they are accessed by students of
varied backgrounds, learning styles and needs. There is thus a growing need for
them to accommodate individual difference between students and adapt to their
changing pedagogical needs over time.

We provide a novel algorithm for sequencing content in e-learning systems
that combines offline learning from students’ past interactions with an online
exploration-exploitation approach in order to maximize students’ learning gains.
Our algorithm, called MAPLE (Multi-Armed Bandits based Personalization for
Learning Environments), extends prior multi-armed bandit approaches in educa-
tion [2], by explicitly considering question difficulty when initializing the online
behavior of the algorithm, and when updating its behavior over time.

We first evaluated MAPLE in a simulation environment comparing its per-
formance to a variety of sequencing algorithms. MAPLE outperformed all other
approaches for average and strong students while showing the need for further
c© Springer International Publishing AG, part of Springer Nature 2018
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tuning for weak students. We then implemented MAPLE in the wild in an
existing e-learning system in a school with 7th grade students. MAPLE showed
promising results when compared to an existing educational expert approach,
and a state of the art approach based on Bayesian Knowledge Tracing [3]. Fur-
ther experiments with larger student groups are needed.

2 Related Work

Our work relates to past research on using historical data to sequence content
to students, and to work on multi-armed bandits for online adaptation of edu-
cational content.

Several approaches within the educational artificial intelligence community
have used computational methods for sequencing content to students. Ben David
et al. [3] developed a BKT based sequencing algorithm. Their algorithm (which
we refer to in this paper as YBKT) uses knowledge tracing to model students’ skill
acquisition over time and sequence questions to students based on their mastery
level and predicted performance. It was shown to enhance student learning beyond
sequencing designed by pedagogical experts. Segal et al. [6] developed EduRank, a
sequencing algorithm that combines collaborative filtering with social choice the-
ory to produce personalized learning sequences for students. The algorithm con-
structs a “difficulty” ranking over questions for a target student by aggregating
the ranking of similar students when sequencing educational content.

Multi-armed bandits provide a fundamental model for tackling the
“exploration-exploitation” trade-off [1,7]. Williams et al. [8] used Thompson
Sampling to identify highly rated explanations for how to solve Math problems,
and chose uniform priors on the quality of these explanations. Clement et al. [2]
used human experts’ knowledge to initialize a multi-armed bandit algorithm
called EXP4, that discovered which activities were at the right level to push
students’ learning forward. In our work we do not rely on human experts, but
rather use personalized difficulty rankings to guide the initial exploitation and
update steps of our algorithm.

3 Problem Formulation and Approach

We consider an e-learning setting with a group of students S and a set of practice
questions Q. The sequencing problem requires choosing at each time step a
question to present to the student that will maximize her learning gains over the
length of the practice session. The goal is to present students with challenging
problems, while ensuring a high likelihood that they will be able to solve these
problems.

Our approach to solve the problem, called MAPLE, maintains a belief distri-
bution over expected learning gains to the student for solving each of the ques-
tions in Q. This distribution is initialized with a personalized difficulty ranking
over the questions in Q. MAPLE samples the next question to the student from
this distribution and updates it at each step given the student’s performance
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on the question and its inferred difficulty to the student. When a student suc-
cessfully solves a question, the distribution is adjusted to make harder questions
more likely to be presented, and explore a broader range of questions. When a
student fails to solve a question, it is adjusted to make easier questions more
likely to be presented, and explore a narrower set of questions.

4 Simulations with Synthesized Data

We compared four different sequencing algorithms in a set of simulations: (1)
The MAPLE approach which used the EduRank [6] algorithm for difficulty rank-
ing. (2) The Ascending approach sequenced questions according to an absolute
difficulty ranking that was determined by pedagogical experts. (3) The EduRank
approach sequenced questions from the easiest estimated question to the hard-
est estimated question per student. (4) The Naive Maple approach sequenced
questions using the multi-armed bandit algorithm with random initialization.

We model questions in the simulation using a 〈skill, difficulty〉 pair; students
are modeled as a vector of skill values for each question type. The probability that
a student successfully solves a question is based on Item Response Theory [4] and
on the difference between her skill level and the level of the question. Estimates of
student’s skill levels are increased and decreased based on successes and failures
in question solving (respectively), proportional to the question difficulty.

Each algorithm was run with 1000 simulated students, and sequenced 200
questions for each student. Each question belonged to one of 10 skills (uniformly
distributed) and to one of 5 difficulty levels (uniformly distributed). Students’
initial competency levels in each skill were uniformly distributed between 0 (no
skill knowledge) and 1 (full knowledge of skill). All algorithms had access to
“historical” data generated by the simulation engine in a pre-simulation step, to
build their internal models.

In simulations (Fig. 1), MAPLE outperformed all other algorithms for strong
and average students. For weak students the Ascending and Naive Maple
approaches failed altogether. Both MAPLE and EduRank presented initial good
progress but then experienced a decline in average skill level. This implies that
MAPLE’s adaptation scheme needs to be improved for this segment of students.

5 Deployment and Evaluation in the Classroom

We then conducted a field study in the wild where students used different
sequencing approaches in class. MAPLE was implemented in an e-learning sys-
tem used for Math education. The study compared MAPLE in a school with
7th grade students to two existing sequencing algorithms. The experiment was
conducted between May 9th 2017 and June 19th 2017 (end of school year).
The students were randomly divided into 3 cohorts: (1) MAPLE Sequencing (2)
YBKT Sequencing (3) Ascending Sequencing.

All students in the experiment were initially exposed to a pretest session.
In this session they solved 10 questions hand picked by a pedagogical expert.
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Fig. 1. Skill level progression per algorithm and student type.

Ninety two students solved the questions and there was no statistically significant
difference between the three groups in the average score on this preliminary test.
We thus concluded that each group exhibited similar baseline knowledge.

The students then engaged in multiple practice sessions in the e-learning
system for the next 35 days, solving 10 assignment questions in each practice
session. For each cohort, assignment questions were sequenced by the cohort’s
respective algorithm (i.e. MAPLE, YBKT or Ascending). At the end of this
period, students were asked to complete a post test session, solving the same
questions (in the same order) as in the pretest session. Twenty eight students
completed the post test session. We attribute the decrease in students’ response
from pretest to post test to the pending end of the academic year (there was no
difference in the dropout rates across the 3 cohorts).

Table 1. Post test results per cohort: time per question and average grade.

Cohort Time per question (s) Average grade

Ascending 6.49 43.76

MAPLE 10.69 71.28

YBKT 12.86 67.08

Table 1 shows the students’ average grade and the time spent on post-test
questions. As can be seen, students assigned to the MAPLE condition achieved
higher post test results than students assigned to the Ascending condition or to
the YBKT condition. Further experiments with larger student groups are needed
to evaluate statistical significance.
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6 Conclusion

We presented a new method called MAPLE for sequencing questions to stu-
dents in on-line educational systems. MAPLE combines difficulty ranking based
on past student experiences with a multi-armed bandit approach using these
difficulty rankings in on-line settings. We tested our approach in simulations
and compared it to other algorithms. We then performed an initial experiment
running MAPLE in a classroom in parallel to two baseline algorithms. MAPLE
showed promising results in simulations and in the wild. Further simulations and
experiments are needed to adapt and verify MAPLE’s performance in more com-
plex settings. For more information on the MAPLE algorithm and the simulation
and field results please see [5].
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Abstract. With MOOC sizes increasing every day, improving
scalability and practicality of grading and tutoring of such courses is
a worthwhile pursuit. To this end, we introduce TipsC. By analyzing a
large number of correct submissions, TipsC can search for correct codes
resembling a given incorrect solution. TipsC then suggests changes in the
incorrect code to help the student fix logical errors.

We evaluate the effectiveness of TipsC’s clustering algorithm on data
collected from past offerings of an introductory programming course con-
ducted at IIT Kanpur. The results show the weighted average variance
of marks for clusters when similar submissions are grouped together is
47% less compared to the case when all programs are grouped together.

Keywords: Intelligent tutoring system
Automated program analysis · MOOC · Clustering
Program correction

1 Introduction

With Massively Open Online Courses (MOOCs) being widely adopted among
academic institutions and online platforms alike, the number of students study-
ing programming through such courses has sky-rocketed. In contrast, the avail-
ability of personalized help through Teaching Assistants (TAs) can not scale
accordingly due to human limitations.

The challenge here is two-fold. Firstly, human TAs grading a large num-
ber of submissions may introduce bias and variance as shown in [9]. Secondly,
manually helping students stuck at a problem (by providing relevant tips and
suggestions) is simply not tractable for MOOCs due to the scale involved. This
problem is receiving lots of attention recently [1,2,4–7,9,10,12]. These works
differ mainly in the approach used. We have seen use of rule based rewrites [9],
neural networks [1,2,10], deep learning [1,6] to generate feedbacks/hints.

We introduce TipsC, a tool to parse, analyze, and cluster programming
MOOC submissions. It can be plugged into a MOOC in order to tackle the
above challenges. It allows instructors and TAs to obtain a bird’s eye view of the
spectrum of solutions received from the students. In addition, it generates fixes

c© Springer International Publishing AG, part of Springer Nature 2018
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int main() {

int n; float f;

scanf("%d %f", &n, &f);

if (n%5==0 && (n+.5)<=f && f<=2000)

printf("%0.2f", f-n-.5);

else printf("%0.2f", f);

}

int main() {

float y; int x;

scanf("%d %f", &x, &y);

if ((x%5==0) && (x+0.5)<=y)

printf("%0.2f", y-x-.50);

else printf("%0.2f", y);

}

Fig. 1. Two programs with a small logical difference. Source: codechef.com/problems/
HS08TEST.

Fig. 2. Workflow of TipsC

for logical mistakes done by students. TipsC is an open source software, released
under the Apache 2.0 License, on GitHub.1

The primary idea behind TipsC is that most introductory programming
assignments have a finite number of solution variants at abstract syntax tree
(AST) level, with minor variations in between them (see Fig. 1). Thus a stu-
dent’s solution would often resemble some previously existing solution(s). TipsC
finds correct programs which are similar to a user’s incorrect attempt. It can then
suggest relatively small changes to fix the user’s program. This is done by parsing
submissions, converting them to a normalized representation, and then cluster-
ing them by their pair-wise distances. The edit distance metric and normalized
form are tailored for this specific problem through the use of domain-specific
heuristics [11].

2 Method

TipsC uses syntactically and semantically correct C language programs to create
clusters. These clusters are used to offer corrections on syntactically correct but
semantically incorrect programs, as shown in Fig. 2. A more detailed description
of the algorithm can be found in [11].

2.1 Program Normalization

The program is first converted to a linear representation, rather than one with
nested constructs (AST). For example, an if-else construct gets converted to:
1 The source code is available at https://github.com/HexFlow/tipsy. The web play-

ground for TipsC is deployed at http://tipsy.hexflow.in.

https://github.com/HexFlow/tipsy
http://tipsy.hexflow.in
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IF(condition) BLOCK START...BLOCK END ELSE BLOCK START...BLOCK END.

All expressions are converted into postfix notation to account for different
bracketing. This is followed by renaming variables within expressions to generic
names, based on their order of use within that expression. For instance, the
expression (a + b/a) after normalization would become: (var1 var2 var1 / +)

2.2 Edit Distance

We use a variant of the Levenshtein edit distance algorithm to compare two lin-
earized and normalized programs. It will attempt to find the minimal difference
between two lists of tokens.

– Most tokens incur the same penalty on addition/deletion.
– BLOCK OPEN and BLOCK CLOSE tokens incur a higher penalty on addi-

tion/deletion because they serve as anchors, and help align similar blocks
of code.

– Expressions distances are calculated with a similar algorithm, incurring a
granular cost. This cost is normalized by expression size and later scaled.

2.3 Comparing Programs

We choose to consider the edit-distance between different function bodies of
the program separately, to capture function reordering and code redistribution
properly. To pair up functions, we do Depth-First-Traversal on expressions in
the ‘main’ function, to reorder functions in the order of invocation. This also
removes any unused functions. We also look at out-of-order function matching,
albeit with a higher penalty for increasing mismatch in terms of use-order.

2.4 Clustering Programs

Owing to lack of triangle inequality, we cannot map the programs onto a vector
space that accurately captures their distance matrix. We use hierarchical clus-
tering [8] which does not require an assertion of the inequality. We precompute
O(1) representative elements in each cluster, to speed up searching for simi-
lar programs. Representative elements of a cluster are those with the least root
mean square distance from all elements of the cluster. We create Ω(

√
n) clusters,

each having O(
√

n) programs. This allows an initial search over just the cluster’s
representative elements, to prune the program search space.

3 Experimental Results

3.1 Scalability

TipsC’s scalability depends on the time required to update the distance matrix
and the clusters. The former is run only for correct submissions and takes up to
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(a) Distance Matrix Update (b) Cluster Update

Fig. 3. Performance tests for TipsC (50 LOC per program). X axis: No. of existing
programs. Y axis: time (sec) taken for update.

O(n) per submission. The step is amenable to parallelization, and its perfor-
mance is sufficient for most MOOCs (Fig. 3a). The latter scales as O(n2), but is
run infrequently. According to our tests, this is not a major overhead (Fig. 3b).
These metrics were collected on a Linux desktop with 16 GB RAM, and an
Intel(R) Core(TM) i7 CPU @ 3.40 GHz with 4 cores.

Fetching corrections has a worst case time complexity of O(n) in the rare case
when there are O(n) clusters. On real data, collected from Prutor [3] system used
in ESC101 (The Introduction to Programming course at IIT Kanpur), we see
30–40 clusters among 100 submissions for each problem, with 20–30 of them
being singleton clusters of outliers. It takes around 0.6–0.8 s to fetch corrections
for one program.

3.2 Variance Before and After Clustering

TipsC was run on data from previous iterations of ESC101. To compare the
effectiveness of the clustering by TipsC, we computed the variance of marks in
each cluster for several problems as shown in Table 1. The results show that vari-
ance within a cluster is (on an average) 47% less than when all the submissions
are considered together. This suggests that TipsC is indeed able to group similar
programs together, a fact that can help in effective grading by assigning similar
programs to the same TA.

Table 1. Comparison of variance of marks with and without clustering

Assignment ID # submissions Variance (overall) Average cluster variance

Lab3-1633 84 1.54 0.78

Lab4-1822 68 2.15 0.70

Lab6-2012 64 3.33 1.97

Lab8-2289 68 1.92 1.30

Exam1-1938 69 6.93 3.74



326 S. Sharma et al.

4 Conclusion

In this paper, we have described TipsC in the context of programming and logical
error corrections. It is a scalable system requiring a very reasonable number of
correct submissions and can be plugged into any existing MOOC to allow aiding
students who are having difficulty in the course without any manual intervention.
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Abstract. The effectiveness of Intelligent Tutoring Systems (ITSs)
often depends upon their pedagogical strategies, the policies used to
decide what action to take next in the face of alternatives. We induce
policies based on two general Reinforcement Learning (RL) frameworks:
POMDP &. MDP, given the limited feature space. We conduct an empir-
ical study where the RL-induced policies are compared against a random
yet reasonable policy. Results show that when the contents are controlled
to be equal, the MDP-based policy can improve students’ learning signif-
icantly more than the random baseline while the POMDP-based policy
cannot outperform the later. The possible reason is that the features
selected for the MDP framework may not be the optimal feature space
for POMDP.

Keywords: Reinforcement Learning · POMDP · MDP · ITS

1 Introduction

Reinforcement Learning (RL) offers one of the most promising approaches to
applying data-driven decision-making to improve student learning in Intelligent
Tutoring Systems (ITSs), which facilitates learning by providing step-by-step
support and contextualized feedback to individual students [4,12]. These step-
by-step behaviors can be viewed as a sequential decision process where at each
step the system chooses an action (e.g. give a hint, show an example) from a
set of options. Pedagogical strategies are policies that are used to decide what
action to take next in the face of alternatives.

A number of researchers have applied RL to induce pedagogical policies for
ITSs [2,3,5,8]: some apply Markov Decision Processes (MDPs) thus treating the
user-system interactions as fully observable processes [6,11] while others utilize
partially-observable MDPs (POMDPs) [9,13,14] to account for hidden states. In
this work, we focus on comparing POMDPs vs. MDPs directly and induce the
policies based upon these two frameworks given a small feature set. Besides, we
c© Springer International Publishing AG, part of Springer Nature 2018
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employ a simple baseline pedagogical policy where the system randomly decides
whether to present the next problem as Worked Example (WE) or as Problem
Solving (PS). Because both PS and WE are always considered to be reason-
able educational intervention in our learning context, we refer to such policy as
random yet reasonable policy or random in the following. The empirical result
indicates that the RL-induced policies can improve students’ learning signifi-
cantly more than the random baseline for a particular type of students.

2 Methods

MDP is defined as a 4-tuple 〈S ,A,T ,R〉, where S denotes the observable state
space, defined by a set of features that represent the interactive learning envi-
ronment; A denotes the space of possible actions for the agent to execute; T
represents the transition probability, and R represents expected reward of tran-
siting from a state to another one by taking an action. In our work, the optimal
policy π∗ of an MDP is generated by Value Iteration algorithm.

POMDP is an extension of MDP, defined by a 7-tuple 〈S , A, R, Ph , Po ,
B , prior〉, where A and R have the same definitions as in MDPs. S represents
the hidden state space. Ph denotes the transition probability among the hidden
state by taking the action, and Po is the conditional observation probability.
Prior denotes the prior probability distribution of hidden states. B denotes the
belief state space, which is constructed through Input-Output Hidden Markov
Model (IOHMM) [1] in our work.

The POMDP policy induction procedure can be divided into three steps.
First, we transform the training corpus into the hidden state space through the
Viterbi algorithm. Second, we implement Q-learning to estimate the Q-values
for each hidden state and action pair: (s, a). Third, we estimate the Q value of
belief state b and action a at time step t as:

Qt(b, a) =
∑

s

Bt(s) · Q(s, a) (1)

Thus, Qt(b, a) is a linear combination of the Q(s, a) for each hidden state with
its corresponding belief Bt(s). When the process converges, π∗ is induced by
taking the optimal action a at time t associated with the highest Qt(b, a).

3 Experiment

Participates and Conditions. 124 undergraduate students who enrolled in
Fall 2016 were randomly assigned to one of three conditions: MDP (N = 45),
POMDP (N = 40), Random (N = 39). We subdivided the conditions into
Fast (n = 61) and Slow (n = 63) groups based upon their average response
time on Level 1. Combining conditions with Fast and Slow, we had a total of
6 groups: MDP-Fast (N = 22), MDP-Slow (N = 23), POMDP-Fast (N = 18),
POMDP-Slow (N = 22), Random-Fast (N = 21), Random-Slow (N = 18).
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The Chi-square test demonstrated that there was no significant difference on
distribution of Fast vs. Slow among three conditions: χ2 = 0.03, p = 0.86.

Procedure. Deep Thought (DT) was a data-driven ITS that teaches logic proofs
and it was used as part of an assignment in an undergraduate discrete math-
ematics course. DT consists of 6 strictly ordered levels of proof problems [7].
Students were required to complete 3–4 problems per level and a total of 18–24
problems overall. Students could skip problem if they encountered an issue to
solve this problem. We treat level 1 as the pre-test phase to measure student’s
incoming confidence since students received the same problems in level 1 where
all of the problems were PS. From level 2 to level 6, students were assigned a PS
at the end of each level for evaluating student’s performance fairly. Implemented
policies made other decisions during the training process. ITS made total 10–15
decisions during a complete training process for each student.

Performance Evaluation. To fully evaluate student performance, we modified
our in-class exam, referred as Post-test. Students’ answers were graded to the
scale of 1–100 by the Teaching Assistants of the class (who are not part of the
research group). We mainly treated the Post-test score as Students’ learning
outcome measure in the following.

Training Data was collected in the Fall 2014 and Spring 2015 semesters. All of
the students used the same ITS, followed the same general procedure, studied the
same training materials, and worked through the same set of training problems.
The only substantive difference was the presentation of the materials, WE or
PS, randomly decided. The training dataset contained the interaction logs of
306 students and the average number of problems solved by students was 23.7
and the average time that students spent in the tutor was 5.29 h. There are
a total of 133 features to represent students’ behaviors. We generate the same
feature space for both MDP and POMDP through a MDP-based feature selection
approach [10], which selects a total of six features, shown as follows:

1. totalPSTime: total time that students spend on PS.
2. easyProbCount: easy problem that students solved so far.
3. newLevel: whether students jump into a new level.
4. avgStepTime: average step time so far.
5. hintRatio: the ratio between hint count and number of applying rules.
6. numProbRule: number of rules in the current problem’s solution.

4 Results

Pre-test Score. A two-way ANOVA using condition {MDP, POMDP, Random}
and type {Fast, Slow} as factors, shows that there is no significant interaction
effect with the students’ pre-test scores. Additionally, a one-way ANOVA indi-
cates that there is no significant difference in the pre-test scores among the three
conditions, or between the Fast and Slow groups. Therefore, we can conclude that
all of the six groups have a similar incoming competence. Table 1 presents the
mean and (SD) of pre- and post-test score for each group.
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Post-test Score. A two-way ANCOVA, using condition and type as factors and
pre-test as the covariate, shows a significant interaction effect on the post-test
score: F (2, 117) = 4.06, p = .019. Additionally, one-way ANCOVA tests show
that there is no significant difference either among conditions or between Fast
and Slow. Furthermore, one-way ANCOVA tests on policy using pre-test as the
covariate shows no significant difference among the three Fast groups on the post-
test score: F (2, 57) = 0.74, p = 0.48, but the significant difference among the
three Slow groups: F (2, 59) = 5.03, p = .009. Specifically, pairwise t-tests indi-
cate that MDP -Slow scored significantly higher post-test than both POMDP -
Slow and Random-Slow : p = .004 and p = .015 respectively, and no significant
difference is found between the latter two groups. Therefore, our results exhib-
ited an Aptitude-Treatment Interaction effect: all of three Fast groups learned
equally well after training on ITS regardless of the policies employed while the
Slow groups were indeed more sensitive to induced policies. For Slow groups, the
MDP policy significantly outperformed the POMDP and Random policies while
no significant difference existed between the latter two policies.

Table 1. Pre- and Post-test scores for each group

Policy Pre-test score Post-test score

Total Fast Slow Total Fast Slow

MDP 74.90 (26.3) 75.34 (27.6) 74.48 (25.5) 88.26 (15.2) 84.23 (17.7) 92.12 (11.3)

POMDP 75.18 (25.9) 74.01 (29.1) 76.15 (23.2) 79.53 (24.4) 86.47 (23.6) 73.86 (24.1)

Random 65.99 (28.1) 67.69 (28.8) 64.02 (27.8) 82.85 (22.3) 88.98 (17.9) 75.69 (25.3)

Furthermore, we compared the Fast and Slow groups within each condi-
tion. Two-sample t-tests shows no significant difference between Fast and Slow
under the POMDP condition: t(38) = 1.67, p = 0.11, but the marginal signifi-
cant difference between Fast and Slow under either MDP or Random condition:
t(43) = −1.78, p = .081 and t(37) = 1.91, p = .063 respectively.

5 Conclusions and Future Work

In this study, we induced two types of RL policies using MDP and POMDP
framework respectively and compared their effectiveness against the random
baseline in the context of ITS. Besides, we split students into Fast and Slow
groups based on their average step time in the initial tutorial level. The empiri-
cal results exhibited an Aptitude-Treatment interaction effect: Fast groups were
less sensitive to the policies in that they learned equally well regardless of the
policies while the Slow groups were more sensitive in that the MDP policy could
help slow groups score significantly higher post-test than the POMDP and Ran-
dom policies. This suggested that the MDP policy is more effective than either
POMDP or Random policy for Slow groups. One of the possible reasons for the
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ineffectiveness of the POMDP policy is that the feature selection and discretiza-
tion limit the full power of the POMDP framework. In future work, we plan to
maintain the continuous features and design effective feature extraction method
for POMDP in order to show the full power of POMDP.
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Abstract. Text revision is regarded as an important process in improving written
products. To study the process of revision activity from authentic classroom
contexts, this paper introduces a novel visualizationmethod calledRevisionGraph
to aid detailed analysis of the writing process. This opens up the possibility of
exploring the stages in students’ revision of drafts, which can lead to further
automation of revision analysis for researchers, and formative feedback to students
on their writing. The Revision Graph could also be applied to study the direct
impact of automated feedback on students’ revisions and written outputs in stages
of their revision, thus evaluating its effectiveness in pedagogic contexts.

Keywords: Learning Analytics � Writing Analytics � Revision analysis
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1 Introduction

Text revision is considered an important process in writing to support the reworking of
writer’s thoughts and ideas, playing a major role in the outcome of the writing [1]. The
cognitive process theory of writing defines revision as a recursive process that can be
called any time during writing [2]. Writers engage in task definition, evaluation, goal-
setting and strategy selection to make revisions, thus leading to improvements in a text.
To teach students revision skills to improve their writing, it is essential for researchers
and educators to understand what contributes to good revision and how it occurs. This
can be supported by Writing Analytics, which could be thought of as a sub field of
Learning Analytics that involves “the measurement and analysis of written texts for the
purpose of understanding writing processes and products, in their educational con-
texts” [3]. Such analytics might be deployed both to provide feedback to students on
their revisions, and in research to understand the revision process using textual features.

The focus of this article is on studying the process of revision, which can help
researchers and educators gain insights into the processes involved in the creation of a
written document and the use of feedback in various stages of revision (an extended
version can be found at [4]). In earlier work, such processes in revision have been
studied using personal testimonies of participants regarding their cognitive process in

An extended version of this paper can be found at Technical Report [4].
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revising, or by process tracing and participant-observer methods that observe the
behaviors involved in revision [1]. Resource intensive manual observation and coding
can be improved with advanced online trace data collection and analysis techniques to
develop visualizations that represent the process of drafting and revision. To visualize
modification patterns in an online document, Caporossi and Leblay [5] developed a
graph theory approach to represent the movement of text through a document using log
data of keystrokes and cursor movements from the document editing process. However,
there is no evidence that educators would find keystroke-level data insightful for
understanding revision patterns, nor that students would find this meaningful feedback
to improve their writing. More recent work introduced the use of Sequence Homology
Analysis (SHA) to study the evolution of public speech drafts by comparing the
changes in characters, and proposing a draft network based on the strength of revisions
made [6]. In this paper, we introduce a ‘Revision Graph’ to visualize the evolution of
writing in terms of the actions that led to the final product, and explain its potential for
studying writing revisions in various contexts.

2 Research Context

The research context for this paper is a pedagogic intervention that made use of a web-
based tool integrated with multiple tasks to help students write better essays for their
subject in authentic classroom settings [7]. In the main revision task, students worked
on revising a short essay that was provided to them, to produce an improved version
(rationale in [8]), in study conditions with and without using automated writing
feedback. To study the features of revision, the revised essays were marked by tutors
on a scale of 0–3 (0- degraded, 1-no change, 2- minor improvement, 3-major
improvements), based on which the essays are characterized as improved or degraded.
Drafts from students’ revisions were captured every one minute (unobtrusively) for
collecting revision data using the AWA-Tutor tool which scaffolds the tasks in the
intervention, and students’ usage of automated feedback was also recorded [9].

3 A Novel Approach to Revision Analysis

We provide a novel analysis of revisions over multiple drafts created through the text-
revision exercise using a ‘Revision Graph’, exemplified by a sample improved essay
and a sample degraded essay written by the students in our context. This draft level
analysis can aid to uncover the previously unknown processes involved in the editing
of the final revised essay. This new manual analysis focuses on the ordering of sen-
tences and revision actions, which could be potentially automated. In this revision
graph (Fig. 1), the nodes represent sentences from the drafts and the edges represent
changes in the organization of sentences across multiple drafts. The sentences are
represented in the sequence of occurrence across the paragraphs. The colors of the
nodes indicate the type of revision action made at the sentence level: (i) minor revisions
are when students predominantly use the given text, but add or substitute few words,
(ii) major revisions are when students add a substantial number of words and
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explanations to the given text with the inclusion of their own writing, (iii) no changes
made and (iv) no change in the current stage, but deleted in the next stage. Red
triangles represent that automated feedback was requested during the revision process.
Dotted edges are used to represent the repetition of similar concepts across multiple
sentences inside a draft. This could be a good indicator of word repetition/overlap
leading to high cohesion in the document.

Figure 1 (left) shows the revision graph constructed from the sample improved
essay’s drafts to show the evolution of a high-scoring revised essay. The drafts were
selected from certain intervals (every 6 min in this analysis) using the time spent on
revision. The graph shows the stages in the revision of the given text containing four
paragraphs and 15 sentences to the final product containing two paragraphs and 10
sentences. In the first draft stage, the student has deleted some broad introductory sen-
tences from the original essay. The first paragraph of the draft has been shaped up by
making minor and major revisions to the given sentences and reordering them, while the
other paragraphs remain untouched. In the second stage of drafting, the student has deleted
the previous second paragraph and mainly worked on the revision of this paragraph from
the other paragraph sentences. Here the text has been reduced to three paragraphs.

From the third draft, the first paragraph remains stable. The student has made some
extensive changes to the sentences by revising and consolidating them to produce a
final text consisting of only two paragraphs. The number of references to the previously
written words increases in each stage of the draft as shown by the dotted edges. The
final text has many such cross references made to the previous sentences, which has
improved the cohesion of the text. This student requested automated feedback (red
triangle) after completing the final text and made no more changes after that. This
information is made visible by matching the timestamp of feedback request with those
of the drafts. It informs that the changes made to the text by the student were not an
effect of the feedback received. In cases where we do not have such process information
to study writing, it is feasible that the revision effect is attributed to feedback, but they
are in fact not related. This revision graph is thus serving its purpose of making visible,
at an appropriate granularity, the nature of the revisions, and whether the automated
feedback component impacted subsequent revisions.

Fig. 1. Revision graph of sample improved essay (left) and sample degraded essay (right)
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In the revision graph of a sample degraded essay shown in Fig. 1 (right), there are
no edits made by the student to the given sentences. The introductory sentences have
been removed in the first draft, and sentences have been reorganized in the second
draft. No further changes have been made from the second draft to create the final
revised essay, leading to a degraded version of the given text. The last three drafts have
remained stable, meaning the student has stopped working in the last few minutes of
the revision task. The above manually constructed revision graphs could potentially be
automated for a large scale analysis of revision process.

4 Conclusion and Future Work

This paper introduced a process centric method to study revision with the construction
of a ‘Revision Graph’ to study the evolution of writing. This novel visualization
revealed a pattern of actions that led to the final product like addition, deletion and re-
organization of sentences in the generation of the text, showing the importance of
understanding textual restructuring and the revision process in writing. It demonstrated
the opportunity to study the diverse ways in which good or poor writing may evolve in
its revision stages. One could also imagine the visualization being applied to other
specific changes we would like to study, like the types of revisions (e.g. content,
concepts, rhetorical moves, surface errors, etc.) instead of the revision actions.

An application of this revision graph, as mentioned previously in the revision
process analysis of a good revised essay, is to study the effect of automated writing
feedback using actual revisions made by students at multiple stages, thus helping to
find effective forms of feedback leading to revisions. This way of evaluating the
effectiveness of Learning Analytics applications (automated writing feedback in this
case) is thus made possible using Learning Analytics itself (tracking the revision
process in student drafts for detailed study). This could be the first step towards
studying the contexts in which automated feedback can work better, and other contexts
in which other forms of feedback like human feedback are well suited. Further cog-
nitive processes can be studied using think aloud techniques to capture the mental
models while adopting/rejecting the feedback. We do not yet know if these techniques
can be used to differentiate texts that are not extreme cases of performance; thus,
having demonstrated the utility of the revision graph in principle, to test its perfor-
mance on text corpora at scale requires software implementation. Finally, to extend
their usage in educational contexts, further work has to be done to characterize essays
based on the discussed features to provide meaningful feedback to educators and
students. The feedback might be based on writing patterns that emerge or revision
types, e.g. to draw attention to the fact that there have been no substantive changes in
graphs after 2 drafts or within a defined time interval, or changes that only involve
surface level error corrections. Validation of the Revision Graph in terms of usability
and usefulness should also be conducted as to supports its application in future writing
research.
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Abstract. Massive Open Online Courses (MOOCs) have become an important
platform for teaching and learning because of their ability to deliver educational
accessibility across time and distance. Online learning environments have also
provided new research opportunities to examine learning success at a large scale.
One data tool that has been proven effective in exploring student success in on-
line courses has been Cohesion Network Analysis (CNA), which offers the
ability to analyze discourse structure in collaborative learning environments and
facilitate the identification of learner interaction patterns. These patterns can be
used to predict students’ behaviors such as dropout rates and performance. The
focus of the current paper is to identify sociograms (i.e., interaction graphs
among participants) generated through CNA on course forum discussions and to
identify temporal trends among students. Here, we introduce extended CNA
visualizations available in the ReaderBench framework. These visualizations can
be used to convey information about interactions between participants in online
forums, as well as corresponding student clusters within specific timeframes.
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1 Introduction

Instructors have a limited amount of time to manually assess and grade learning
materials produced by students. Assessment is even more difficult and time-consuming
for instructors who want to monitor and score students’ participation or collaboration
with peers in a learning environment. Hence, there is a need for automated analyses of
student production and interaction; however, there are few automated analyses of
participation and collaboration. In this paper, we rely on Cohesion Network Analysis
(CNA) [1] that can automatically assess participation and collaboration by examining
cohesive links spanning throughout student discourse. CNA is grounded in text
cohesion and theories of dialogism and polyphony [2] because it considers both the
content of the discourse, as well as participants’ interactions [1]. CNA is tightly cou-
pled with Social Network Analysis (SNA) because it relies on equivalent indices to
quantify participation using network graphs that reflect the interactions among par-
ticipants (i.e., sociograms) [1, 3]. However, CNA enhances SNA by taking into account
semantic cohesion while modeling participants’ interactions. Thus, different CNA
indices derived from the sociograms are used to evaluate participants’ involvement. For
instance, outdegree (i.e., the sum of contribution scores uttered by each participant or
out-edges from the sociograms) reflects higher participation or active involvement,
whereas indegree (i.e., the sum of in-edges) is indicative of collaboration.

The CNA approach is fully integrated within the ReaderBench framework [1, 3],
which is a fully functional open-source framework centered on discourse analysis that
consists of various Natural Language Processing (NLP) techniques designed to support
students and teachers in their educational activities. The quality of the underlying
dialogue is reflected in our cohesion graph based on the semantic relatedness between
posts which relies on semantic distances in WordNet and multiple semantic models,
namely Latent Semantic Analysis, Latent Dirichlet Allocation and word2vec [1].

In this paper we introduce CNA visualizations using data from a large blended
online course, where lectures are face-to-face but most other course interactions
between the 250 students occur in an online Piazza forum. Personalized instructor
assessments in terms of collaboration and participation are difficult due to the size of
classes. Nevertheless, student motivation, engagement, and success should be closely
monitored because attrition rates in online courses are notoriously high [4], and stu-
dents in large blended courses may face similar challenges in making the connections
needed to take advantage of collaborative learning. This paper presents extensions of a
previous analysis [5] based on visualizations introduced by Sirbu, Panaite, Secui,
Dascalu, Nistor and Trausan-Matu [6] to a new dataset. The visualizations presented
here can be used to convey information about interaction patterns between participants
in large online course forums, as well as corresponding student clusters within specific
timeframes that are dynamically generated using student contributions.
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2 Method

2.1 Course Data

We use the data from a discrete math course for undergraduate students in a computer
science department [7], which consisted of face-to-face lectures and support from
online tools including a standard online question-answer Piazza forum. Data were
collected from 250 students, out of which 169 made 2548 posts on the course forum.
More than half of participants (N = 87) had less than or equal to 5 posts, while only 5
participants made more than 50 contributions.

2.2 CNA Online Course Modeling

Similar to the method proposed by Nistor, Panaite, Dascalu and Trausan-Matu [8], the
clustering of members was performed using CNA indegree and outdegree indices. We
applied a hierarchical clustering algorithm based on the Ward Criterion in order to
minimize the variance after merging the clusters. The process stops when three clusters
are detected corresponding to the central, active, and peripheral layers in descending
order of the average indegree scores [9]. These layers can be identified within any
community of practice [10].

Fig. 1. Global sociogram for the entire course period (Aug 23rd – Dec 24th, 2013). (Color
figure online)
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Two interactive sociograms were introduced to display the interactions between
participants. The hierarchical edge bundling perspective in Fig. 1 shows the interaction
in a radial manner where dependencies are grouped into spline bundles and participants
are grouped into their corresponding cluster/layer. Central participants are colored in
blue, active members are displayed in green, and peripheral members in orange. On
mouseover, the user can see the incoming and outcoming edges. Incoming edges and
corresponding nodes (dependents) are displayed in dark blue, while outgoing links and
outbound nodes (dependencies) are colored in red (see Fig. 1 for participant ID
303190984). Figure 2 shows a force-directed graph that considers the strength of the
communication between nodes (i.e., students). The width of the edges is proportional to
the text quality from CNA (i.e., cumulative contribution scores of exchange messages),
whereas the length of each edge is automatically rendered by the visualization library.
In addition, each node’s size is proportional to the average indegree and outdegree
scores of each participant.

Specific traits of the behavioral interaction patterns can be observed from the two
types of visualizations, namely: (a) a dominance of peripheral members having the
lowest number of interactions; (b) a growing degree of collaboration from the
peripheral layer to the active members, and more importantly, to the central participants
(including the course instructors and teaching assistants); (c) a rather slow start of the
community (week 1), followed by an increase in participation (week 9) and a drastic
decrease in the last week; and (d) although directed towards more central participants,
free discussions can be observed and the course is not dominated by a single individual,
a situation common in many MOOCs and online communities.

Fig. 2. Weekly snapshots of course sociograms.
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3 Conclusions

Cohesion Network Analysis is a powerful analytics technique that connects natural
language processing and network analysis, while transcending traditional SNA mea-
surements. The CNA visualizations presented in the paper are particularly relevant for
the study of online discussions found in education settings by presenting the interac-
tions between participants based on the quality and cohesion of the underlying dia-
logue. The community structure is subsequently clustered into three layers that denote
different degrees of participation. The series of graphs generated at different timeframes
depict the trends in student participation and represents a solid ground for further
exploration in terms of course structure dynamics. These visualizations can be used by
instructors and researchers to better understand participation and collaboration within
large-scale learning environments.
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Abstract. Game-based assessments and learning environments create unique
opportunities to provide learners with the ability to demonstrate their proficiency
with cognitive skills and behaviors in increasingly authentic environments.
Effective task designs, and the effective alignment of taskswith constructs, are also
improving our ability to provide learners with insights about their proficiencywith
these skills. Sharing these insights within the industry with those working toward
the same goal contributes to the rising tide that lifts all boats. In this paper we
present insights from our work to develop and measure collaborative problem
solving skills using a game-based assessment “Circuit Runner.” Our innovative
educational game design allows us to incorporate item response data, telemetry
data, and stealth- telemetry data to provide a more authentic measure of collabo-
rative problem solving skills. Our study design included 379 study participants on
Amazon Mechanical Turk (MTurk), who completed the “Circuit Runner” CPS
assessment. The paper provides details on the design of educational games and
scoring techniques and discusses findings from the pilot study.

Keywords: Game � Assessment � Stealth

1 Background

In our efforts to measure 21st century skill sets such as Collaborative Problem Solving
(CPS) we have created an educational game, “Circuit Runner.” The online game-based
environment uses task elements designed to explore specific cognitive skills and
behaviors using interactive game elements, a human-agent interface, chatbot function-
ality, and dialog trees. CPS is generally considered to be one of the critical components of
a 21st century skill set [1–3]. Innovation in this area continues to expand our under-
standing of this space and our ability to measure it [1, 4]. Our operational definition of
CPS refers to the knowledge, skills, and behaviors required to effectively participate in a
joint activity to transform a current state to a goal state. Our CPS framework is divided
into two major categories: Team Effectiveness and Task Effectiveness, which are sup-
ported by ‘functional categories.’ The skills required to fulfill the functions outlined by
these subcategories are drawn from the Thinking Skills and Behavior domains of the
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ACT Holistic Framework [5]. Skills are organized to the subcomponent and Perfor-
mance Level Descriptor (PLD) levels. Skills are also captured with sensitivity to the
appropriate developmental levels and organized by levels of effectiveness. We chose 5
primary subskills supporting a range of CPS functional categories: Persistence (P),
Perspective Taking (PT), Reaching the Goal (G), Strategy (S), and Problem Feature
Awareness (PFA).

1.1 Game Design

In the collaborative game, Circuit Runner, a participant navigates a 3-D maze in a first-
person perspective. The participant must collaborate with a participant “bot,” or
computer agent, via a dialog panel to share the information required to complete
challenges presented at locked gates. The challenges are content agnostic and require
information and resources that have been distributed asymmetrically between the ‘bot’
and the participant. The goal of the game is to collaborate with the bot via the chat
panel to solve a number of challenges presented at locked gates, and then solve the final
challenge of repairing the circuit. The chat bot functionality is built on a series of
complex dialog trees (see Fig. 1).

The dialog trees contain a series of prompts from the bot followed by dialog choices
(response options) for the participant. The response options are designed as ordered
multiple choice items [6] to align with the four levels of that skill and are scored
accordingly. The response options are designed to reflect authentic and appropriate
responses for each of the four levels of the skill being measured. Each prompt and
response instance explores only one of the five subskills included in the game.

The dialog tree also presents ‘stealth-telemetry’ nodes. These nodes are prompt and
response sets that were not scored solely from the participant response choice, but
incorporated a telemetry cross-check which informed the node’s scoring.

Fig. 1. Circuit runner dialog tree design
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2 Validation of Gamified Assessment

The current study was focused on exploring feasibility and validity of measuring CPS
skills via CPS Gamified Assessment – Circuit Runner. More specifically, the following
research questions were examined empirically: (RQ1) To what extent CPS Gamified
Assessment provides valid and reliable data on a broad range of CPS sub-skills,
including: Reaching the goal, persistence, problem feature analysis, perspective taking,
and strategy? (RQ2) How does the quality of measurement change with the inclusion of
the supplemental and telemetry nodes? (RQ3) What are the relationships (i.e., corre-
lations) between CPS sub-skills, as measured by the CPS Gamified Assessment? (RQ4)
What are the relationships (i.e., correlations) between CPS sub-skills as measured by
CPS Gamified Assessment and more traditional CPS assessment instruments: CPS
Situational Judgment Test and CPS self-report questionnaire?

A total of 500 unique users participated in the study through the Amazon MTurk
platform. Of the 500 study participants, 379 provided a complete dataset (mean
age = 33.76, SD = 9.14; 45% female,). Participants ranged in age from 18–68 with the
majority of participants (63.32%) falling between the ages of 25 and 40.

2.1 CPS Assessment Instruments

Participants were directed that the study should take less than three hours to complete
their interaction with CPS Gamified Assessment, CPS Situational Judgment Test and
CPS self-report questionnaire. In addition to the “Circuit Runner” game, a CPS Situ-
ational Judgement Test (SJT) was designed to measure three sub-skills from the CPS
construct. The CPS-SJT includes three videos that provide situational context for a
workplace scenario involving CPS, each followed by ten questions. The questions
reflect three of the five sub-skills being measured across the game and the CPS-SJT and
are followed by four response options designed to align with the four levels of that skill
as defined in the CPS framework. Factor and reliability analyses for CPS-SJT revealed
three conceptually supported factors: Strategy (6 items, Cronbach’s Alpha = .589),
Problem Feature Analysis (8 items, Cronbach’s Alpha = .622) and Perspective Taking
(4 items, Cronbach’s Alpha = .590). Overall reliability (internal consistency) of CPS-
SJT is Cronbach’s Alpha = .782.

A CPS Self-report Questionnaire was also included in the study. Participants
reported on a 1–5 Likert scale (1-Not at all; 5-To a Great Extent) their competence level
in CPS. Sample items adopted from prior studies included [2, 4]: Identify strengths of
my teammates; Detect gaps in shared understanding in a group; Delegate tasks to others
to accomplish goals; Have the ability to competently lead a group of people. Factor and
reliability analyses for CPS Questionnaire provided further validation for two CPS sub-
skills: Strategy (7 items, Cronbach’s Alpha = .890) and Perspective Taking (6 items,
Cronbach’s Alpha = .854). Overall reliability (internal consistency) of CPS
Questionnaire is Cronbach’s Alpha = .907.
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3 Results

IRT analysis was performed for the data from the gamified assessment. For each of the
CPS skills the graded response model was fitted to the set of common nodes selected
based on factor analysis and reliability analysis. As illustrated below, IRT and corre-
lation analyses provided preliminary support for the use of the game for assessment of
the intended CPS skills and possible pathways for improvement (Fig. 2).

In addition to the correlations based on the sum scores on the subskills, we also
performed correlation analysis on the IRT-scores of the CPS skills from the gamified
assessment, the Situational Judgement Test and the Questionnaire. Our current research
effort focused on expanding the range of CPS skills measured to include additional
problem solving and behavioral components in the context of workplace (adults) and
also the exploration of new scalable technologies for chatbot-powered learning and
assessment solutions [7].

Fig. 2. IRT and correlation analysis of CPS Gamified Assessment
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Abstract. Knowledge Tracing, and its recent deep learning variants,
have made substantial progress in modeling student knowledge acquisi-
tion through interactions with coursework. In this paper, we present a
modification to Deep Knowledge Tracing to model student progress on
coding assignments in large-scale computer science courses. The model
takes advantage of the computer science education context by encod-
ing students’ iterative attempts on the same problem and allowing free-
form code input. We implement a workflow for collecting data from
Jupyter Notebooks and suggest future research possibilities for real-time
intervention.

Keywords: Knowledge tracing · Deep learning · Student Modeling
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1 Introduction

With students far outnumbering teachers in online learning platforms, there
is increased demand for tools to maintain and improve learning. Since 1-on-
1 instructor support is not feasible at this scale, educational technology seeks
to use artificial intelligence to provide similar guidance and model students’
knowledge.

A popular approach called Knowledge Tracing models students’ knowledge
as they correctly or incorrectly answer exercises. Accurate modeling allows stu-
dents to spend more time working on questions that are suited for their level of
understanding.

Recent work uses recurrent neural networks to more effectively encode repre-
sentations in an approach called Deep Knowledge Tracing (DKT). DKT models
use the accuracy of prior attempts to predict students’ future performance on
questions, as well as automatically learn question clusterings [1].

As instructors for large scale computer science courses at UC Berkeley, we are
particularly interested in modifying DKT for the computing education context.
Traditional knowledge tracing techniques succeed in intelligent tutoring contexts,
where students attempt each exercise once. In computing education, however,
c© Springer International Publishing AG, part of Springer Nature 2018
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https://doi.org/10.1007/978-3-319-93846-2_65

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_65&domain=pdf


Deep Knowledge Tracing for Free-Form Student Code Progression 349

students often attempt a single exercise multiple times until it is solved. We
modify DKT to take this into account and make the following contributions:

1. We modify the model to take vectorized free-form student code as input.
2. We map questions to multiple skills and train one model per skill.
3. We implement a workflow for collecting data from Jupyter Notebooks and

OkPy autograding.
4. We suggest possible applications of this model for determining a point of

intervention in real-time.

2 Related Work

Knowledge Tracing traditionally uses Hidden Markov Models to track student
knowledge as they solve exercises [2]. Deep Knowledge Tracing (DKT), intro-
duced by Piech et al. [3], is an approach to knowledge tracing that utilizes
recurrent neural networks, specifically Long-Short Term Memory (LSTM) cells,
to produce improvements in model capabilities over previous methods. Piech et
al. [1] also use DKT to automatically cluster math exercises into skill groups.

Blikstein and Piech [4,5] show that a student’s trajectory of attempts while
solving programming exercises is predictive of their success. Wang et al. [6,7]
expand on this work by using DKT to model student trajectories as they solve
programming exercises in the block-based programming language Scratch. We
replicate the Wang et al. work in our setting, making a modification of input to
the model in order to formulate the problem in terms of free-form code.

3 Context

We examine data from student code submissions from UC Berkeley’s introduc-
tory data science course, Data 8. This course hosts over a thousand students a
semester and introduces programming fundamentals, statistical inference, and
prediction techniques.

Students complete assignments using Jupyter notebooks, a cell-based Python
execution environment, with problem descriptions and starter code [8]. Through
a combination of technologies including Kubernetes, Docker, and JupyterHub,
students are only required to install a web browser to access their Jupyter envi-
ronment. Instructors manually create assignment skeletons and autograder tests
for each assignment. Every time the autograder is run, students’ code and accom-
panying notebook metadata are backed up to the OkPy server [9]. This creates
time series data recording a student’s progression through a given assignment.
The Jupyter environment enables rapid, iterative learning—students can write,
run, and check their programs’ correctness in near real-time.

The OkPy API allows us to retrieve one student backup for each autograder
run, final submissions, and OkPy-specific assignment metadata. The raw submis-
sion data contains question numbers, student code responses, and accompanying
autograder test results.
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All student code is written in Python 3. Students use both NumPy and UC
Berkeley’s in-house datascience package, a tabular data manipulation library
that is inspired by the pandas library.

4 Methodology

We make a number of data modifications to make raw student code amenable for
DKT techniques. We also modify the baseline DKT approach to model student
knowledge using code submissions from failed attempts.

4.1 Data Featurization and Sanity Check

To featurize code submissions, we use the default tokenization scheme in scikit-
learn [10], which splits on non-alphanumeric characters. For example, consider
the following code submission:

murder_rates.join(’State’,death_penalty,’State’)
.pivot(’Death Penalty’,’Year’,’Murder Rate’, np.average)
.select(0,2,1)

The first 10 extracted tokens are:

[’murder_rates’,’join’,’state’,’death_penalty’,
’state’,’pivot’,’death’,’penalty’,’year’,’murder’]

For each distinct word, we compute the term frequency-inverse document
frequency (tf-idf) score across all submissions. Each code submission is repre-
sented as a vector of length K, where K is the vocabulary size: the total number
of distinct words across all code submissions.

4.2 Model

We train a LSTM network on sequences of student code submissions. Instead of
a single network as in DKT, we train a separate neural network for each skill
(as shown in Fig. 1) using the vectorized code representation described in the
previous section.

The inputs to the LSTM network are a vector containing the one-hot encoded
anonymized student identifier, the one-hot encoded question number, the one-
hot encoded attempt number, and the vectorized representation of the code. The
output of the model at each time-step is a vector of predictions for the number
of attempts remaining for each question of the same skill.

Each of these arrays have taken the students’ progression (question each stu-
dent attempted at each attempt number) and one-hot-encoded the inputs to
create these arrays. We deal with the problem of each student having a differ-
ent number of attempts on a skill by padding our data to the max number of
attempts a student has for a skill, but we can also truncate data to an arbitrary
“pad number” as well (e.g. 100 attempts).
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Fig. 1. Architecture of Our DKT-Inspired LSTM network

5 Conclusion and Future Work

Our modifications to DKT motivate several lines of future research in inter-
vention and hint generation. For each student, our model predicts the number
of attempts remaining to complete the questions for each skill. This suggests
a simple way to provide live feedback by subject or question for instructors in
a lab setting. For example, an instructor can identify a potentially useful time
to intervene when a student’s total predicted number of attempts remaining
is consistently higher than those of other students (i.e., falling in the top k-th
percentile for some manually tuned k).

The learned representation of student knowledge suggests a method to auto-
matically provide hints to students. By simulating modifications to student code
and checking the predicted attempts remaining, we can use the trained networks
to find the keywords that most quickly help the student complete the exercise.

6 Note on Results

We have run preliminary models on mock data, and have found that DKT with
free-form code reduces error significantly in comparison to baseline DKT. Future
work will involve writing up the analysis and insights gained from student code
attempts as well as the specifics of our trial results.

Acknowledgements. Thank you to UC Berkeley Data 8 course staff, the UC Berkeley
Division of Data Sciences, the Machine Learning in Education course, the Jupyter team,
and the OkPy team for their support throughout this process.
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Abstract. MOOCs are playing an increasing important role in mod-
ern education, but the problem of high dropout rate is quite serious.
Predicting users’ dropout behavior is an important research direction of
MOOCs. In this paper, we extract some raw features from MOOCs uses’
logs and apply the MOOCs users’ daily activities into a recurrent neu-
ral network (RNN) with long short-term memory (LSTM) cells, viewing
this problem as a time series problem. We collect rich MOOCs users’
log information from XuetangX to test the time series model predicting
course drop out. The experiments results indicate that the time series
model perform better than other contrast models.

Keywords: MOOCs · Dropout prediction
Long short-term memory · User behavior

1 Introduction

With the development of internet and communication technology, many indus-
tries have changed the mode of operation. In the most closely related area of
teaching, there is Massive Open Online Courses (MOOCs) [1,2]. Due to their
open and mostly free, they have attracted millions of users’ enrollment all over
the world [3,4]. However, the high dropout rate is widespread in MOOCs plat-
forms. As is reported, only twenty percent of MOOCs users can complete the
courses [5–7].

In reality, the results of dropout prediction can be fed back to the teacher to
improve teaching contents and avoid the occurrence of dropout behavior. From
the view of finding a more reasonable description of the problem, the dropout
prediction can be considered as a time series problem. Imagine that if a student
never accesses the course, it is impossible that he/she would complete the course
suddenly. On the consequence, we can predict the students’ behaviors in the
future according to his/her previous behaviors. So we can easily get to apply an
recurrent neural network (RNN) [11] with long short-term memory (LSTM) [9]
to deal with the problem [9].
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The rest of the paper is organized as follows. In Sect. 2 we will describe the
related work about MOOCs users’ behavior prediction. Section 3 shows time
series problem and our model to this problem. The dataset we used and the
experiments will be presented in Sect. 4. Section 5 will show the conclusion and
future work of this research.

2 Related Work

In this section, we will review some related researches on analysing the big data
of MOOCs to get a brief look at the field of research content and status.

Engagement Analysis: Increasing researchers have begun to analyze students’
engagement in MOOCs courses. Ramesh [14] put forward a potential represen-
tation model, which can be applied to abstract student participation types and
prediction of dropouts. Most of the existing studies estimated the time spent
on different resources and examine the correlation between time and student
performance.

Forum Analysis: Forum is an important part of a MOOCs platform. Some
interesting work reviews MOOCs forum, like research [6] investigated the fac-
tors associated with the decline of the forum. These studies may isolate and
exaggerate the importance of the forum’s performance.

Attribute Analysis: These studies pay attention to the relationship between
the user’s demographic properties and their behavior patterns in MOOCs.
According to the demographic results, there was no correlation between the
skills and the completion rate of the curriculum, which is found in research [15].

To the best of our knowledge, there are little work pay attention to the
time series problem of the MOOCs dropout prediction, and time information
is essential factor in analysing MOOC users’ behavior. So we apply RNN and
LSTM, the commonly used tool for the time series model to solve the problem.

3 Time Series Model

3.1 Time Series Problem

We suppose one lesson will span for t days. For a student, we collect his/her
day-by-day activities expressed with (x1 , ..., xt ), and the result that whether the
student drop the course is denoted by yt . Our goal is to predict the label at day
t. The result of day t is determined by not only the current input xt but also
the previous input (x1 , ..., xt−1 ).

Naturally, we apply this problem to the LSTM network, and the input is the
students’ daily activities. The final output is whether the student will drop out
the class. Figure 1 shows our time series model framework. From next section,
we will give the details of the framework.
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Fig. 1. Time series model framework

3.2 Time Series Features

We choose 7 features that can represent the user’s behavior in the day. These 7
features are in two categories. One is related to forum, and another category is
about the learning behavior. These 7 features are the number of asking problems
on forum, discussing on forums, operating navigate, operating access, closing a
page, watching video and accessing wiki by a student in one day.

3.3 LSTM Network

We explore Zt as the input of our LSTM network, so we can get the input gate it .
It means when we get the new user’s behaviors, we update our input for better
predicting.

Similarly, we compute the forget gate ft , which represent we drop some infor-
mation about user’s behaviors generating a few days ago or insignificant.

Then, the memory cell ct can be received. The cell state is very easy for
information to just flow along it unchanged. And we achieve the output gate ot .
Apparently, we decide what parts of the cell state we are going to output.

At last, we put the cell state through tanh and multiply it by the output of
the sigmoid gate.

3.4 Full Connected Network

We use the output of LSTM network hT as the input of the following full con-
nected work d (1). We compute the next layer of full connected network which
each node of it connect all the nodes of this layer. It can be described as,

d(2) = σ1(W1d
(1) + b1) (1)

where W1 is weight matrix, b1 is the bias and the σ1(.) is the activation function.
Then we will connect all the nodes in this layer to one node which represent
predict of our model,

y = σ2(W2d
(1) + b2) (2)

where W2 and b1 is the weight matrix and bias. Similarly, σ2(.) is also the
activation function. y is the final output, and we regard y as the possibility that
the student will drop out the course.
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4 Experiments

4.1 Dataset, Evaluation Criterion and Baseline Methods

The datasets used for this paper are from XuetangX [8]. There are a total of 39
classes and 79186 users, producing a total of 120542 user course records of the
one-to-one correspondence, corresponding to 120542 real dropout truth results in
the training set. In the website log files, 79186 users produced a total of 8157277
operating records.

We evaluate the performance of experiments by Area Under Curve (AUC)
score [13], which is the area under the Receiver Operating Characteristic (ROC)
curve [12]. AUC is a model evaluation criterion, which can only be used for the
evaluation of two classification model.

In order to verify the validity of the model, we compare the LSTM network
with several common predictive models: Logistic regression [16], Random forest
[10] and Gradient Boosting Decision Trees(GBDT) [8].

4.2 Model Performance

In terms of AUC scores, the time series model performs better than Logistic
Regression, Random Forest and GBDT (Table 1). It proves the time series model
can describe MOOCs users’ behavior better, and will predict the users’ behav-
ior more accurate. But for the running time, LSTM network requires a long
time training [9], which is determined by its own network structure, and in our
experiment, the running time is acceptable.

Table 1. Performance of four models

Models AUC scores

Logistic regression 0.674

Random forest 0.864

GBDT 0.871

Time series model 0.881

5 Conclusion

In this paper, we present a more reasonable and natural method, viewing as a
time series problem and apply LSTM network to solve it. The datasets we used
in experiments are also showed in this paper. The final experimental results show
that time series model performs better than Logistic Regression, Random Forest
and GBDT. From the dropout result, the MOOCs’ instructors can easily acquire
that which student is easily dropout and make a quick adjustment for the course
to prevent the appearance of dropout immediately. In hence, the problem of drop
out rate will get improved, that is also the destination of this paper.
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Abstract. Intelligent computer-assisted language learning employs artificial
intelligence techniques to create a more personalized and adaptive environment
for language learning. Towards this direction, this paper presents an intelligent
tutoring system for learning English and French concepts. The system incor-
porates a novel model for error diagnosis using machine learning. This model
employs two algorithmic techniques and specifically Approximate String
Matching and String Meaning Similarity in order to diagnose spelling mistakes,
mistakes in the use of tenses, mistakes in the use of auxiliary verbs and mistakes
originating from confusion in the simultaneous tutoring of languages. The
model for error diagnosis is used by the fuzzy logic model which takes as input
the results of the first or the knowledge dependencies existing among the dif-
ferent domain concepts of the learning material and decides dynamically about
the learning content that is suitable to be delivered to the learner each time.

Keywords: Adaptivity � Fuzzy logic � Intelligent Tutoring Systems
Language learning � Machine learning � Personalization

1 Introduction

Towards the last decade, Intelligent Tutoring Systems (ITSs) have been used for
teaching a variety of knowledge domains [1]. One important area of ITSs involves
Intelligent Computer-Assisted Language Learning (ICALL), in which students are
taught a language (e.g. English, French etc.) using artificial intelligence techniques [2].
It has to be emphasized that foreign language learning is widely promoted by many
countries and clusters of countries [3]. For example, the European Union promotes
such guidance for its country members. Due to the currents global promotion of lan-
guage learning, countries, such as Greece, have adopted foreign language teaching in
the education curriculum of schools. Even though the English and French languages
have common characteristics so that their learning can be joined, there is the risk of
students being confused in multiple language learning.

Themain goal of the research, described in this paper, is to present an adaptive tutoring
system for foreign languages, which includes a novel way for error diagnosis using
machine learning, in combination with a fuzzy logic model for adaptive instruction.

© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 358–362, 2018.
https://doi.org/10.1007/978-3-319-93846-2_67

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_67&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_67&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_67&amp;domain=pdf


In particular, our prototype application uses techniques of machine learning and fuzzy
logic in order to offer optimized English and French learning. Machine learning tech-
niques are used for performing error diagnosis. More specifically, they are used when a
student makes a mistake so that the system can detect it and reason about it. Then, the
student is offered a more personalized instruction using the fuzzy logic techniques which
take as input the results of error diagnosis or the knowledge dependencies that exist among
the different domain concepts of the learning material and automatically models the
learning or forgetting process of a student.

2 Error Categories, Diagnosis and Response

The presented tutoring system is able to detect three categories of students’ errors,
namely: spelling mistakes, mistakes in the use of tenses and mistakes in the use of
auxiliary verbs. Apart from these mistakes, the system can diagnose mistakes that come
from the confusion of a student when s/he learns multiple foreign languages (English
and French) by transferring his/her knowledge from one language to the other. The
aforementioned three categories were reported to be the most common when students
learn the English and French languages at the same time. These reports are the result of
a small-scale experiment which was conducted in public and private schools of Athens
(Greece); according to this experiment, the tutors of English and French languages
attested in a large percentage that these three error categories need to be confronted
when students learn the two languages simultaneously.

For the diagnosis of students’ errors and misconceptions, a novel error diagnosis
mechanism is introduced. This mechanism is composed by two machine learning
algorithms which are able to diagnose the reason of each mistake and act collabora-
tively. The first algorithm of the error diagnosis mechanism is the Approximate String
Matching. This algorithm is activated to diagnose a spelling mistake happening because
of students’ negligence or lack of knowledge. More specifically, Approximate String
Matching is used for errors happening in the context of the same language. It tries to
discover string similitude by collating a student’s precise wrong answer with the correct
answers which are stored in the database of the application. This method is in charge of
discovering strings that match a specific pattern in an approximate way. The issue of
collating string approximately is normally partitioned into two sub-issues: finding
surmised substring matches inside a given string and discovering lexicon strings that
match the pattern approximately. In the event that a string collation happens in a high
rate, the application chooses whether the misconception is a spelling mistake coming
from negligence or lack of knowledge.

The second algorithm is the StringMeaning Similarity which is activated to diagnose
all the other error categories. This algorithm can reason about amistake lying between the
spelling mistakes due to language confusion causes, the tenses mistakes and the auxiliary
verbs mistakes. Additionally, the application discovers meaning similitude between the
given and the right answer by making an interpretation of these two responses to the
application’s languages, in particular the English and French languages. Also, the
application takes after a similar method of reasoning, as previously, customized to the
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meaning similarities. Through this technique, the mistakes coming from language
learning confusion can be distinguished and analyzed.

When the system diagnoses a mistake derived provides advice to students in order
to render them careful when answering to exams or make revisions and improve their
knowledge performance. Furthermore, in case of a spelling mistake derived from
confusion in multiple language learning or a mistakes in the use of tenses and auxiliary
verbs, the system employs the fuzzy logic technique in order to further support the
students and place them in the center of education by providing a more personalized
instruction tailored to the learning needs and pace of each one.

3 The Fuzzy Logic Model and Rules

For the efficient teaching of English and French, we use fuzzy sets to represent the
student’s knowledge level of each domain concept, either of English language or French
language and a mechanism of rules over the particular fuzzy sets. Furthermore, a set of
knowledge dependencies among the domain concepts of the two foreign languages have
been defined. These dependencies concern how the knowledge of concepts about
grammatical issues in English affects the learning of corresponding concepts about
grammatical issues in French and vice versa. Dependencies of the presented system are
restricted to tenses and auxiliary verbs, which are considered adequate for the research
scope of this work. The particular dependencies have been defined by 15 foreign lan-
guages teachers, whose experience either in teaching English and French, or in the
educational process and instruction, ensured an accurate assessment of concept inter-
dependency. They are symbolized as d(Ci, Cj), which is a function that represents the
degree that the knowledge of concept Ci affects the knowledge level of concept Cj and
takes a value among 0 to 1. Some examples of the defined dependencies are: d(‘Simple
present’, ‘Le présent’) = 0..6, d(‘Simple future’, ‘Le futur simple’) = 0..55, d(‘Le passé
composé’, ‘Simple past’) = 0.4, d(‘Plus-que-parfait’, ‘Past perfect’) = 0.65.

The following four fuzzy sets (Fig. 1) for representing students’ knowledge level of a
domain concept are defined (x indicates the student’s degree of success in a domain
concept): (a) Unknown (Un): 0 � x < 45, (b) Unsatisfactory Known (UnK): 30 < x
< 75, (c) Known (K): 60 < x < 90, (d) Learned (L): 80 < x � 100.

Fig. 1. The membership functions of the fuzzy sets
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Therefore, a quadruplet (lUn, lUK, lK, lL) for each concept is used to determine the
knowledge level [4]. Bellow, the rules representing how a change to the knowledge level
(KL) of a concept of English (CE) affects the KL of a corresponding concept of French
(CF) and vice versa (replacing CE with CF, CF with CE and d(CE, CF) with d(CF, CE)), are
presented. L1 and L2 (L1 < L2) represent fuzzy sets and L10, L20 represent the
‘neighbor’ fuzzy set of L1 and L2 that are active, correspondingly. Given that in a
quadruplet only two active values exist and they are complementary (to 1), only one of
them, that of the lower level, is used to represent the KL of the corresponding concept.

R1: If KL CFð Þ ¼ L1 and KL CEð Þ ¼ L1, then KL CFð Þ ¼ L1 with lL1 CFð Þ ¼
max lL1 CFð Þ; lL1 CEð Þ � d CE;CFð Þ½ �
R2: If two ‘neighbor’ fuzzy sets are active and KL CFð Þ ¼ L1, KL CEð Þ ¼ L2, then
KL CFð Þ ¼ L2 with lL2 CFð Þ ¼ 1� lL20 CEð Þ � d CE;CFð Þ
R3: If only one fuzzy set is active: KL CFð Þ ¼ L1 and KL CEð Þ ¼ L2, then
KL CFð Þ ¼ L20 (L20 is the lower ‘neighbor’ fuzzy set of L2) with lL20 CFð Þ ¼
1� lL2 CEð Þ � d CE;CFð Þ
R3.1: If L2 = ‘Unknown’, then KL(CF) = ‘Unknown’ with lL2 CFð Þ ¼ 1
R4: If KL CFð Þ ¼ Learned, with lL CFð Þ ¼ 1 100%ð Þ, then it does not change
R5: If KL CFð Þ ¼ L2 and KL CEð Þ ¼ L1, then KL CFð Þ ¼ L10 (L10 is the upper
‘neighbor’ fuzzy set of L1) with lL10 CFð Þ ¼ 1� lL1 CEð Þ � d CE;CFð Þ
Next, the system decides dynamically the number of exercises (n) of each concept

that the learner has to solve each time regarding her/his current state of knowledge level
of each concept of the foreign language that s/he is taught. The decisions about the
exercises are taken applying the following rules:

• If KL = ‘Un’, then n = 20.
• If KL = ‘UK’ with lUK xð Þ� 0:5, then n = 15.
• If KL = ‘UK’ with lUK xð Þ\0:5 or KL = ‘K’ with lK xð Þ� 0:5, then n = 10.
• If KL = ‘K’ with lK xð Þ\0:5 or KL = ‘L’ and the learner is interacting with the

corresponding domain for the first time, then n = 5.
• If KL = ‘L’ and the learner has studied the corresponding concept already, the

system considers that the learner has learnt the particular concept and does not
provide her/him with exercises (n = 0).

4 Conclusions and Future Work

In this paper, a novel approach for error diagnosis using machine learning techniques
and a learning content delivery module using fuzzy logic have been presented and
evaluated. More specifically, an adaptive tutoring system for learning English and
French has been implemented incorporating the aforementioned models. The model for
effective error diagnosis uses the Approximate String Matching and the String Meaning
Similarity techniques for diagnosing spelling mistakes and mistakes in the use of tenses
auxiliary verbs. The model of fuzzy logic is used towards the determination of the
learner’s knowledge level in French according to her/his knowledge level in English,
and vice versa, allowing the system to make decisions about the adaptation of the
instructional content.
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It is in our future plans to add the tutoring of more foreign languages and extend the
system’s functionalities by incorporating an authoring module.
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Abstract. With the spread of large-scale e-learning environments such
as MOOCs, peer assessment has been used recently to measure learner
ability. Nevertheless, peer assessment presents the important difficulty
that the ability assessment accuracy depends strongly on rater character-
istics. To resolve that difficulty, item response theory (IRT) models that
incorporate rater characteristic parameters have been proposed. How-
ever, those models rely upon the assumption of an equal interval scale
for raters’ scores although the scales are known to vary across raters. To
resolve the difficulty, this study proposes a new IRT model without the
restriction of an equal interval scale for raters. The proposed model is
expected to improve model fitting to peer assessment data. Furthermore,
the proposed model can realize more robust ability assessment than con-
ventional models can. This study demonstrates the effectiveness of the
proposed model through experimentation with actual data.

Keywords: Educational measurement · E-learning
Item response theory · Peer assessment · Rating scale

1 Introduction

Peer assessment, which is mutual assessment among learners, has become popu-
lar with the widespread use of large-scale e-learning environments such as mas-
sive open online courses (MOOCs) [1–3]. Peer assessment has been adopted in
various learning and assessment situations because it provides many benefits
(e.g., [2,3]). One important use of peer assessment is for summative assessment,
which provides a measure of learner ability [4,5]. Peer assessment is justified
as an appropriate summative assessment method because the learner ability is
definable naturally in the learning community as a social agreement [3,6]. Fur-
thermore, even when learners are numerous, as in MOOCs, peer assessment can
be conducted by assigning a few peer-raters to each learner, although assessment
by instructors becomes difficult [2,4,7,8].

Peer assessment, however, presents the difficulty that the assessment accu-
racy of learner ability depends strongly on rater characteristics such as rating
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severity and consistency [2,3,9,10]. Item response theory (IRT) models incor-
porating rater characteristic parameters have been proposed to resolve that dif-
ficulty, (e.g., [3,9,11,12]). A traditional model is the many facet Rasch model
(MFRM) [12], which is defined as a partial credit model [13] incorporating a
rater severity parameter. Additionally, an extension of this model using the
generalized partial credit model [14] has been proposed [11]. Furthermore, to
resolve the difficulty that raters are not always consistent, a graded response
model [15] incorporating rater consistency and severity parameters has been
proposed recently [3]. Those IRT models are known to provide more accurate
ability assessment than average or total scores do because they can estimate the
ability considering some rater characteristics [3].

However, when the diversity of raters’ assessment skills increases as in peer
assessment, the rating scales are known to vary across raters [10,16,17]. For
example, some raters presumably overuse a few restricted categories, avoid some
specific categories, and use all categories uniformly. However, earlier IRT mod-
els have been incapable of representing such rater characteristics because they
assume an equal interval scale for raters’ scores. Consequently, the models will
not fit peer assessment data well. Low model fit generally reduces the ability
assessment accuracy [3].

To resolve that difficulty, this study proposes a new IRT model without the
restriction of the equal interval scale for raters. Specifically, the proposed model
is defined as a generalized partial credit model that incorporates a rater severity
parameter for each rating category. The proposed model is expected to improve
the model fitting to peer assessment data because differences in the scale among
raters can be represented. Furthermore, the proposed model can realize more
robust ability assessment than conventional models because the introduction of
the unequal interval scales for raters enables more precise representation of the
characteristics of aberrant raters, who use extremely different rating scales from
those used by others. This study demonstrates the effectiveness of the proposed
model through the use of actual data experiments.

2 Proposed Model

The rating data U obtained from peer assessment consist of rating category
k ∈ K = {1, · · · ,K} given by peer-rater r ∈ J = {1, · · · , J} to the outcome of
learner j ∈ J for task t ∈ T = {1, · · · , T}. Letting utjr be a response of rater r
to learner j’s outcome for task t, the data U are described as U = {utjr | utjr ∈
K ∪ {−1}, t ∈ T , j ∈ J , r ∈ J }, where utjr = −1 denotes missing data. This
study was conducted to estimate the learner ability accurately from the peer
assessment data U using item response theory (IRT) [18].

The proposed model is defined as a generalized partial credit model that
incorporates the rater severity parameter for each rating category and the rater
consistency parameter. The model provides the response probability Pijrk as

Pijrk =
exp

∑k
m=1 [αrαi(θj − βi − βr − drm)]

∑K
l=1 exp

∑l
m=1 [αrαi(θj − βi − βr − drm)] .

(1)
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where θj represents the latent ability of learner j, αi denotes the discrimination
parameter for task i, βi denotes the difficulty of task i, αr signifies the consistency
of rater r, βr denotes the severity of rater r, and drk represents the severity of
rater r to give category k. Here, αr=1 = 1, βr=1 = 0, dr1 = 0, and

∑K
k=2 drk = 0

are assumed for model identification.
In the proposed model, drk controls the intervals between adjacent categories

for each rater. Furthermore, the intervals determine the rater’s response proba-
bility for each category. Specifically, as interval drk+1 − drk becomes larger, the
response probability for category k increases. As interval drk+1 − drk becomes
smaller, the probability of responding with category k decreases.

The proposed model can represent such differences in the rating scale among
raters although earlier IRT models with rater parameters (e.g., [3,11,12]) incor-
porate the assumption of an equal interval scale for raters’ scores. The scales
generally vary among raters in peer assessment, as described in Sect. 1. There-
fore, the proposed model is expected to provide higher model fitting to peer
assessment data than the conventional models. Because better model fitting
generally improves the ability assessment accuracy [3], the proposed model is
expected to provide higher accuracy than the conventional models provide.

3 Actual Data Experiment

This section presents a description of evaluation of the effectiveness of the pro-
posed model using actual peer assessment data. Actual data were gathered using
the following procedures. (1) 30 university students were enrolled in this study
as participants. (2) They were asked to complete four essay-writing tasks that
were set in the national assessment of educational progress (NAEP) 2002 [19]
and 2007 [20]. (3) After the participants completed all tasks, they were asked to
evaluate the essays of all other participants for all four tasks. The assessments
were conducted using a rubric that includes five rating categories.

Using the peer assessment data, we conducted the following experiment. (1)
The parameters of the proposed model, MFRM [12], the model proposed by
Patz and Junker [11] (designated as Patz1999), and that proposed by Uto and
Ueno [3] (designated as Uto2016) were estimated using the MCMC algorithm.
The widely applicable information criteria (WAIC) and log marginal likelihood
(ML) were also calculated for each model. (2) Given the estimated task and rater
parameters, the learner ability was re-estimated from each rater’s data. Then,
we calculated the RMSE between the ability values estimated from each rater’s
data and those estimated using complete data in Procedure 1. The average value
of the RMSE over all raters was calculated for each model. In addition, this index
was calculated for a method by which the ability is given as the averaged value
of the raw ratings (designated as Averaged).

Table 1 presents results. As shown in Table 1, the proposed model was selected
as the best model by both information criteria. Results show that the proposed
model presented the lowest RMSE value. Here, we conducted multiple compar-
isons using the Dunnet method to ascertain whether the RMSE value of the
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Table 1. Information criteria and ability assessment accuracies

Information criteria RMSE

WAIC ML Mean SD Test statistic

Proposed −4396.07 −4324.23 0.313 0.053 −
MFRM −4646.46 −4615.25 0.379 0.075 2.745 (p = 0.024)

Patz1999 −4646.08 −4575.41 0.464 0.067 6.348 (p < 0.001)

Uto2016 −4434.82 −4385.57 0.382 0.065 2.897 (p = 0.016)

Averaged − − 0.499 0.157 6.997 (p < 0.001)

Table 2. Rater parameters estimated from actual data

Rater αr βr dr2 dr3 dr4 dr5 Rater αr βr dr2 dr3 dr4 dr5

1 1.000 0.000 −1.169 −0.154 0.152 1.171 16 1.249 0.148 −0.111 −1.637 −0.295 2.043

2 0.638 0.132 −0.383 −0.460 −0.163 1.007 17 1.261 −0.413 −1.231 −0.846 0.567 1.509

3 1.267 0.393 −0.991 −0.308 0.477 0.822 18 1.670 0.206 −1.307 −0.299 0.393 1.213

4 1.115 0.025 −1.695 −0.416 0.051 2.059 19 1.770 0.455 −2.278 −0.459 1.829 0.908

5 0.963 −0.334 −1.740 −0.372 0.740 1.372 20 1.261 0.698 −1.506 −0.599 0.340 1.764

6 0.928 −0.078 −1.774 −0.145 0.386 1.532 21 0.745 0.004 −1.137 0.083 0.623 0.431

7 0.746 0.856 −0.357 −0.546 0.882 0.022 22 1.354 0.249 −2.051 −0.308 0.755 1.604

8 1.809 0.301 −1.511 −0.680 0.701 1.489 23 1.153 0.188 −1.493 −1.501 0.927 2.068

9 1.091 0.793 −1.857 −0.034 0.414 1.477 24 0.568 0.231 −1.376 −0.458 0.792 1.042

10 0.797 −0.111 −0.445 −0.089 0.133 0.401 25 0.829 −0.126 −0.536 0.030 0.236 0.270

11 1.137 −0.262 −1.645 −0.584 0.626 1.602 26 0.571 0.773 −1.027 0.106 0.268 0.653

12 1.029 −0.182 −1.780 −0.651 0.603 1.828 27 0.920 −0.079 −0.941 0.130 −0.374 1.185

13 0.858 0.648 −1.171 −0.129 0.694 0.606 28 0.855 −0.397 −0.589 −0.943 −0.441 1.973

14 0.881 0.235 −1.935 −0.017 0.595 1.358 29 1.338 0.118 −1.423 −0.253 0.494 1.182

15 1.374 −0.128 −1.480 −0.897 0.618 1.759 30 0.834 −0.285 −1.741 0.715 −0.067 1.092

proposed model is significantly lower than that of the other models, or not.
The results, which are shown in Test statistic column of Table 1, demonstrate
that the RMSE of the proposed model was significantly lower than those of the
conventional models.

The proposed model outperformed the conventional model when assessing
raters with various rating scales. To emphasize this point, Table 2 presents rater
parameters estimated using the proposed model. From the table, we can confirm
the large variety of rating scales among the raters. The proposed model can
represent those rater characteristics appropriately, although the conventional
models cannot represent them. Therefore, in this experiment, the proposed model
presented the highest model fitting and ability assessment accuracy.

4 Conclusion

This study proposed a new IRT model without the restriction of the equal
interval scale for raters’ scores. Experiments conducted with actual data demon-
strated that the proposed model can improve the model fitting and ability
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assessment accuracy when raters have different rating scales. Although this study
specifically addressed only peer assessment accuracy, the proposed model is use-
ful for various purposes such as evaluating assessment skills, creating peer assess-
ment groups, and selecting optimal peer-raters for each learner. Such applications
are left as subjects for future work.
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Abstract. We are developing an intelligent orchestration system named FACT
(Formative Assessment using Computational Technology). Orchestration refers
the teacher’s management of a face-to-face classroom workflow that mixes small
group, individual and whole class activities. FACT is composed of an unintel-
ligent Media system and an intelligent Analysis system. Although the Analysis
system, which is still being refined, is designed to increase collaboration, prior
work suggests that the Media system could possibly harm collaboration. Thus,
we conducted an evaluation of the FACT Media system in classrooms, com-
paring it against traditional classrooms. We coded videos of small groups in order
to measure their collaboration. The FACT Media system did no harm: the dis-
tribution of collaboration codes in FACT classrooms is statistically similar to the
distribution in traditional classrooms. This null result is welcome news and sets
the stage for testing the benefits of the Analysis system.

Keywords: Orchestration � Collaboration � Digital media

1 Introduction

The FACT Media system [1–5] is a general purpose orchestration system similar to
Group Scribbles [6]. It is unintelligent in that it does not know about the task the
students are doing, so it cannot give feedback and advice. Such feedback and advice
will eventually be given by the overall FACT system, which combines the FACT
Analysis system and the FACT Media system.

For the FACT Media system, the biggest risk is probably its impact on collabo-
ration. When students work face-to-face in small groups on digital media, then either
(a) all the members of the group work on a shared display, or (b) each member of the
group works on their own display of a shared document. Let us consider first case (a).

When a whole group is trying to edit the same display, it is easy for one person to
dominate the interaction, thus harming collaboration [7]. This can occur even when
everyone in the group has their own mouse [7–9] or when the display is a large
horizontally mounted multi-touch screen [10, 11].
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Now for case (b). When each person has their own view on a shared document,
students often try to refer to an object by pointing at their own screen, which fails
because the other group members cannot see what the finger is pointing at [7]. This can
harm grounding (i.e., group members arriving at a common understanding of noun
phrases and other referential phrases). Grounding is an essential component of col-
laboration [12].

2 Evaluation

This study compared the amount of collaboration in classrooms that were using either
traditional paper-and-pencil media or the FACT Media system. The classes enacted one
of 8 Classroom Challenges, which are formative assessment lessons developed by the
Mathematics Assessment Project (MAP, see http://map.mathshell.org). The traditional
classes used the original paper-based versions of the Classroom Challenges. Pairs
worked on a large paper poster. Their problem solving usually involved taking turns
arranging paper cards on the poster or writing explanations on cards or on the poster.
When they were finished, they glued the cards down.

In the FACT classes, pairs of students worked on the same Classroom Challenges
but used electronic versions of posters and cards. They wrote, typed or drew on the
cards or the posters, and they arranged cards on the poster. In both FACT and tradi-
tional classes, the teacher walked around the classroom visiting groups.

The participating classrooms were in schools near Nottingham, England or the
South San Francisco bay area. Teachers were recruited by the MAP researchers in
England and by the Silicon Valley Mathematics Initiative in the San Francisco bay
area. All teachers were experts at enacting the Classroom Challenges.

The students were in 6th grade math classes, but some schools mixed grade levels in
the same classroom. We asked teachers to choose Classroom Challenges that were at
the right level of difficulty for their particular classes.

Every lesson was recorded by three cameras. One shoulder-mounted camera fol-
lowed and recorded the teacher. Two other cameras, which were mounted on tall
tripods, focused downward on the students’ desk. Each recorded a single group (pair).
Students’ conversation was recorded by a boundary microphone on the table.

For each class, the 3 video streams were synched in Elan (https://tla.mpi.nl/tools/
tla-tools/elan/), a video annotation system, and then divided into 30-second segments.
We first used the teacher videos to locate segments of small group activity. Only
lessons with at least 30 segments of small group activity were included. Then, using the
videos of pairs, we assigned to each segment a code indicating the pair’s behavior
during that segment.

Our coding scheme was based on Michelene Chi’s ICAP framework [13] which is
perhaps the only coding scheme for collaboration that has associated its categories with
learning gains. Our codes are shown in Table 1, along with their corresponding ICAP
categories. The table rows are ordered from most desirable to least.

Most videos were coded by two coders. Interrater agreements (Kappa) averaged
0.74. Disagreements were resolved in a meeting of the two coders and one of this
paper’s authors.
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2.1 Results

We coded 15 traditional pairs and 59 FACT pairs. For each pair, we counted the
number of segments per code. Because the total number of segments was different for
different pairs, we converted the counts into percentages. Table 1 presents the averages.

To understand these results, it helps to first consider the first 5 codes, which
represent students doing problem solving together. Figure 1 shows the distribution of
just these 5 codes. They are not reliably different (Chi-square, p = 0.3, N = 59, tra-
ditional distribution treated as expected probabilities). Thus it appears that FACT did
not make a difference in how students worked together.

There were differences in the distribution of codes 6 through 11, where students
were not working together. FACT seems to have reduced the amount of teacher
intervention (codes 7 and 8), increased off-task behavior (codes 6 and 11), and
increased the time students spend waiting for the teacher (codes 9 and 10).

Table 1. Average percentage of number of segments per code

Description (ICAP categories in parentheses) FACT Paper

1 Co-construction. Both students shared their thinking. Their
contributions built upon each other. (Interactive)

2.8% 4.0%

2 Cooperation. The students worked simultaneously and
independently on different parts of the poster.
(Constructive + Constructive)

10.6% 7.1%

3 Unclear. One or both the students explained their thinking, but the
audio was not clear enough to determine whether it was one or
two. (Constructive + Passive, or Interactive)

0.4% 0.9%

4 One explaining. One student explained his or her thinking (talking
constructively) but the other student was either silent or merely
agreeing. (Constructive + Passive)

4.0% 4.2%

5 None explaining. Students made edits, but neither explained their
thinking. If they talked at all, their speech merely repeated their
edits. For example, one student might say “Let’s put card B here,”
and the other student agrees. (Constructive + Passive)

53.8% 67.7%

6 One student was off-task; the other worked without much talk.
(Constructive + Disengaged)

4.5% 0.9%

7 The teacher was visiting the pair. (Passive + Passive) 3.3% 6.6%
8 The teacher was making a brief comment to the whole class, and

these students were listening. (Passive + Passive)
1.1% 5.0%

9 The students were stuck and waiting for help from the teacher.
(Disengaged + Disengaged)

0.6% 0%

10 The students were done with the task and waiting for the teacher
to give them something else to do. (Disengaged + Disengaged)

11.8% 2.8%

11 Both students were off-task. (Disengaged + Disengaged) 7.1% 0.8%
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2.2 Discussion

Because this was a field study, we had no control over many important factors,
including the participants, activities, time of year and time of day. Also, we compared
the treatments with a single level of analysis (pairs) rather than the customary multi-
level analyses (e.g., pairs nested in classroom nested in teacher nested in school). Thus,
our results should be viewed with as preliminary.

Despite its limitations, the study suggests that the FACT Media system does not
harm collaboration compared to the traditional, paper-based enactments of the Class-
room Challenges. The proportion of the 5 working-together codes is the same for both
FACT pairs and traditional pairs.

The amount of good collaboration (code 1, co-construction) in both venues is
surprisingly small, under 5%. Gweon et al. [14], Hausmann et al. [15] and Viswanathan
et al. [1] coded 14%, 20% and 25% of their segments as co-construction, respectively.
However, all three studies involved undergraduates working in labs, whereas our data
came from middle school students working in classrooms. Although the amount of co-
construction was low, this finding sets the stage for the next phase of the FACT
research agenda, which is to use AI technology to increase the amount of Interaction.
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Abstract. This study analyzed 25,783 log data entries of student learning
activities on a self-paced online intelligent tutoring system. The behavior pat-
terns between the high- and low-achievement students and of different mathe-
matical topics were compared using two-layer hidden Markov model. The
results showed that high-achievement students exhibited more effective learning
behaviors, such as asking for explanation and practicing after making an error.
In contrast, low-achievement students tended to make consecutive errors with-
out seeking help. Moreover, students’ learning behaviors tended to be more
effective when learning simple topics. Our findings implied that intelligent
tutoring systems could track the behavior patterns of students and detect inef-
fective learning states, so as to provide learning support accordingly.

Keywords: Intelligent tutoring system � Two-layer hidden Markov model
Behavior pattern

1 Introduction

It is commonly believed that human tutors are more effective than computer tutors
when teaching the same content. Human tutors were found to be better at scaffolding
learners, as well as giving feedback that encourages learners to engage in interactive
and constructive behaviors [1]. Another key property of effective tutoring was the
granularity of the interaction [1]. For example, Intelligence tutoring systems (ITS) can
be classified into answer based, sub step-based, and step-based tutor according to the
grain size. The step-based ITSs—which have the finest granularity—were nearly as
effective as human tutoring [1–3]. To determine the granularity of interaction and
deliver necessary support in ITSs, it is critical to unveil the behavior patterns through
student modeling. Because ITSs automatically record student activities in the log data,
educational data mining techniques can be applied for understanding the behavior
patterns and further facilitate the improvement of learning process [4].

In the present study, we propose to use two-layer hidden Markov model (TL-HMM)
to model the sequential patterns in ITS log data. TL-HMM is a method developed on the
basis of Hidden Markov Models (HMM) [5]. It decomposes the process into two nested
layers of models. The first layer is treated using a non-hiddenMarkov model. Each micro

© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 374–378, 2018.
https://doi.org/10.1007/978-3-319-93846-2_70

http://orcid.org/0000-0002-4075-5227
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_70&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_70&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_70&amp;domain=pdf


activity is treated as an observable symbol and the state is produced from the transition
between each activity upon the distribution condition. The second layer treats the state
from the first layer as a latent state in a hidden Markov model. The transitions between
latent states are constructed by the relations and dependencies of these micro activities.
TL-HMMcanbe used to decode the latent state sequences of students. Instructorsmay use
the representation of student behavior patterns and behavior transitions to identify the
hidden knowledge and understand the dynamic change of the latent behaviors in massive
interaction datasets [5].

The present study attempted to discover specific behavior patterns from ITS log
data using TL-HMM. The investigation into behavioral patterns may help us to
understand how students learn in the system and predict their performance level.

2 Methods

The data in the present study were obtained from Assessment and Learning in
Knowledge Spaces (ALEKS) [6], a web-based intelligent tutoring system. In ALEKS,
practice problems are organized into topics, while each problem is attached with an
explanation of concepts and procedures in the form of worked examples. Students may
request for explanations at any time, or ALEKS would prompt students with expla-
nations after two consecutive errors. After a certain number of practice, students would
be graded as mastering or failing the topic according to the scoring rules, of which the
artificial intelligence is based in the Knowledge Space Theory [7].

The data we used consisted of 25,783 entries from six high schools in the United
States from 2010 to 2014. Table 1 lists the four topics. The unique ID of schools and
students were omitted for anonymity. Each entry represents a completed sequence of
actions (M = 5.81, SD = 4.32) for practicing a specific topic. There were four kinds of
actions: L (receiving an explanation prompted by ALEKS), E (requesting an expla-
nation), C (answering correct) and W (answering wrong). The duration of each action
was also contained in the data. Due to the lack of individual information, we treated
each entry as from an independent student and categorized the students who mastered
the topic as high-achievement, while those who failed as low-achievement.

The sequences of actions were analyzed using TL-HMM implemented in the
MeTA toolkit [8]. Two patterns were derived to characterize student behaviors: the
latent state representations and the latent state transitions. We then used python-igraph
[9] to visualize these behavior patterns.

Table 1. Contents of the four mathematical topics in the data set.

Topic Content

Algebra 208 Solving a two-step equation with signed fractions
Algebra 209 Solving a linear equation with several occurrences of the variable
Algebra 703 Solving a word problem using a quadratic equation with rational roots
Algebra 224 Solving a word problem using a system of linear equations
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3 Results and Discussion

In this section, we compared the behavior patterns of high- and low-achievement
students. All data entries were classified into failure and mastery according to the end
results and were respectively fitted. TL-HMM uses latent states to model these behavior
patterns, while the transitions between latent states captured the progress of learning
over time. [5] suggested that the number of states should be empirically determined and
based on the goal of analysis. Accordingly, we fit models of 2-10 states and plotted the
corresponding latent state representations. We then examined these representations and
picked the ones with meaningful patterns. Likelihood-based or predictive accuracy-
based methods, such as BIC or cross validation, may also be used to assist the model
selection process.

Figure 1 shows the latent state representations of a 3-state TL-HMM that best fits
the sequence of actions of low-achievement students (i.e., those who failed an item).
Figure 2 shows the latent states of a 4-state TL-HMM that best fits the actions of high-
achievement students (i.e., those who mastered an item). In each representation, the
nodes stand for different behaviors. The size of every node is set to be proportional to
its probability of being visited during a random walk. The arrows indicate the direction
of transfer between two nodes. The thickness of the curves reflects the probability of
the nodes transfer.

State 0 State 1 State 2

Fig. 1. A 3-state TL-HMM fit to actions preceding failure. The thickness of the paths indicate
the relative size of transition probability.

State 0 State 1 State 2 State 3

Fig. 2. A 4-state TL-HMM fit to actions preceding mastery.
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Figure 3 presents the latent state transition diagrams. The nodes in the transition
diagram stand for different behavior patterns reflected by the latent states in Figs. 1 and
2. For low-achievement students, there is a very high probability of staying in State 1
(constantly answer wrong without calling for explanation) while State 0 (help-seeking)
has the lowest probability. On the other hand, for high-achievement students, there is a
relatively high probability of State 0 (always answer correct) while State 3(ineffectively
overusing help) has the lowest probability. In either category, the probabilities of
transferring between latent states are very small. It is reasonable because each learning
sequence has an average length of about 12.5 min. Hence we did not expect a frequent
transfer between latent states.

We further classified the data entries of failure and mastery into the four topics (see
Table 1). The 3-states model learned on the “failure” students was retrofitted to train
the data set of “failure” students on each topic. The model parameters associated with
their Markov model representations were forced to be fixed, so the latent state
meanings would not drift. Similar analysis was also performed to the mastery data set
of four topics. The general patterns of latent state transitions were held in each topic,
although there are some topic-specific differences of interest. On one hand, when
solving complex topics (i.e., Algebra 224 and Algebra 703), the high-achievement
students mastered the item without much help from explanations (State 0), while the
low-achievement students requested more explanations (State 2) along with practice. It
may be inferred that explanation alone was not as effective as the system may expect.
On the other hand, when solving simpler topics (i.e., Algebra 208 and Algebra 209),
the high-achievement students benefitted more from repeated practice (State 1) or help-
seeking (State 2), while the low-achievement students were trapped in ineffective
practice (State 1) but fail to learn from explanations.

4 Conclusion

The present study explored the patterns of learning behaviors in ALEKS using a TL-
HMM approach. The results demonstrated that this approach could facilitate the
interpretation of learning process in ALEKS or similar ITSs. Specifically, low-
achievement students rarely asked for explanation. Upon detecting ineffective learning

low-achievement high-achievement

Fig. 3. The latent state transition diagrams for the 3-state TL-HMM fit to the low-achievement
students (left panel) and the 4-state TL-HMM fit to the high-achievement students (right panel).
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states, ITSs may consider providing additional assistance or even bringing outside
support (e.g., a human tutor) to help the students learn.
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(No. CCNU15A05049; No. CCNU16JYKX38).

References

1. VanLehn, K.: The relative effectiveness of human tutoring, intelligent tutoring systems, and
other tutoring systems. Educ. Psychol. 46(4), 197–221 (2011). https://doi.org/10.1080/
00461520.2011.611369

2. Hu, X., Craig, S.D., Bargagliotti, A.E., et al.: The effects of a traditional and technology-based
after-school program on 6th grade student’s mathematics skills. J. Comput. Math. Sci. Teach.
31(1), 17–38 (2012)

3. Ma, W., Adesope, O.O., Nesbit, J.C., et al.: Intelligent tutoring systems and learning
outcomes: a meta-analysis. J. Educ. Psychol. 106(4), 901–918 (2014)

4. Koedinger, K.R., Brunskill, E., Baker, R.S.J.D., et al.: New potentials for data-driven
intelligent tutoring system development and optimization. AI Mag. 34(3), 27–41 (2013)

5. Geigle, C., Zhai, C.: Modeling student behavior with two-layer hidden Markov models.
J. Educ. Data Min. 9(1), 1–24 (2017)

6. Craig, S.D., Hu, X., Graesser, A.C., et al.: The impact of a technology-based mathematics
after-school program using ALEKS on student’s knowledge and behaviors. Comput. Educ.
68, 495–504 (2013)

7. Huang, X., Craig, S.D., Xie, J., et al.: Intelligent tutoring systems work as a math gap reducer
in 6th grade after-school program. Learn. Individ. Differ. 47, 258–265 (2016)

8. Massung, S., Geigle, C., Zhai, C.: MeTA: a unified toolkit for text retrieval and analysis. In:
Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics—
System Demonstrations, pp. 91–96. Association for Computational Linguistics, Berlin (2016).
https://doi.org/10.18653/v1/p16-4016

9. Csardi, G., Nepusz, T.: The igraph software package for complex network research.
InterJ. Complex Syst. 1695(5), 1–9 (2006)

378 G. Wang et al.

http://dx.doi.org/10.1080/00461520.2011.611369
http://dx.doi.org/10.1080/00461520.2011.611369
http://dx.doi.org/10.18653/v1/p16-4016


A Preliminary Evaluation of the Usability
of an AI-Infused Orchestration System

Jon Wetzel1(&), Hugh Burkhardt2, Salman Cheema1, Seokmin Kang1,
Daniel Pead2, Alan Schoenfeld3, and Kurt VanLehn1

1 Arizona State University, Tempe, AZ 85287, USA
jwetzel4@asu.edu

2 University of Nottingham, Nottingham, UK
3 University of California, Berkeley, Berkeley, CA, USA

Abstract. Artificial intelligence (AI) holds great promise for improving class-
room orchestration—the teacher’s management of a classroom workflow that
mixes small group, individual, and whole class activities. Although we have
developed an orchestration system, namedFACT, that usesAI,wewere concerned
that usability issues might decrease its effectiveness. We conducted an analysis of
classroom video recordings that classified and compared the time FACT students
spent to the time spent by students using paper versions of the same lessons. FACT
wasted half the time that paper did. However FACT students spent slightly more
time off task and had difficulties referring to objects on shared documents.

Keywords: Orchestration � Usability � Digital media

1 Introduction

Classroom orchestration refers to a teacher’s management of classroom workflows that
involve small group, individual, and whole-class activities [1, 2]. An orchestration
system helps by increasing teacher awareness and facilitating management of the
workflow [3]. Combining orchestration features with an intelligent tutoring system
(ITS) should both facilitate orchestration and enhance adoption of the ITS [4]. We have
iteratively developed, over 50 classroom trials, an AI-infused orchestration system,
FACT (Formative Assessment Computing Technologies) [5–8]. Although FACT
employs traditional ITS technology, its primary function is to help the teacher orches-
trate a lesson. It is similar to Lumilo [9], MT Classroom [10] and Group Scribbles [11].

However, before the benefits of AI can be evaluated in any such system, the
usability of the system vs. paper baseline classes must be assessed, just as Hao [12] did
for Group Scribbles. Otherwise, the AI might be blamed when it is the usability of the
media that is flawed. This paper presents a preliminary evaluation of the usability of
FACT compared to paper.

The FACT User’s Experience. Students may use a desktop, laptop, or tablet with a
web browser. Teachers should carry a tablet so that they can access FACTs dashboard
as they circulate. When the class begins, everyone logs in, and the teacher can select a
lesson and step through a series of activities. Whenever the teacher selects an activity,
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FACT gives the appropriate digital poster to the students. Figure 1 shows a poster with
6 cards on it. Students can edit both cards and the poster itself. They can draw, type,
move, or erase. FACT supports group work as well as individual work. Once students
have joined a group, they can edit the group’s poster simultaneously in real time using
conventions similar to other online collaborative editors like Google Docs.

FACT’s Intelligence. FACT monitors the students’ edits and updates the teachers’
dashboard in real time to show progress and alerts. The alerts are driven by a variety of
technology including AI, image analysis, sketch recognition, handwriting recognition,
and collaboration detection. Until recently, FACT used a human-in-the-loop policy, so
all actions were taken by the teacher. However, teachers in our trials still had too many
students to visit, so we have begun to experiment with human-ON-the-loop policies,
where FACT sometimes takes actions by itself given the teachers’ prior or concurrent
approval.

2 An Evaluation of FACT’s Usability

Our evaluation aims to answer two questions. First, how does the amount of wasted
time in lessons done with FACT compare to those done on paper? Second, what are the
specific usability defects of FACT, and how frequently do they occur?

We analyzed video data from 13 lessons: six done on paper and seven done with
FACT. The videos were taken in classrooms in middle/high schools in Nottingham,
England and the South San Francisco bay area. The grade level varied, but primarily
consisted of 6th grade students. Each class we observed was working on one of eight
lessons selected from the Mathematics Assessment Project (MAP, http://map.
mathshell.org) Classroom Challenges.

Although the classes typically had 25 students, our data source for this study was
videos taken by fixed cameras positioned over two pairs of students per class. We coded

Fig. 1. A digital poster as displayed by a student’s editor in FACT
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the behavior of just one student per pair, typically the student whose workspace was most
clearly visible.

The coders watched for and coded the following events: Disconnected – Student
lost their connection to FACT or the internet; JoiningGroups – Student was at the Join
Groups screen; LearnToResizeCard – Student was figuring out how to resize a card
for the first time; LostCardSearch – Student was looking for a specific card;
OtherGlitch – Student’s time was wasted by some glitch in FACT; OtherStrug-
gleWithMedia – Student was having trouble using FACT but not due to a glitch.

If the medium was paper, the following codes were used: PaperNoMath – Student
was either (a) manipulating traditional media without discussing math, (b) discussing
traditional media, (c) waiting for their partner to manipulate traditional media without
engaging in math, or (d) waiting for media to distributed; LostCardSearch – Student
was looking for a specific card. Here, “traditional media” refers to the tools: paper,
cards, glue, pencils/pen, etc.

When coders found one of these situations, they entered the code, start time, end
time, and an optional brief description of the event in a spreadsheet. To calculate the
amount of wasted time due to the medium for a student in a given lesson, we summed
the durations as shown in Table 1.

Our analysis found that using FACT resulted in less time wasted due to the
medium. On average 12.45% (8 m 09 s) of the student’s time was wasted manipulating
or waiting for paper, while only 6.30% (3 m 56 s) was wasted when using FACT. That
is, the FACT wasted half the time that paper wasted.

Table 1 summarizes the sources of wasted time. Time at the login screen was
between 10 s and 4 m 49 s, because some teachers had students wait there while
introducing the lesson. Glitches were a close second on wasted time for FACT. All but
one instance of JoiningGroups were finished within 45 s. During the outlier event,
which took 2 m 20 s, most students joined their group within a few seconds, but then
had to wait for the rest of the class. The most notable case of OtherStruggleWithMedia
occurred when a student tried for 30+ s to move a card with their cursor in erase mode.

Table 1. Average time spent on key event for students in lessons (m:ss format)

Code Avg time used (FACT) Avg time used (paper)

LoggingIn 1:22 N/A
Disconnected 0 N/A
JoiningGroups 0:51 N/A
LearnToResizeCard 0:07 N/A
OtherGlitch 1:18 N/A
OtherStruggleWithMedia 0:18 N/A
LostCardSearch 0:01 1:07
PaperNoMath (distributing paper) N/A 1:23
PaperNoMath (other) N/A 5:39
Avg. wasted time (% lesson time) 3:57 (6.30%) 8:09 (12.45%)
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We also coded both the FACT and paper videos for off-task behavior. Students
using FACT spent slightly more time off task than those on paper: average time 2 m
34 s (3.9% of class time) for paper vs 3 m 20 s (5.3% of class time) for FACT.

Hao [12] and others have noticed that when students want to refer to an object in a
shared document, they often try to point to their own screen and their partners cannot
see what they are pointing at. This could impede collaboration. To evaluate this issue,
we coded: ReferPoint – The student being coded pointed at the other student’s tablet;
ReferShow – The student showed their own tablet to the partner and pointed to it;
ReferID – The student orally mentioned the number or letter label on the card;
ReferOther – The student used some other method. Our analysis, summarized in
Table 2, found that pointing at the other person’s tablet was the most frequent method.
References using the ID on the card were less frequent (and all cards had IDs except in
Lesson 7). On average, students spent 61 s per lesson getting their partners to under-
stand what they were referring to. Presumably, referring would take much less time if
students were using a paper poster instead of a shared electronic poster.

3 Conclusion

While our sample size is small, our analysis leaves us optimistic about FACT’s
usability. From our observations so far, we see FACT wastes less time than paper, and
we identified several ways to lower its wasted time. We are addressing the largest time-
waster, glitches, by continuing to fix bugs in FACT.

FACT students tend to go off-task more than paper students. It is not clear why and
could be just a sampling artifact.

Referring to objects in a shared document seems to occupy a relatively short time
per lesson, so we hypothesize that collaboration is unhindered. However, confirmation
requires a closer study of this issue which also coded students’ references to objects on
paper posters.

Table 2. Counts of instances of co-referring by students in FACT lesson

Student ReferPoint ReferID ReferOther ReferShow

1 11 3 1 1
2 3 0 1 0
3 3 0 6 0
4 8 0 0 2
5 3 0 0 1
6 0 17 0 0
7 7 0 0 1
% of instances 51.47% 29.41% 11.76% 7.35%
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Abstract. We empirically investigate two methods for eliciting student emo-
tion within an online instructional environment. Students may not fully express
their emotions when asked to report on a single emotion. Furthermore, students’
usage of emotional terms may differ from that of researchers. To address these
issues, we tested two alternative emotion self-report mechanisms: the first closed
response where students report on a single emotion via Likert scale, the second
open response where students describe their emotions via open text.

Keywords: Student emotion � Learning � Behavior � Intelligent tutor
Log data � Emotion self-report

1 Introduction

No clear gold-standard exists for identifying affective states, which drives research to
examine the intersection of theory and measurement methodology [7]. Many affective
states in learning environments, such as boredom, confusion, frustration, and engaged
concentration, are characterized as having an epistemic nature [6, 9]. Epistemic statesmay
be described as emotional [11], or cognitive [4], because they are often operationalized as
partly dependent on particular events or cognition [3]. In addition to the ambiguous
cognitive/emotional nature of many of these epistemic emotions, there is also uncertainty
regarding which constructs to consider. BROMP [8] focuses on boredom, confusion,
engaged concentration, and frustration as typically being more prevalent.

Factors that are neither purely affective nor purely cognitive moderate and explain
the relationship between student affect and observable events (e.g., log data). These
factors include students’ beliefs, narratives, expectations, motivations, and perceptions
of ability and control. We propose self-report data as an assessment mechanic as a
relatively direct and simple means to collect information about students’ causal attri-
butions for their feelings and chosen strategy to interact with a tutor environment.

Research Questions. This research serves to illustrate how tracking students’ apprai-
sals of a situation may help explain students’ emotions and behaviors within a tutor
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learning environment. Attribution and appraisal data including students’motivation and
volition may allow the tutor to predict students’ future behavior more accurately than a
combination of pure affective observations and behavior alone. The following research
questions are addressed: Research Question #1: How do students express their emo-
tions in an online tutor and how are these emotions associated with students’ actions?
Research Question #2: Why do students believe they feel a particular way? We
investigate the causal attributions students assign to their emotional states.

2 Student Emotion and Attribution Elicitation Methods

We now present two methods for eliciting emotion data from students working in an
intelligent tutoring system. We proposed and investigated two different methods. In the
closed-response emotion inventory questions, the tutor presents a constrained statement
about emotion (e.g., “Tell us about your level of Confidence”). We survey students on
four distinct emotions: confidence, excitement, frustration, and interest [1, 2, 10, 12].
Even in this closed-response condition students were asked an open-response attribu-
tion question “Why is that?” to elicit students’ perceived causes of their emotional
states. In the open-response assessment, students are provided with an open response
window and asked to describe their emotions and write their responses in natural
language, see Fig. 1, right. The prompts are similar to the closed-response prompts.
Initially, students are asked how they feel, and then asked why they feel that way.

Students’ learning gains were assessed via pretest and posttest with items extracted
from MCAS practice exams. Learning, Performance, and Work Avoidance goals were
measured through the 18 item GOALS-S survey [5].

RQ1: Work avoidance goals were found to be negatively correlated with confidence. It
is notable that a feeling of confidence in one’s abilities appears to be unrelated to
mastery or performance goals, but negatively related to academic motivation in the
form of work avoidance [5]. Mastery goals were negatively correlated with reports of
feeling neutral or positive, which may indicate that students with high mastery goals
didn’t feel they were meeting those goals (Tables 1 and 2).

Fig. 1. Two self-report prompts in an online tutoring system. (Left) The closed-response
emotion inventory question (top) which asks students to rate on a Likert scale. (Right) Students
use an open response window and write in natural language.
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RQ2: To examine how students’ causal attributions related to their emotional states we
ran simple bivariate correlations between each attribution and each emotional state at
the student level. Reports of confidence were correlated with attributions of easy
material. Disinterest was found to be correlated with negative causal attributions.

Annoyance was highly correlated with negative attributions to the website; these
two attributions (website and negative) were also correlated (R = 0.626, p < 0.001).
Students who reported boredom, were likely to attribute feelings to boring
material/experiences or easy material. However, easy material was also associated with
positive feelings.

3 Discussion

RQ1: Confident students performed well, as expected, and surprisingly used many
hints: perhaps hint use led to confidence. The negative valence emotions being nega-
tively correlated with problem time suggests students may rush through their work due
to discomfort. Boredom follows this trend with more incorrect attempts, it seems
consistent that cognitively engaged negative emotions (annoyed and confused) are less
error prone [3]. Yet closed response frustration shows the opposite trend.

RQ2: Exploring the relationship between attributions and emotions (Table 3) revealed
that students identify multiple distinct causes for the same emotional state (e.g. bore-
dom), and that the same cause can lead to different emotional states (e.g. an easy task).

Table 1. Emotions vs Pre/Posttest Measures: Bivariate correlations

Correlation coefficients

Math
Pre/Post
gain

Mastery
goals

Performance
goals

Work avoid
goals

N
(students)

Closed-Response measures

Confidence 0.16 0.19 0.17 −0.47** 40
Excitement −0.06 0.11 −0.18 −0.13 37
Frustration 0 −0.11 0.06 0.27† 39
Interest 0.04 −0.01 −0.11 −0.11 38

Open-Response measures
Annoyed 0.04 −0.18 0.07 0.19 39
Bored −0.22 −0.12 -0.04 0 39
Confused 0.03 −0.11 0.04 0.15 39
Negative 0.18 0.09 −0.1 −0.1 39
Neutral 0.13 −0.33* −0.08 0.09 39
Positive −0.2 −0.40* −0.1 −0.09 39

† = p� 0.1, * = p� 0.05, ** = p� 0.01
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Table 2. Emotions vs Behaviors: Bivariate correlations

Correlation coefficients

SOF
per prob

Time per prob Wrong per prob Hint per prob N
(students)

Closed-Response measures

Confidence 0.41** 0.07 −0.54** 0.33* 40
Excitement 0.13 0.16 −0.22 0.31† 37
Frustration −0.04 −0.14 0.15 −0.01 39
Interest 0.31† 0.06 −0.14 0.01 38

Open-Response measures
Annoyed −0.07 0.17 −0.11 0.21 39
Bored 0.00 −0.26 0.27† −0.18 39
Confused −0.02 0.25 −0.14 0.15 39
Negative −0.18 −0.35* 0.07 −0.09 39
Neutral 0.00 0.1 −0.12 0.12 39
Positive −0.09 0.12 0.18 −0.11 39

† = p� 0.1, * = p� 0.05, ** = p� 0.01, note: N varies for closed-response: while most students
received at least 1 of each of the 4 emotions, some may not have gotten them all.

Table 3. Emotions vs Attributions: Bivariate Correlations

Attributions

Boring Easy Material Negative Success Website

Closed-Response emotions

Confidence −0.21 0.43* 0.19 0.18 0 −0.18
Excitement −0.29 0.02 −0.1 −0.18 −0.03 −0.20
Frustration −0.16 −0.34 −0.29 0.05 −0.15 0.12
Interest −0.13 0.09 −0.06 −0.38* 0.13 −0.26

Open-Response emotions
Annoyed −0.20 −0.11 −0.01 0.70** −0.08 0.50**

Bored 0.67** 0.43** 0.08 0.19 −0.09 0.07
Confused −0.08 −0.03 −0.21 0.16 −0.02 0.25
Negative 0 −0.15 0.2 0.11 0.22 −0.05
Neutral −0.15 −0.13 −0.1 −0.16 −0.15 −0.18
Positive 0.05 0.39* −0.16 −0.24 0.18 −0.22

N = 39, * = p� 0.05, ** = p� 0.01
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Abstract. In this paper, we propose that the artificial intelligence in education
(AIED) community lead the charge in leveraging multimodal interfaces, in
conjunction with artificial intelligence, to advance learning interfaces and
experiences that are more inclusive. Recent years has seen the development of
various multimodal technologies for capturing voice, gesture and gaze-based
input modalities, as well as various forms of auditory and haptic feedback.
These modalities could be powerful tools for developing inclusive learning
interfaces. To ground this idea, we present a set of examples for how this work
can be transformative in democratizing access to technology, while also
democratizing designing and building technology. Additionally, our examples
reinforce how designing for inclusive learning can result in improved learning
interfaces for the general population.

Keywords: Accessibility � Constructionism � Speech � Tangibles
Computer vision � Haptics

1 Introduction

Technological growth in the areas of artificial intelligence, machine learning and
multimodal sensing are beginning to blur the line between human and machine. These
technologies are front and center when we consider self-driving cars and in home
assistants like Google Home and Amazon’s Alexa. Undergirding these systems are a
complex integration of artificial intelligence, multimodal sensors and machine learning.
While not perfect, these devices are poised to change the ways that communities work,
play and learn. In this paper, we consider how these types of devices (i.e. one’s that
leverage the affordances of multimodal sensors and artificial intelligence), could help in
creating more equitable learning, working and playing experiences for people with
disabilities.

While the AIED community has successfully advanced a number of technological
developments that could have potential benefits for people with disabilities, this is an
area of study that has received little explicit mention. Put differently, AIED research has
contributed to building robust models of human learning, advancing personalization
through intelligent tutoring systems and MOOCs, predicting learning based on gaze and
studying gesturing while learning. All of these approaches could positively contribute to
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the learning experiences of people with disabilities. However, few of these systems were
explicitly designed with people with disabilities as the primary user (see Alcorn, 2013;
Salles, Pereira, Feltrini, Pires, & Lima-Salles, 2011 for exceptions). In this paper, we
explore prototypes that utilize artificial intelligence and multimodal interfaces to
advance more equitable participation among people with disabilities. This work builds
on Constructionism [3, 6, 8, 9] and Multimodal Learning Analytics [13, 14], and is also
motivated by AIEDSIC [1].

2 Intelligent Multimodal Interfaces

2.1 Multi-CAD

Multi-CAD is a multimodal interface for doing 2-D and 3-D design. A core of this
interface is the integration of speech, gaze, and gesture recognition, computer-aided
design software, and natural language understanding. By bringing together these
interfaces, we aim to enable people with tremors (or other fine-motor impairments) to
participate in digital 2-D and 3-D design.

In terms of technological components, the current platform uses an EyeTribe
desktop eye tracker and a microphone for input. These input modalities interface with
the Blender design environment. C++ is used to capture data from the eye tracker, while
Python is used for all other capabilities. Namely, the Python code features the speech
recognizer (PocketSphinx [12]) and a rudimentary natural language understanding
engine using Spacy and Wordnet. It also integrates with Blender (the computer-aided
design tool). Communication between these different code bases uses sockets.

At a high level, the platform provides tightly coupled multimodal integration (i.e.,
synchronous processing of speech and gaze data) to resolve terms like: ‘here’ and
‘there.’ Furthermore, the platform supports word sense disambiguation, named-entity
extraction, synonym detection and includes syntactic parsing. The combination of this
information allows the system to interpret instructions, and identify the appropriate
modifiers, numbers, shapes, etc. MultiCAD also leverages contextual information about
the current items on the user’s 2-D/3-D design canvas and user gaze data to predict
which objects are being referred to. Hence, this platform goes well beyond simply
replacing the keyboard and mouse with alternative input modalities. Instead, it aims to
offer an intelligent multimodal means for participating in 2-D and 3-D design. Such an
interface would not be possible without multimodal sensing and artificial intelligence.

2.2 Tangicraft

Tangicraft is a platform that aims to enable people with low/no vision to play Mine-
craft. Beyond simply participating however, the interface has the goal of advancing
equitable and collaborative participation in the game. It does this through two main
components: tangible blocks and haptic feedback. First, the user can move and position
physical blocks as they see fit, and then using computer vision, have their design
immediately added at their current location in the Minecraft game. Second, Tangicraft,
using haptic feedback to represent what is on the screen. More specifically, it includes a
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haptic representation of the block configuration at the users currently location. This
configuration is based on the 3�3 grid of blocks that a sighted player would see on the
screen. We represent that 3�3 grid by using a 3�3 set of vibration motors.

At a high-level, Tangicraft includes Minecraft environment manipulation, tangible
block input, a haptic wearable and speech recognition, which we briefly describe below.

Minecraft Raspberry Jam Mod. Manipulation of the Minecraft environment is
achieved through the Raspberry Jam Mod. This mod provides a Python interface for
completing basic actions within the Minecraft environment. The mod also provides a
programmatic interface for determining the placement of blocks within the Minecraft
environment. Hence, this component is responsible for two-way communication
between Minecraft and our Python code.

Haptic Wearable. The haptic wearable component is facilitated through data received
from Minecraft and is subsequently pushed to an Arduino using a serial port. The
Arduino then uses that input to activate the appropriate vibration motors using digital
write commands.

Tangible Block Input. Within a parallel thread, the Python module communicates
with a Javascript and HTML-based web application that processes Topcodes [4] and
speech recognition. The current implementation utilizes Flask to orchestrate a Restful
webservice. The web application reads the Topcodes, in the form of JSON and posts
that information to a custom-defined Flask resource. The resource, subsequently, writes
the JSON to a socket for the Python script to retrieve and process. The process of
recording the TopCodes is activated via speech.

Speech Recognition. Speech recognition utilizes the Webkit Speech API, with a
grammar that has been constrained based on words that might be used within the
context of Minecraft for assigning box type. Additionally, a special keyword has been
reserved for requesting that the current Topcode state be transferred into the Minecraft
interface.

To reiterate then, Tangicraft allows users to build their Minecraft designs using
physical blocks, and to sense the 3�3 structure in front of them using haptic feedback.
Thus Tangicraft builds on the ability to convert images and audio information, into
something that can be interpreted and used within the Minecraft interface. From this
perspective, it should be apparent the extent to which this process relies on multimodal
sensing and artificial intelligence.

3 Discussion

In this paper, we presented two prototypes of technological solutions aimed at enabling
people with disabilities to participate in learning activities that are currently inacces-
sible to them. MultiCAD was designed to allow people with tremors (or other fine
motor impairments) to do basic 2-D and 3-D design. Tangicraft endeavors to promote
equitable patterns of play in Minecraft by allowing people with low/no-vision to
participate in the gaming experience through tangibles and haptic feedback. These
examples are still works-in-progress. They have gone through some user testing, and
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will continue to undergo development. Notwithstanding, these examples are not pre-
sented as the primary contribution of this paper. Instead, this paper serves as a starting
point for deeply considering ways for using multimodal sensing and artificial intelli-
gence to promote accessibility and inclusivity in contexts of teaching and learning.
Furthermore, the goal of this paper is to highlight both the need and the opportunity for
the AIED community to integrate multimodal sensing and artificial intelligence in the
service of accessibility. Developing intelligent solutions for people with disabilities
does not inhibit creating solutions for the general public. On the contrary, despite
explicitly being designed for one or more populations of users with disabilities, each of
the prototypes mentioned could also be of significant utility more generally [5]. For
example, Tangicraft’s tactile, block-based input could easily be utilized as a way for
two fully sighted individuals to more easily collaborate in the building process. Fur-
thermore, children already utilize physical blocks to prototype and/or seed different
ideas when playing Minecraft [11]. Providing a means to streamline the transition from
physical blocks to digital blocks using computer vision could streamline that process
and help them more easily learn how to transition between 2-D and 3-D representa-
tions. In the case of MultiCAD, one could imagine young children who may not have
much familiarity or understanding of the computer aided design interface being much
more at ease designing using verbal commands as opposed to using traditional key-
board and mouse input. At the same time, engaging in the process of verbalizing their
ideas could help them develop spatial reasoning in context [7].

4 Conclusion

Multimodal technology and artificial intelligence are having profound impacts on many
facets of our day-to-day interactions and experiences. In this paper, we aimed to
motivate ways that the AIED community might consider leveraging these technological
developments in the service of designing technology and/or learning experiences for
people with disabilities. Furthermore, we provided three examples of multimodal
interfaces that are chiefly aimed at enabling people with different disabilities to par-
ticipate in design, inventing and making both as an opportunity to learn, and as an
opportunity for creative expression. These examples, however, were not limited to
being beneficial for people with disabilities. Instead, the interfaces are ones that could
be of significant benefit to the general population and could begin to drive new
paradigms for collaborative working, playing and learning.
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Abstract. 80% of Australian children do not engage in recommended minima
of physical activity levels, contributing to an alarming trend in obesity levels and
associated diseases in adult life. We created iEngage, an innovative health
education program for 10–12 year old school children that blends a learning app,
wearable technology, feedback, goal setting and gamification with practical
activities to promote knowledge and behavioural changes with regards to
physical activity and to guide children at their own pace towards World Health
Organisation’s recommended minima of daily moderate to vigorous physical
activity. We present how the activity trackers are used to provide objective
feedback and support the learning activities and the individual goal setting. We
conducted a controlled pilot study in two Australian schools. Post-tests using
research-grade accelerometer devices reveal a significant increase in moderate
and vigorous activities in the experimental group, compared to none in the
control group.

1 Introduction

The sharp increase and affordability of human-centred technologies are extending the
range and transforming the way education programs can be delivered. In particular,
domains where the learning does not only occur through a computing interface but also
through physical activity can now be supported with wearable technology [1] and it
becomes feasible to build smart educational systems that also build on wearable sensors
collecting physical student data to drive instruction.

One of these areas is children’s education with regards to Physical Activity
(PA) and health literacy. Engaging in healthy levels of daily PA, especially at Moderate
to Vigorous Physical Activity (MVPA) levels, is an important factor for health and
wellbeing [2]. Sadly, studies show that children often do not meet World Health
Organisation’s recommended minima of PA levels, especially for MVPA, creating a
significant health risk for them later in life [3]. Whilst eHealth intervention programs
exist (e.g. [4]), these trends persist. An obvious reason for this is that children may be
unable to associate these recommended levels with what they actually do and feel, nor
know how to achieve these recommended levels, which are expressed in terms of

© Springer International Publishing AG, part of Springer Nature 2018
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number of steps (12,000 daily) and intensity (60 min per day of MVPA). It is therefore
important to design learning systems that enable children to understand and experience
what these minima mean for them.

Our multi-disciplinary team created iEngage, an innovative health education pro-
gram for 10–12 year old school children that blends a learning app, wearable tech-
nology, feedback, goal setting and gamification with practical activities to increase
health literacy and encourage behavioural changes with regards to physical activity at
an individual pace. In iEngage, the activity trackers are only connected to the learning
app and provide objective feedback to support the learning activities and the goal
setting. In this paper, we describe how the technology was used and report on our pilot
experiment in an Australian urban primary school.

2 Overview of iEngage

iEngage comprises ten learning modules of 45 min, each on a specific topic, delivered
at school over several weeks. The learning contents are research-informed, with real
physical activities, immediate feedback, goal setting and gamification.

The Technology: Learning App and Activity Trackers. The iEngage app, built on
the BePatient platform [5], is accessible on android tablets. It connects seamlessly to a
background app that synchronises (via Bluetooth) the learner’s activity tracker and
uploads the data immediately onto the iEngage server (via wifi or 3/4 G), hence
allowing real-time data to be used in the learning activities. A commercial wrist-worn
activity tracker (Misfit Ray [6]) is worn continuously during the whole duration of the
program. It is waterproof, runs on 6 month-life batteries and is fairly secure around the
wrist to prevent losses or breakages. The step count is extracted per minute.

A Child-Friendly Learning Interface Design. Each functional part of the program is
guided by the same animal mascot so that children quickly recognise what is expected of
them: a giraffe presents learning content, a bison gives quizzes, a kangaroo (Fig. 1(c))
guides the activity tracker synchronisation and data readings, a tiger is in charge of
actual physical activity, a penguin supports goal setting and a bird rewards success with
cues for a secret message hunt. The visualisation interfaces of PA are designed
specifically to support the child’s reflection and self-monitoring during the learning
activities. They strictly contain the information that the child needs, without additional
information that commercial interfaces of the tracker would typically have.

3 Personalised Learning Supported by Wearable Tracker

Learning about physically-related knowledge and skills cannot remain theoretical and
abstract. The role of the activity tracker is to provide objective PA data input into the
learner model, and support the child’s personalised learning.

Association Between Perceived Exertion and PA Intensities. There are different
intensity levels of physical activity, broadly called light, moderate and vigorous. Health
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recommendations are expressed in amount of time (minimum or maximum), that
people should spend in each. Figure 1(a) shows a scale of perceived exertion. An
important skill that children need to learn is what each intensity level means for them
and recognise them as they engage in each.

iEngage offers experiential learning activities where children are instructed to do
various physical exercises or games, and then explore their data in a simple, child-
accessible way. Figure 1(b) shows one interface, where children can explore their PA
in the last 15 min. The intensity for each of these minutes is color-coded: grey for
sedentary times, orange for light activities and green for moderate and vigorous.

A typical learning task is to (i) leave the tablet and carry out specific exercises of
specific intensity for 10 min, (ii) come back to the app and answer some questions
about how they feel and how they perceived their effort (iii) synchronise their tracker
and explore their own data in the last 15 min (iv) compare their perceived effort with
the objective data.

Association of Perceived Activity with Step Counts. Similarly, children can learn
and associate what step counts mean for them and evaluate for themselves how many
they achieve in their regular daily schedule, and what reaching the 12,000 minimum
step count mean in their own context. Here, daily summaries are shown per day, week,
month. Students reflect on how many steps they accumulate in their typical days, and
how many more they could achieve by doing PA learned during the iEngage sessions.

Setting Achievable Goals. At the end of each module, students set individual goals
for their daily physical activity. They can choose from lightly increasing their current
PA and intensity level to more challenging goals. The aim is to guide them to reach
recommended levels, gradually increase goals throughout the program, and then
maintain them. At the beginning of the next module, the system guides students to
synchronise their tracker, reflect on their activity and check whether they have achieved
their goals. If they have, they receive a reward or just receive encouragements.

Fig. 1. (a) Scale of perceived exertion and (b) Interface in the app showing last 15 min activity
(c) screenshot of an activity by the kangaroo mascot. (Color figure online)
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4 Pilot Study

Experiment. We conducted a pilot study in 2 urban primary schools in Sydney with
59 children aged 10–12 (27 girls and 33 boys). In both groups, girls had a distribution
of aerobic fitness equivalent to the international normative values, and boys had an
over-representation in the ‘poor’ aerobic fitness category. Both schools were similar in
terms of socio-economic background, academic achievements and area. We used a pre-
and post-test design to evaluate the efficacy of iEngage. In both schools, children’s
physical activity was measured on 5 consecutive days before and after the program
with a research-grade accelerometer (Geneactiv [7]) measuring activity at 60 Hz
unobtrusively, i.e. without showing any feedback to the child. In the experimental
school (EXP), children (N = 33) were given access to the iEngage program during
school time and followed 10 learning modules over 30 days. In the control school
(CTL), children (N = 26) did not follow any particular health education program.

Data. The four raw Geneactiv datasets contained 60 Hz three-dimensional accelerom-
eter data. The raw data was processed into 1 s epoch SVMg data points, before being
categorised into intensity for each second. Specific cutoffs for identifying activity levels
in children were used [8]. As we were interested in comparing daily behaviours, we
sliced the data into 24 h periods and counted the number of seconds spent in each
intensity level for each child, each day. We filtered out any day where the tracker was not
worn all day.

Results. The average daily times spent in vigorous (V), moderate (M), light (L),
sedentary (S) and sleep (Z) by each group, before and after the program, are shown in
Table 1. Both Pre-test groups had similar distribution. In the EXP group, the per-
centage of time per day spent in MVPA increased significantly, whereas the CTL group
did not (and even had a small decrease in vigorous activities). No significant effect was
found in other activities. Furthermore we found that EXP students spent a lot more time
(1079 s vs 682 s), in long bouts of continuous MVPA (longer than 30 s) after the
program ended, which suggests that they intentionally engaged in more MVPA and
that the increase is not solely due to very short bursts of activity.

Table 1. Percentages of time spent in specific intensities.

Pre (EXP) Post (EXP) p value Pre (CTL) Post (CTL) p value

Sleep 54.8 53 0.2345 54.9 55.1 0.8873
Sedentary 25.7 25.5 0.7829 25.3 25.9 0.515
Light 13.9 14.8 0.1295 14.2 13.8 0.5611
Moderate 4.4 5.4 0.0035 4.3 4.2 0.6233
Vigorous 1.1 1.4 0.0175 1.2 0.9 0.0185
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5 Discussion and Conclusion

We have presented a case of smart educational tool that harnesses wearable devices to
provide experiential and personalised learning. Results of our pilot study suggest that
iEngage program can create positive behavioural changes in the targeted area of
MVPA, and this through educating children rather than prescribing activity. More
analysis is needed to better understand how these changes occur, and whether they are
sustained in the long-term.

Acknowledgements. This work was funded by Diabetes Australia Research Trust. We thank
colleagues and Bepatient for their various contributions in this experiment.
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Abstract. Short answer question is a common assessment type of teach-
ing and learning. Automatic short answer grading is the task of auto-
matically scoring short natural language responses. Most previous auto-
graders mainly rely on target answers given by teachers. However, target
answers are not always available. In this paper, a deep autoencoder based
algorithm for automatic short answer grading is presented. The proposed
algorithm can be built without expressly defining target answers, and
learn the lower-dimensional representation of student responses. For the
sake of reducing the influence of data imbalance, we introduce the expec-
tation regularization term of label ratio into the model. The experimental
results demonstrate the effectiveness of our proposed method.

Keywords: Automatic grading · Short Answer · Deep autoencoder
Text classification

1 Introduction

Grading short-answer questions with a natural language response automatically
has been extensively studied for a long time, due to the fact that Automatic Short
Answer Grading (ASAG) systems can overcome some limitations of human scor-
ing [1,2]. C-rater [3] is probably the most well-known system. With the devel-
opment of machine learning techniques, various machine learning algorithms
have been applied to ASAG task, such as Logistic Regression (LR) [4], Decision
Tree [5,6], k-Nearest Neighbor [7], Naive Bayes [8], Support Vector Machine
(SVM) [3,9], Deep Belief Network [10] and so on.

The traditional ASAG methods based on machine learning have the follow-
ing limitations. Firstly, much of the prior researches grade the student responses
c© Springer International Publishing AG, part of Springer Nature 2018
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based on target answers provided by teachers. However, the target answers are
not always available. Secondly, the representations of student responses extracted
from natural language processing techniques are always high-dimensional and
high-sparse. Finally, for most traditional machine learning models, one of the
basic assumptions is that the distribution of class ratio on data should be bal-
anced. But this assumption is not satisfied in most cases.

Based on the analysis above, this paper is aiming at presenting an algorithm
for Chinese ASAG by only using graded student responses and without any tar-
get answers. The algorithm needs to be able to get the lower-dimensional repre-
sentation of student responses, and overcome the imbalance of data distribution.
Prompted by recent advances in learning more robust and higher-level represen-
tations in deep learning, especially deep autoencoder [11], we proposed the use
of deep autoencoder for ASAG, named Deep Autoencoder Grader (DAGrader).
Both accuracy and Quadratic weighted Kappa (QWKappa) are used to measure
the grading model.

2 Grading Model with Deep Autoencoder

In this paper, we consider ASAG task as a text classification problem. The classi-
fication algorithm based on deep autoencoder [11] is employed, which is shown in
Fig. 1. The deep autoencoder consists of two encoding and decoding layers. The
first and second hidden layer are the encoding layers. The first encoding layer
is the embedding layer, where the lower-dimensional representations of student
responses are learnt. The lower-dimensional representations of student responses
can retain the most salient information of the input data. The second encoding
layer is the label encoding layer, where the label information (i.e., the score of
the student response) is encoded using a softmax regression [12]. In addition, the

Fig. 1. Framework of the proposed model.
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encoding weights in the second hidden layer are also used for the final prediction
model. The third and fourth layer are the decoding layers, where the outputs of
the first and second hidden layers are reconstructed respectively.

In order to train the deep autoencoder model, there are four factors to be
considered in the loss function, i.e., the reconstruction error, the loss function of
softmax regression, the expectation regularization of class ratio and the model
parameter regularization. Specifically, the loss function of softmax regression
can incorporate the label information of student responses into the embedding
space; the expectation regularization of class ratio is introduced for reducing the
influence of data imbalance.

After the parameters of deep autoencoder are learnt, we can obtain the
lower-dimensional representation of student responses from the first encoding
layer. Two methods can be utilized to construct the text classifiers for automatic
grading task, which are named as DAGrader1 and DAGrader2. The first method
DAGrader1 is to use the second hidden layer’s output z. The corresponding label
of the maximum element of z is the predicted label of the input instance. The
second method DAGrader2 is to use the lower-dimensional representation of stu-
dent responses to train a classifier by applying standard classification algorithms.
We use random forest with 100 trees in this paper.

3 Data Description and Preprocessing

Our corpus consists of five data sets. Each of the data sets was generated from
a reading comprehension question. All responses were written by students in
Grade 8. In order to ensure the reliability of the label, all responses were hand
graded by two experienced human raters. The details of all data sets are showed
in Table 1.

Table 1. Overview of all datasets

Item ID #Samples Grading scheme #Avg-words #Unigram features #QWKappa

1 2579 5-point 39 1071 0.9847

2 2571 3-point 33 1644 0.9723

3 2382 4-point 26 618 0.9427

4 2458 5-point 27 655 0.9733

5 2538 4-point 31 768 0.8319

To obtain the input of the proposed algorithm, a series of standard natural
language preprocessing methods are conducted on data sets, including punctu-
ation removal, stop word removal and tokenization. The student responses are
preprocessed by using a parser called “jieba”1, which is a Python Chinese word

1 https://github.com/fxsjy/jieba.
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segmentation module. Then, we utilize a Python module named scikit-learn2 to
extract the n-gram features of the student responses.

4 Results and Discussion

We compare our model, denoted as DAGrader1 and DAGrader2, with several
automatic scoring models. LR (Logistic Regression) and SVM (Support Vector
Machine) are two efficient and well-known ASAG models. Yang et al. proposed
an ASAG model based on LSTM without grading rubrics in [13]. We utilize con-
tinuous bag-of-words model(CBOW) [14] to expand Yang’s model. CBOWa and
CBOWw are trained on our corpus and Chinese wikipedia corpus, respectively.

All the results of these five data sets are shown in Table 2, and we have the
following observations,

(1) DAGrader is significantly better than LR on every data set, which indicates
the efficiency of our proposed ASAG framework.

(2) SVM performs better than LR, which demonstrates the grading results can
be improved by applying a better text classifier. Yang’s expanded model
CBOWw has higher performance than the corresponding figures of LR and
SVM, indicating the importance of extracting deep semantic feature of stu-
dent answers.

(3) DAGrader1 and DAGrader2 outperforms all the baselines in term of accu-
racy, which shows that our proposed model can combine the merits of con-
ventional bag-of-words models and deep learning models.

Table 2. Accuracy and QWKappa on all data sets

Item ID LR SVM CBOWa CBOWw DAGrader1 DAGrader2

Accuracy (%)

1 55.86 54.82 57.17 62.33 64.65 62.23

2 66.47 65.85 71.06 71.84 71.60 71.84

3 81.82 88.62 84.84 88.92 89.50 88.19

4 57.53 58.67 62.21 61.87 63.21 66.67

5 76.40 76.60 74.31 80.77 81.50 80.54

Avg. 67.62 68.91 69.92 73.15 74.09 73.89

QWKappa

1 0.3697 0.4015 0.2213 0.4431 0.5185 0.5221

2 0.3915 0.4254 0.3752 0.4825 0.4915 0.4940

3 0.7913 0.8680 0.7276 0.8364 0.8539 0.8407

4 0.5142 0.5789 0.5693 0.5612 0.6257 0.6599

5 0.6270 0.6522 0.4214 0.6754 0.7360 0.7056

Avg. 0.5387 0.5852 0.4630 0.5997 0.6451 0.6445

2 http://scikit-learn.org/stable/index.html.
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5 Conclusions

In this paper, we tackle the ASAG task by using a deep autoencoder. Our method
does not rely on any target answer due to the fact that target answers are not
always available. Specifically, there are two layers for encoding in the deep model,
one is for embedding and the other is for label encoding. In the embedding layer,
we can get the lower-dimensional representations of student responses, which can
be used for text classifier construction. In the label encoding layer, we can easily
incorporate the label information into the text representation. Additionally, to
reduce the impact of data imbalance, we introduce an expectation regularization
of class ratio term into the loss function of the deep autoencoder. Experiments
on five Chinese data sets demonstrate the effectiveness of the proposed method.
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Abstract. We present a systems thinking approach to help middle
school students learn about diffusion processes in liquids using CTSiM,
an open-ended learning environment. Students model and analyze the
collision of individual particles, and then scale up the process to under-
stand diffusion as an emergent behavior of particles. A classroom study
shows that the intervention helped students achieve significant learning
gains. We also observed synergistic learning of domain knowledge and
computational thinking skills. To understand students’ problem-solving
processes, we used a sequence mining algorithm to discover frequent
activity patterns and link them to learning.

Keywords: Computational Thinking · Learning by modeling
Open-ended learning environment · Data-driven analysis
Pattern mining

1 Introduction

Computational modeling and Computational Thinking (CT) concepts and prac-
tices are important in promoting systems thinking [1,10,14]. However, stu-
dents can develop misunderstandings when they attempt system-level analy-
ses [4,5,13]. Some misunderstandings can be attributed to the confusion in the
relationships between system components at different levels of abstraction and
aggregation. Others may be caused by commonsense conceptions: e.g., novice
learners are prone to assigning false intentionality to individuals in a system [5]
or to assuming the existence of centralized control [3].

Students can gain a deep understanding of scientific phenomena if they are
able to represent and reason about the phenomena with corresponding physical
models [6,12]. Open-ended learning environments (OELEs) can provide students
with an authentic and personally meaningful learning experience by engaging
them in problem-solving activities [8]. In this paper, we present our work to help
middle school students’ learning of the diffusion processes using an agent-based
modeling approach and a domain-specific block-structured modeling language
c© Springer International Publishing AG, part of Springer Nature 2018
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[9], students investigate and model collision of individual particles and then use
a systems thinking approach to develop an understanding of diffusion as an
emergent behavior.

2 The CTSiM Learning Environment and Methods

CTSiM is an OELE that fosters students’ synergistic learning of science knowl-
edge and CT skills and practices using a learning by modeling approach [9].
In CTSiM, students perform five primary learning tasks: (1) read to acquire
domain and CT concepts; (2) build conceptual models of the system; (3) con-
struct block-based computational models that define the agents’ interactions; (4)
execute the computational models as NetLogo [11] simulations to analyze and
debug the models; and (5) compare the behaviors of student-generated compu-
tational models to the behaviors of an expert model. Detailed descriptions of the
learning activities and the learning task model of CTSiM appear in our previous
publications, e.g. [2,9,15,16].

In this work, students’ understanding of the domain knowledge and CT skills
is assessed by (1) pre-post tests, (2) model building performance, and (3) for-
mative evaluation of their learning behaviors. The domain pre-post questions
specifically targeted common false intuitions of diffusion that students may have
[4,5], and the CT tests assess students’ understanding of key CT practices and
skills [15]. The distance between a student-created model and an expert model
evaluates the students’ model-building performance. To determine whether stu-
dents’ action sequences and problem-solving strategies result in different model
building performance and learning gains, we used differential sequential pattern
mining [7] to investigate the link between their action patterns and learning.

We conducted a classroom study to evaluate students’ understanding of dif-
fusion processes through model-building tasks in CTSiM. We also tracked their
model-building strategies. Fifty-two 6th-grade students participated in the study
over 14 school days during their 45-minute science block in spring 2017. The stu-
dents worked on the five units on CTSiM: two training units, the acceleration
unit, the collision unit, and the diffusion unit. In this paper, we focus on student
learning in the diffusion unit. On day 1, the students took the domain and CT
pre-test. On days 8–10, the students modeled the inelastic collision of spheres
as preparation for the diffusion unit. On days 11–13, student modeled the diffu-
sion of dye particles in water in the diffusion unit. The post-tests were taken on
day 14.

3 Results and Discussion

We use the results from the classroom study to discuss three interrelated
research questions: (1) Does CTSiM help students improve their understand-
ing of diffusion-related science knowledge as well as CT skills and practices? (2)
How are students’ model building performance, CT, and science learning gains
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are correlated? (3) How did students’ use of effective strategies reflect on their
performance and learning gains?

To answer RQ1, we used the paired Mann-Whitney U -Test to evaluate the
statistical significance of the pre-to-post learning gains. Table 1 summarizes all
students’ learning gains on the diffusion and CT pre-post tests. The max scores
for the diffusion and CT tests are 12 and 34 points, respectively. These results
indicate that students’ learning gains in domain knowledge (diffusion) and fun-
damental CT skills were significant. Students’ understanding of both the domain
and CT skills and practices improved significantly.

Table 1. Pre-post learning gains

Measure Pre-test Mean (std) Post-test Mean (std) p-value Effect size

Diffusion 3.65 (2.36) 5.88 (2.40) <0.0001 0.41

CT 13.34 (6.26) 16.88 (6.29) 0.009 0.23

We answered RQ2 using correlation analyses among four performance met-
rics. Table 2 lists the correlation coefficients (Spearman’s ρ) between these perfor-
mance metrics. Students’ learning gains in CT were correlated with their domain
learning gains. The correlation, combined with the pre-post learning gains, indi-
cates that students synergistically learned domain and CT knowledge and skills.
Secondly, both learning gains were negatively correlated with the computational
model distances in the collision unit and the diffusion unit, indicating that the
students who performed well in the model building activities benefited more and
had higher learning gains. In addition, students’ computational model building
performances were consistent in the two units.

Table 2. Correlation between learning gains and performances (*: p < 0.05)

CT gain Diffusion gain Collision distance Diffusion distance

CT gain -

Diffusion gain 0.28* -

Collision distance −0.35* −0.13 -

Diffusion distance −0.28* −0.31* 0.32* -

However, the large variance in the learning gains indicated an achievement
gap, which led us to conduct exploratory analyses to answer RQ3 on what
types of behaviors contribute to good or suboptimal learning performances. We
grouped all students by their learning gains in the diffusion unit. Students who
achieved learning gains greater than or less than the median were categorized
into the higher performing group (HG, n = 29) and lower performing group (LG,
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n = 23), respectively. HG and LG students’ action patterns were then mined
differentially [7]. Table 3 presents the high lift patterns in which HG and LG
differed by at least 10% in support or at least 0.05 in confidence. Conceptual
model edits and computational model edits are coded as concep. and comp.,
meanwhile, -EFF and -INEFF indicate correct or incorrect SC actions. -R
represents consecutive SC actions.

Table 3. Patterns with different support and confidence among HG and LG students

Index Pattern Lift HG Sup. LG Sup. HG Conf. LG Conf.

1 compare→comp.-R-INEFF 1.09 31.0% 43.5% 0.07 0.13

2 compare→comp.-INEFF 1.16 44.8% 56.5% 0.10 0.15

3 compare→comp.-R-EFF 1.10 57.7% 60.9% 0.16 0.13

4 concep.-R-INEFF→comp.-EFF 1.45 69.0% 91.3% 0.12 0.19

5 concep.-R-INEFF→comp.-INEFF 1.14 55.2% 73.9% 0.11 0.15

6 comp.-EFF→concep.-R-INEFF 1.26 58.6% 91.3% 0.09 0.17

7 comp.-R-EFF→comp.-R-INEFF 2.60 96.7% 100% 0.21 0.32

8 comp.-INEFF→comp.-R-EFF 2.41 96.7% 100% 0.35 0.31

The mined patterns indicate that HG students were better at using the infor-
mation observed from solution assessment (SA) to commit correct follow-up
edits. If a student consistently committed incorrect edits (i.e., making errors in
model building) after SA, we concluded that the student’s use of the SA→SC
strategy was suboptimal. Patterns 1 and 2 illustrate this situation: after mak-
ing comparisons, LG students’ likelihood of making ineffective edits was much
greater than that of the HG student. Conversely, pattern 3 shows that HG stu-
dents were more likely to make a series of correct edits after making comparisons.
HG students also had a better understanding of model building task strategies.
Patterns 7, 6, and 5 indicate that after performing effective solution construc-
tion (SC) actions, LG students made more consecutive incorrect edits to both
their conceptual and computational models. In addition, pattern 4 shows after
making a series of incorrect edits to the conceptual model, LG students were
likely to make a single correct edit in the computational model. This discrep-
ancy indicates that LG students’ model building actions were less consistent. On
the other hand, pattern 8 shows that after making an incorrect computational
model edit, HG students are more likely to perform consecutive correct edits
afterward. This indicates that they had a better understanding of the model
building task strategies.

4 Conclusions

In this paper, we introduced an OELE to foster students’ understanding of dif-
fusion and systems thinking as a primary CT practice. Students’ learning per-
formances not only indicate their improved understanding of diffusion through
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systems thinking but also shows evidence of the synergistic learning of domain
content and CT practices. The data-driven analyses show that action patterns
that indicate the good use of strategies appeared more in HG as indicated by
the higher support; meanwhile, HG students showed a higher likelihood of using
good learning strategies. These results explained the achievement gap among
students.
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Abstract. Conversational dialog systems are well known to be an effec-
tive tool for learning. Modern approaches to natural language processing
and machine learning have enabled various enhancements to conversa-
tional systems but they mostly rely on text- or speech-only interactions,
which puts limits on how learners can express and explore their knowl-
edge. We introduce a novel method that addresses such limitations by
adopting a visualization that is coordinated with a text-based conversa-
tional interface. This allows learners to seamlessly perceive and express
knowledge through language and visual representations.

Keywords: Intelligent tutoring system
Conversational dialog systems · Adaptive visualization · Visual dialog

1 Introduction

Conversational dialog systems allow people to communicate with intelligent soft-
ware in a natural way. Natural user interfaces equipped with conversation abil-
ities, voice recognition, and speech generation have been recognized as a future
user interface in various domains [12] and are already being commercialized.
Such conversational interfaces are useful in intelligent tutoring systems (ITS)
[4], where mixed-initiative dialogues are commonly used to teach conceptual
information [10,21]. They leverage the flexibility and expressiveness of the nat-
ural language, allowing learners to convey partial knowledge and ask questions.
However, we still need to investigate what the best method is to implement effec-
tive conversational interfaces for intelligent tutoring [8], particularly considering
the limitations of natural language interfaces (NLI) [19]. Some information is
better conveyed via visual representations and concept maps are widely used for
learners to visualize relationships and hierarchical organization of ideas.

The interface presented here is a hybrid of two approaches: textual conver-
sation and visualization. It provides learners with a wide degree of flexibility in
reporting knowledge and receiving feedback, but it also scaffolds learner behav-
ior through automated assessment and feedback. The visualization part of the
c© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 413–418, 2018.
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interface adapts its topological structure and interaction mechanisms based on
the changes in the text-based tutoring conversation flow. This Adaptive Visual
Dialog provides learners with opportunities to interact with tutoring systems in
novel ways that combine NLI and visualizations.

Previous related attempts are categorized into two groups: ITS and adap-
tive visualization. There are several studies that visualize conversations such
as [20] but they do not support dynamic visual interactions between users or
intelligent agents. Many ITS have been developed that use conversational dialog
[18]. Concept map building has been explored in ITS as a method for modeling
complex systems [6] and for learning via teachable agents [14]. Adaptive visu-
alization adapts its visual representations depending on various user features
that are explicitly provided or inferred from the trace of user actions [2], using
one or more adaptation strategies: (a) visualization method adaptation [11], (b)
visual structure adaptation [15], (c) adaptive annotation [16], or (d) open user
(learner) models [3,5]. The current work belongs to categories (b), (c), and (d).
The visual concept map adapts its structure according to the progress of text-
based tutoring conversation and users’ direct manipulation of the visualization.
Specific concepts are visually annotated and dialog states and learner model
metrics are dynamically updated. The changes in learner models cause changes
in the visualization and the user is provided with greater transparency of their
estimated learning state.

2 Adaptive Visual Dialog System

Figure 1 shows a prototype implementation of Adaptive Visual Dialog. It was
designed to improve traditional text-based tutoring systems by blending an NLI
with a visualization. It guides students through conversations by asking ques-
tions, evaluating student answers, eliciting concepts via hints, telling assertions,
answering questions raised by the student, etc. We used IBM’s Watson Con-
versation API [1] to implement the mixed initiative dialog. The conversation
is made not just through the textual chatting box (Fig. 1(a)) but in a tight
connection with an interactive visualization (b). Watson Conversation provides
RESTful APIs that bridges the conversations between a learner and Watson,
so the front-end could easily watch or intervene them through the visualization.
The visualization uses a force-directed network layout [13]. The circular nodes
represent key concepts appearing in the learning material. For example, in the
visualization based on a chapter about “Earth, the Moon, and the Sun” in an
Earth Science textbook, nodes represent sub-concepts (e.g., gravity) and links
between nodes represent latent relationships between those concepts. The visu-
alization allows users to freely explore and comprehend the knowledge structure.
On top of the force-directed network, convex-hulls (colored areas) are drawn to
indicate the corresponding group of concepts are interconnected to each other.
The infomap community detection algorithm [17] was used for fast and reliable
online clustering. By visually examining the communities and the included con-
cepts, users instantly understand how they are co-related and achieve a specific
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learning objective (e.g., answering a question). Along with the adaptation fol-
lowing the interactive dialogue, an open learner model [3,5] based adaptation
is supported. The prototype is equipped with a learner model that tracks stu-
dents’ mastery and consistency on concepts. The scores are overlaid on concepts
using two black and white “arcs” that transparently show the user’s mastery
and consistency of the concepts.

Fig. 1. Adaptive Visual Dialog prototype shows a textual dialog (a) and a visualization
that presents concepts and clusters (b) synced with the conversation context. Student
directly asks a question from visualization (c). Mastery and consistency scores loaded
from an open learner model are overlaid on concepts as black and white arcs (d). (Color
figure online)

Interaction Use Case Scenario. When a session begins, a student is asked
a question about a topic. The concept visualization is activated and shows key
concepts and clusters. She responds with an answer and the dialog engine assesses
it and activates a visual remediation step if it is incorrect. Figure 1 depicts that
the student gave a wrong answer to a question. In order to guide them to the
correct answer, the system highlights the most relevant concept node (red) and
its cluster (light blue border) (b). The learner may visually examine the concept
and the other neighboring concepts within the cluster, and attempt the tutor-
initiated question again. If they are still unsure about it, they may click on a
concept to reveal a list of candidate questions about the concept (c). Clicking
on a question causes it to be passed to the text-based dialog. The learner can
ask the tutor the question as is, or modify it in the text entry field. This helps
to the fact that sometimes the learner might not know the right set of questions
to ask on a particular topic during the conversation. The system answers them
by retrieving information from the textbook on which it has been trained. This
enables a type of textual-visual coordination where a user expresses their intent
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to the system. We have devised a preliminary set of strategies for how concept
graphs and text-based dialog interactions should be coordinated (Table 1).

Table 1. Textual-visual coordination: dialog-visualization events

Conversational event (Cause) Graph event (Effect)

Tutor initiated question or
suggested topic

Highlight or glow relevant concepts

Tutor compares contrasts Align concepts spatially

Tutor provides examples Expand from concept node; illustrate that this
is like an instance rather than a new concept

Graph event (Effect) Conversational event (Cause)

Student creates incorrect links
and/or graphical misconception

Remediation options: (1) directly critique
student graph, (2) spatially align with correct
graph, (3) correct (spatially transform) student
graph

Student browses nodes Display links to FAQs and/or examples

Users can also create their visual representations attuned to their own under-
standing of the text. Visual nodes are derived from the annotations made by the
users within the text using the user interface – to select text and drag it to
the visual dialog interface where it is rendered as a new node. Users can then
interact with this node and define relationships in the same manner as they
would with the other nodes in the visual dialog (i.e., it may be assigned to clus-
ters, explored, or linked via edges to other nodes). The very process of creating
and manipulating such visual representations can be thought of as a form of
self-explanation which can be learning activity [7]. These visual representations
can be compared to the standard (i.e. automatically extracted) visualization
via partial graph-matching algorithms [9], enabling concrete feedback on user-
generated visualization. These annotated visual dialogs can also be shared by
the users (students) with their peers and instructors and receive feedback.

3 Conclusions and Future Work

This paper describes our approach for building an adaptive visual dialog for
intelligent tutoring systems, supporting adaptivity with respect (1) to the state
of the conversation and the topic and (2) to learner models. Our prototype
opens the door for learning experiences that take advantage of the benefits of
mixed-initiative dialogues and concept mapping. It also enables learners to have
a more varied experience that recruits spatial reasoning. We hypothesize that
learning experiences can be further improved by selecting topics, visual, and
textual events that our models predict will result in the greatest learning gains.
We plan to test the prototype with real students and we are interested in using
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an iterative design approach so that we can discover what textual-visual coordi-
nation strategies lead to greater learning gains and if some strategies are more
effective for some students than others.
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Abstract. Accessing college course content data at scale is often challenging
due to a variety of legal and technical reasons. In this study, we classify college
courses into course categories using only a college course name as an input. We
describe our training data design, training process and report performance and
evaluation metrics on two deep learning models– an LSTM and a word
sequence-to-sequence models – trained on a three-level hierarchical course
taxonomy with a number of course categories ranging from 58 to 2322. Despite
scarce input data, the best performing models reach 0.91 accuracy and 88%
relevance in quantitative and qualitative evaluations respectively.

Keywords: College course classification � Deep learning � seq2seq

1 Introduction

College course classification is essential for large scale educational data analysis with
applications ranging from comparative research of educational programs to student
outcomes research across several colleges to a course recommendation system. Tra-
ditional course classification models, such as those used for secondary school course
classification (e.g. SCED [1]) or college associations (e.g. Association of American
Medical Colleges [2]) rely on expert knowledge; few automated classification models
(e.g. [3, 4]) are built on course content data, such as course description and syllabi.
Such data and expertise dependencies determine the scope of such classifications: they
mostly cover courses within an institution or just a department.

We build robust and highly accurate college course name classification models that
rely only on a college course name as an input through creating a broad training data set
and through applying deep learning methods. The rest of the paper further describes our
data, training and evaluation.

2 Data

2.1 Overview

Our research is based on two proprietary data sources. The first one is NPD PubTrack
Digital [5], a proprietary textbook-to-course classification that includes over a hundred
thousand ISBNs assigned to one of 2600 courses. The course classification is hierar-
chical and includes 56 top-level course groups (e.g. English, Mathematics, Engineer-
ing) that further divide into more granular categories up to three levels deep (e.g.
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C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 419–423, 2018.
https://doi.org/10.1007/978-3-319-93846-2_78

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_78&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_78&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_78&amp;domain=pdf


Engineering has categories like Mechanical and Electrical, and Mechanical Engi-
neering might have several specific courses covering various topics in this domain).
For example, a book A Christmas Carol is assigned a category English: Literature: 19th

Century in such classification. Here, we refer to English as a Level 1 category, English
Literature as a Level 2 category, and English Literature 19th Century as a Level 3
category. As this example shows, the classification is not limited to textbooks but
includes a variety of books used in courses.

A small subset of the book-course dataset has information about the course codes
and the college IDs representing specific U.S. institutions that include a textbook in
their coursework. This information is collected through campus bookstores. The subset
covers 4000 book titles and 837 course classes: a course class has an average of 150
examples with course codes across various institutions.

Our second dataset is Market Data Retrieval dataset (MDR) [6] composed of 3.1 M
records of college courses taught in the U.S. institutions from 2005 to 2016. It includes
a course code, course name, very short description, department ID, year, term, and
institution ID.

2.2 Training Data

We use the course codes and college IDs from the NPD PubTrack Digital and the MDR
datasets to join the two and thus obtain 186000 training examples of course name (from
the MDR data) – course category (from the NPD PubTrack Digital data) pairs, with
10% set aside for a test set. However, the coverage of course categories in this subset of
data is limited to 718 – less than a third of all course categories in the taxonomy –

restricting model’s ability to generalize well. To address this concern, we make the
following assumption about the data: some college course names might be somewhat
similar to the textbook titles used in the course. We search for the book title-course
category pairs in the NPD PubTrack Digital dataset that have at least one word in
common, such as American politics in the gilded age – History: U. S.: Gilded Age. This
approach helps us to extend our training data by 72,700 training examples and cover all
of the course classes (Dataset A). Finally, we experiment with adding the full NPD
PubTrack Digital dataset to the core dataset for training treating all book titles as course
name examples (Dataset B). This allows us to get a higher word coverage for input
course names.

3 Model Training

Two models are tested in our study. First, we use a word-level LSTM [7] model – a
long-short term memory type of a recurrent neural network. We apply a fairly standard
choice of hyperparameters in Keras implementation training with a dropout of 0.5, a
sigmoid activation function, SGD optimization with 0.01 learning rate, and categorical
crossentropy loss. We train three different LSTM models on each dataset to support
three sets of course labels from the three levels of course class hierarchy.

Second, we interpret the course classification problem as a sequence-to-sequence
(seq2seq) translation: indeed, we are decoding college course name into a domain of
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course categories. seq2seq models usually include a bidirectional recurrent neural
network with an attention layer and a decoder. We use tf-seq2seq encoder-decoder
framework [8] for implementation training one model that conveniently covers all
course class levels.

4 Evaluation

First, we measure our models’ accuracy: Table 1 shows accuracy of the LSTM and
seq2seq models trained on Datasets A and B on different course taxonomy levels, from
the highest one (Level 1) to a more granular (Level 3). While the LSTM model trained
on Dataset A reaches the highest accuracy scores across all levels, its performance
decreases as we add more book title data in Dataset B. While seq2seq accuracy is
overall lower than LSTM and decreases with adding more data, the performance does
not drop that drastically for Level 2 and 3 classification.

Second, we look at models ability to predict diverse classes. For that, we look at the
number of different course classes that models are able to predict in the test set: we
expect this number to be very close to the actual number of classes in the test set for the
best performing model. seq2seq trained on Dataset B captures 90% of the Level 2
classes in the test, 9% more compared to the best performing version of LSTM on
Level 2.

Finally, we run a human evaluation on a test set of 200 college course names
randomly selected from the Ohio State University 2015–2016 course catalogue [5].
A human judge was asked to review a course name and course category prediction
from four models – two LSTMs trained to predict Level 2 classes and two seq2seq
models – and decide whether the predicted course classes were relevant for the course
name. As results in Table 2 show, the highest number of relevant predictions – 88% –

belongs to seq-2-seq model trained on Dataset B.
Table 3 shows a few examples of the college course names and predictions made

by our trained models. As we can see from these examples, it might be difficult to
decide on the best category for a college course due to linguistic or conceptual
ambiguity. A course like ‘Individual Studies’ might not have a good prediction in a
content-based college course system, such as the one that we use. In such cases, a
decision on the course class attribution should be made based on a program, department

Table 1. LSTM and seq2seq models’ accuracy on three levels of college course hierarchy in the
test set given two training datasets.

Level of classification LSTM, Accuracy seq2seq, Accuracy
Dataset A Dataset B Dataset A Dataset B

Level 1 0.91 0.87 0.89 0.86
Level 2 0.78 0.61 0.76 0.7
Level 3 0.68 0.48 0.66 0.58
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or a course of studies – the context that is not available in our approach. On the other
hand, courses like ‘Statistics for health pro’ might have several good course class
matches in the course class system. A more robust course taxonomy could alleviate
such issues.

5 Conclusions

We tackle a rarely approached problem of automated college course classification with
an innovative use of data and an application of deep learning techniques. The resulting
models reach very high accuracy using just a college course name as an input and
provide a foundation for building a variety of analytical and recommendation tools; our
sequence-to-sequence model performs best in human evaluation and class coverage.
While our results are encouraging, a further analysis of course classes and addition of
course relationship data along with associated course content might help create a more
powerful and flexible college course classification model.

Table 2. Overall model relevance on a human evaluated test set. ‘A’ and ‘B’ refer to the datasets
used for model training.

Model Relevance, %

LSTM-A-Lev2 70%
LSTM-B-Lev2 68%
seq2seq-A 65%
seq2seq-B 88%

Table 3. Classification examples for college course names from four models.

College course
name

Statistics for
health pro

Modern Arab-Muslim thought Folklore of
contemporary
Greece

LSTM-A-Lev2 Medical
Sciences: Basic

English: Literature English:
Literature

LSTM-B-Lev2 Mathematics:
Probability and
Statistics

Religion: Comparative
Religion

English:
Comparative
Literature

seq2seq-A Mathematics:
Probability and
Statistics

English: Literature: American:
Non-fiction

English:
Literature

seq2seq-B Medical
Sciences: Basic:
Biostatistics

Political Science: Comparative
Gov’t: Gov’t and Politics:
Middle East

Classics: Greek
Language and
Literature
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Abstract. Various research works have tried to connect Natural Language
Processing NLP to computer graphics, as this connection would lay the ground
for an automatic generation of computer animations. In this research we aim to
provide a novel approach for connecting graphics to NLP by using OpenNLP
and the Unity 3D game engine. We rely on two linguistic approaches—Vend-
ler’s verb classification and Jackendoff’s Lexical Conceptual Structure LCS—
and present how the technology enablers and the linguistic approaches chosen
collaborate to provide the animation generation capability. We describe the
overall architecture of AUI Story Maker, a system built to illustrate the feasi-
bility of our approach, and discuss the future work required to make it a reliable
tool in a modern classroom setting. We also present some writing samples
gathered during field work with 1st graders at Al Akhawayn School in Ifrane
(ASI), and provide sample outputs of AUI Story Maker.

Keywords: Natural Language Processing � Computer graphics
Animation � Vendler verb classes � Unity 3D � OpenNLP
Lexical Conceptual Structure

1 Introduction

Students nowadays are “Digital Natives”: they grew up with technology, and they
expect to use it in school [1]. Researchers and practitioners agree that animation can
facilitate learning [2], but creating graphical resources is a complex task that requires
expertise in both computer graphics and programming. Research efforts have aimed at
overcoming this complexity by creating a paradigm wherein the users can create scenes
or animations using Natural Language NL descriptions.

As an example, the Carsim system [3] is able to convert NL descriptions of car
accidents into computer animations, in order to help insurance companies decide whose
fault it is when an accident occurs. However, it enforces a template on its users,
limiting their freedom in describing events. Confucius [4] and NLP Story Maker [5] are
two similar systems offering text-to-animation capability.

With our system, AUI Story Maker, we aim to provide first graders with a tool that
can convert their stories, written in English, into computer animations. We hypothesize
that the tool will incite them to write by making it fun to do so as their story comes to
life through animation.
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For a system to be able to generate animations from NL text, it must rely on NLP
component technologies. For the architecture of AUI Story Maker, we rely on two
modules, NLP and graphics, to support the task of animation generation.

The rest of the paper is organized as follows. Section 2 discusses in detail how key
elements of the Story Maker work, while Sect. 3 explains how the linguistic approa-
ches take part in solving the animation generation challenge. In Sect. 4, we shed light
on the field work conducted in support of this research project, and present samples of
system output. We draw conclusions in Sect. 5 and discuss the future work required to
make the Story Maker a tool that can be relied on in a classroom setting.

2 AUI Story Maker

To provide a system that successfully generates animations from natural language we
need to rely on two main components. First, an NLP component must be able to under-
stand natural language text input by the user and extract the visual elements necessary
to build the animation. These are then fed to a graphics component able to render the
animation to the user. All the systems providing the capability of generating graphics
from natural language text share this generic architecture and our system is not different
in this regard. Figure 1 illustrates the overall architecture of our story maker.

The NLP module is made of eight components that help it achieve the NL
understanding required to extract the visual components from the sentences. A critical
module of the AUI Story Maker is the Subject-Predicate-Object (SPO) extraction
module, which reduces sentences to include only subject-verb-object. If SPO is con-
ducted successfully, the conversion of children’s input to the formal representation of
the animation will be easier. Rusu et al. presented an algorithm that allows the
extraction of SPO from sentences and relies on parsing output by OpenNLP [6]. The
algorithm suggested consists of three main steps, each allowing extraction of one entity
at a time.

Fig. 1. AUI story maker generic architecture

AUI Story Maker: Animation Generation from Natural Language 425



• Extracting the Subject. A sentence S is represented by a tree with 3 children: NP,
VP and a period (‘.’). S is the root of the sentence. To extract the subject, we
perform a breadth first search and select the first descendant of NP that is a noun.

• Extracting the Predicate. To extract the predicate, the deepest verb descendant of
the VP is selected.

• Extracting the Object. The object, which can be either a PP (Prepositional Phrase),
an NP or an ADJP (Adjective Phrase), can be found in one of the three sub-trees of
a VP. In NPs and PPs, the object will be in the first noun found. In ADJPs, the
object will be in the first adjective found (e.g., ‘happy’ in “John is happy”).

3 Linguistic Approaches

3.1 Vendler’s Verb Classification

Vendler provided a classification of verbs based on their aspectual properties, rather than
their syntactic or semantic properties [7], and more specifically based on their inherent
temporal semantic features. The classes help decide which sentences can be mapped to
animations and which sentences should be discarded. Vendler distinguishes 4 verb
classes: (1) Activities contains verbs describing dynamic events without an end point like
‘run’, ‘walk’ or ‘swim’; (2) Achievements groups verbs with an endpoint and instanta-
neous duration, like ‘recognize’ or ‘find’; (3) Accomplishments organizes verbs
describing gradual events with an endpoint (e.g., ‘to paint’); (4) Statives gathers verbs
which describe static events with no endpoint, for example, ‘want’ or ‘know’. In this
framework, a sentence like “John wants to buy a phone” cannot be mapped to an
animation, unless of course, in the story, this is expressed through dialogue (John said: “I
want to buy a phone”). We decided, for the first version of the system, to discard
sentences whose the predicate is located in the stative verbs class (love, know, want, etc.).

3.2 Jackendoff’s Lexical Conceptual Structure

The last step in the process of mapping NL descriptions to formal description is filling
an XML template with the required elements of an animation. Jackendoff’s work is of
key importance to this task. The approach Jackendoff suggests maps syntax to
semantics using Lexical Conceptual Structure (LCS) [8]. Each node in the graph is
associated with an item of information that fills a blank in meaning space of the
sentence. An LCS node type can be either an event, a state, an object (thing), a path, a
place or a property.

Consider the sentence “John goes to the market”. The conceptual structure is:

½eventGoð½thingJohn ;� �pathTOð½placeINð½thingMarket Þ� �Þ Þ� �

With the structure provided by LCS, we fill a template with the required elements
of an animation. E.g., if the predicate extracted by SPO module is “go”, the NLP
module must fill the following elements before forwarding them to the graphics
module:
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Actor: is taken from slot ‘thing’ in the LCS template
Place: the location where the animation takes place, taken from slot ‘in’
Path: the direction to which the actor is headed, taken from slot ‘path’
Predicate: taken from slot ‘event’

4 Working with ASI 1st Graders

To ensure AUI Story Maker fits into the curriculum of 1st graders at ASI, we conducted
meetings and discussions with a 1st grade instructor and her pupils in March–July
2016. This interaction provided us with a clear idea about the nature of the input to
expect and helped us design AUI Story Maker so it could be easily used by children.
Figure 2 shows a sample output of AUI Story Maker. It supports human and animal
characters and gives dialogue support to both. We have published a story with the
corresponding animation on YouTube to show how the system works.

Link: https://www.youtube.com/watch?v=mzVbiSNqA6E

5 Conclusions and Future Work

We believe that our AUI Story Maker presents a new approach to a topic that has been
recently attracting more research. The novelty in our work is the reliance on game
engines that provide various graphical features thereby reducing the burden of devel-
oping a graphics module from scratch. This allows research to be fully-focused on the
NL understanding, which is considered the heart of the problem domain in text-to-
animation systems.

One of the open problems in this area of work is the inability to create scenes for
locations, actors and actions that do not exist in the system’s database. This limitation
restricts the freedom children have when inputting their stories to the system. Future
work required to improve AUI Story Maker will involve allowing users to textually
describe their own environments, characters and props and add them to the database. We
also plan to improve the performance of the Story Maker in terms of speed and add VR
capability to allow users to see and interact with their stories in virtual environments.

Fig. 2. Output for sentences “The wolf and the fox are in the forest” and “Bob is in the street,
Bob said, ‘Hello’”

AUI Story Maker: Animation Generation from Natural Language 427

https://www.youtube.com/watch?v=mzVbiSNqA6E


References

1. Prensky, M.: Digital natives, digital immigrants. Horizon 9(5), 1–6 (2001)
2. Kim, S., Yoon, M., Whang, S.-M., Tversky, B., Morrison, J.B.: The effect of animation on

comprehension and interest. J. Comput. Assist. Learn. 23, 260–270 (2007)
3. Dupuy, S., Egges, A., Legendre, V., Nugues, P.: Generating a 3D simulation of a car accident

from a written description in natural language: the CarSim system. In: ACL2001: Workshop
on Temporal and Spatial Information Processing, Toulouse, pp. 1–8, 7 July 2001

4. Ma, M.: Automatic Conversion of Natural Language to 3D Animation. Ph.D. thesis,
University of Ulster (2006)

5. Pahud, M., Lee S., Takako A.: NLP Story Maker (2006)
6. Rusu, D., Dali, L., Fortuna, B., Grobelnik, M., Mladenić, D.: Triplet extraction from

sentences, Ljubljana. In: Proceedings of the 10th International Multiconference Information
Society (2007)

7. Vendler, Z.: Verbs and times. Philos. Rev. 56(1), 43–160 (1957)
8. Jackendoff, R.: Semantic Structures. The MIT Press, Cambridge (1990)

428 N. Bouali and V. Cavalli-Sforza



Inferring Course Enrollment
from Partial Data
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Abstract. We study how to infer students’ course enrollment informa-
tion from incomplete data. We use data collected from a leading tech-
nology company and use a novel extension of Factorization Machines
that we call Weighted Feat2Vec. Our empirical evaluation suggests that
we improve on popular methods, while training time is reduced by half
(when using the same implementation language, and hardware).

1 Introduction

In this paper we study how to infer student course enrollment of undergraduate
students from partial information. For example, consider that for a student we
know that she’s enrolled in five courses (e.g, “Fundamentals of Computer Sci-
ence”, “Algorithms Data Structures”, etc.); our goal is to predict the entire set
of courses that she will take during her degree program.

We use data from a leading educational technology company that provides
services to undergraduate students including textbook rental, online tutoring,
access to a forum of experts, explanations of textbook questions, and textbook
rental. This company often collects only incomplete course enrollment informa-
tion; and it would be an unnecessary friction to ask students to upload their
entire course enrollment. Here, we study how to use the partial course enroll-
ment information collected to infer a complete list of courses for every student.
Predicting the complete list of courses enables the personalized recommendation
of content and services that may be helpful to the student.

2 Model

We extend the popular Factorization Machine Rendle (2010) model to allow
structured and weighted interactions. We call our approach Weighted Feat2Vec,
and in this short paper we only explain it briefly:

ŷ(x;b, β) = ω

(
b0 +

n∑
i=1

bixi + ψ
( |κ|∑

i=1

|κ|∑
j=i

wi,j λs(x, β, κi, κj)
))

(1)

Here, y is the binary output of the model (1 iff the student is enrolled in a
course, 0 if not), x the input features, b0 a bias term, b linear coefficients, the
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function ψ is any activation function, and β are factorized embeddings that are
shared across the pairwise interactions. The interactions occur from features in
different groups:

λs(x, β, I,J) �
∑
i∈I

∑
j∈J

xiβixjβj (2)

For example, consider a model with four features (n = 4). If we define
κ = {{1, 2}, {3, 4}}, feature x1 would only interact with x3 and x4. With-
out loss of generality, we could define a model that is equivalent to a shal-
low Factorization Machine by allowing each feature to be in a singleton group:
κ = {{1}, {2}, {3}, {4}}.

A challenge we face is that we only observe positive examples (i.e., whether
a student is enrolled in a course), and we do not observe negative examples (i.e.,
if a student is not associated with a course). For training the model, we sample
negative examples randomly using Negative Sampling Mikolov et al. (2013),
Dyer (2014), where each course has an equal probability of being sampled. The
number of negatives examples sampled for each student is equal to the number
of observed course enrollments.

3 Dataset

Course names across institutions may vary widely. For example, two universi-
ties may have the same curricula, but one may name the course Single Variable
Calculus, while the other one may choose Calculus I. Thus, we preprocess our
dataset with an algorithm that inputs the evidence of student enrollment, and
outputs normalized course names. Our normalized course names can be repre-
sented with a hierarchical ontology. The details of how this algorithm works are
out of scope, so for brevity we just report that our ontology has a total of 2,930
normalized courses. For this paper, we only use a subset of the data collected
from 2013 to 2016.

Table 1 summarizes the feature types we used. Because all of our features
are discrete, we report the possible number of values (dimensions) that they can
take. We encode these features with one-hot encoding.

4 Experimental Results

We build a development set to tune hyper-parameters, and a test set (that we
only queried once) by selecting students with 10 or more course enrollments.
For these students, we select a random enrollment for the development set, and
at least one random enrollment in the testing set. Our development set has 1.2
million positive examples, and the test set has 1.46 million.

We compare Weighted Feat2Vec with the following - Factorization Machine
(using the same features as our method), Matrix Factorization (only user and
course dimensions); and course popularity baseline with only course biases. We
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Table 1. Feature types used for inferring study plans

Type Identifiers for (feature types) Example Dimensions

Course Course name Mathematics/ Single
Variable Calculus

2,931

Course Level 1 of course name Mathematics 58

Course Level 2 of course name Single Variable Calculus 1135

Course Level 3 of course name – 1082

User User 1920 4,659,571

User # of years between last
transaction and sign up

2 7

User Institution Carnegie Mellon University 5,407

User Data source # 1? No 2

User Data source # 2? Yes 2

use an evaluation metric known as Area Under the Curve (AUC) of the Receiver
Operating Characteristic. For negative labels in the test set we sample courses
according to the courses frequency. This ensures that if a model merely predicts
course enrollments according to their popularity, it would have an AUC of 0.5.

On the test set, Weighted Feat2Vec has the highest AUC (0.80) over all the
other methods, as shown in Table 2. At the same time, Weighted Feat2Vec is
almost twice as fast as Factorization Machine. All the models are implemented
using a popular deep learning framework known as Keras Chollet et al. (2015)
and trained on an Nvidia K80 GPU.

Table 2. Test set results of predicting study plans

Model AUC Training time (in mins)

Weighted Feat2Vec 0.80 54.9

Factorization Machine 0.79 98.0

Matrix Factorization 0.72 103.4

Item popularity baseline 0.50 –

5 Conclusion

We present results that suggest Weighted Feat2Vec is more accurate than other
general purpose factorization models, and yet it trains in roughly half the time.
We are very optimistic about this results, and will report further results in the
future. Additionally, Weighted Feat2Vec is general-purpose and it is not specific
to course enrollment prediction. Future work may apply our model to different
educational tasks.
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Abstract. Adaptive courseware products implementing mastery learning ped-
agogy must determine when each student reaches mastery. Such determinations
are often made in real time, in order to inform student progress, but the validity
of algorithmically determined mastery typically can only be assessed by
examination of later student performance. This paper examines the impact of
platform-determined mastery on future quiz and assignment preparedness in the
context of Knewton alta. With simple controls for overall student initial ability,
platform-wide results indicate that students achieving mastery (as calculated by
Knewton’s Proficiency Model) outperform students who do not, with largest
future performance gains seen by students with lowest initial ability levels.

Keywords: Mastery learning � Adaptive learning � Efficacy

1 Introduction

Mastery learning, of interest to education researchers since at least the 1960s [1, 2], is
implicated in a variety of current coursework redesign efforts [3, 4]. One of its
assumptions is that all or most students can reach mastery – that “mastery” is not some
innate, initial proficiency advanced students have with the material, but can be achieved
through formative assessment, correctives, and growth [1]. This presents a challenge to
adaptive learning platforms: if students take varying amounts of time, effort, and help
to reach mastery, how does an algorithmic model know when a student has achieved it,
and how can adaptive courseware quantify the results of that mastery independently of
initial student ability levels?1

Knewton’s adaptive platform is designed to handle this problem at scale [5]. Stu-
dents work on personalized, adaptive assignments featuring curated Open Educational
Resources (OER) content and complete them when Knewton’s Proficiency Model
indicates they have reached mastery. Most students who start a Knewton adaptive
assignment go on to reach mastery (87% of student assignments across 2017) [5], but the
significance and effects of that platform-defined mastery can only be validated through
examination of future performance. Knewton defines this mastery and its “downstream”

1 Properly setting mastery thresholds through examination performance has been a topic of
considerable research [6]. Real-time mastery thresholds present a more significant validation
challenge.
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impacts jointly: mastery is the level of proficiency that results in good performance on
summative assessments and good preparation for post-requisite learning.

As a step toward validating Knewton’s mastery calculations, this paper describes a
simple metric to control for initial student ability levels and assesses the impact of
achieving Knewton-defined learning objective mastery on future quiz scores, assign-
ment completion rates, and work necessary to reach assignment completion for students
of comparable initial ability levels.

2 Analysis

In 2017, some higher-education institutions began to pilot Knewton’s integrated
adaptive learning courseware, alta. Instructors using alta create mastery-based adaptive
assignments and static (non-adaptive) quizzes by selecting learning objectives. Stu-
dents interact with the resulting personalized experience served during adaptive
assignments and fixed quiz questions, and Knewton reports the results to instructors
with a variety of analytics.

Instead of hand-selecting case studies for analysis, the plots below describe a
random subset of student alta piloters working across four subject domains (mathe-
matics, chemistry, economics, and statistics). The data includes approximately 10,000
students, 130,000 adaptive assignments, and 17,000 quizzes. These students were not
part of a randomized, controlled trial, but they do provide an unfiltered portrait of
student performance in alta.

Each student in this sample is assigned an initial ability label derived from the first
two questions answered across each of the (typically several dozen) learning objectives
the student encountered across their course. The percentage of those questions
answered correctly provides a naive but reasonable estimate of how well the student
knew the material entering the course. Students are grouped into three initial ability
levels such that: “struggling” students have initial ability percent correct scores in the
bottom quartile of all users in the data set, “advanced” students score in the top quartile,
and “average” students fall in between. Knewton’s Proficiency Model neither uses this
measure nor tags students with any kind of overall ability label.

At the start of each quiz or assignment, the student’s level of mastery was assessed
via Knewton’s Proficiency Model. Since most quizzes, tests, and assignments cover
material from more than one learning objective, the analysis below treats as the variable
of interest what percentage of the learning objectives relevant for a given student-
assignment or student-quiz pair were mastered through work prior to the start of the
assignment or quiz.

The first portion of this analysis compares the mean score of all student-quiz pairs
for high-mastery (75% or more of the quiz learning objectives mastered) and low-
mastery (25% or fewer of the quiz learning objectives mastered) students at each level
of overall initial ability (struggling, average, or advanced).

To assess the impact of Knewton-determined mastery on preparedness for future
learning, the remainder of the analysis uses the learning objective prerequisite-
postrequisite relations encoded in the Knewton Knowledge Graph to identify the set of
immediate prerequisites for any given adaptive assignment. For students taking an
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assignment, comparisons of assignment completion rate and work required to reach
assignment completion are made between high-mastery (75% or more of the assign-
ment’s prerequisite learning objectives mastered) and low-mastery (25% or fewer of
the assignment’s prerequisite learning objectives mastered) students at each level of
overall initial ability (struggling, average, advanced).

Student work is thus not grouped by topic, but rather by the student’s overall initial
ability (a single value for each student, independent of assignments) and level of
relevant learning objective mastery at the start of the quiz or assignment (one value for
each student-assignment or student-quiz pair). This process does not control for vari-
ance in student performance due to factors specific to institutions, instructors, or topic.2

3 Results and Discussion

Figure 1 plots mean quiz score for students of each overall initial ability level as a
function of their level of learning objective mastery at the start of the quiz. Quiz takers
who mastered at least 75% of the quiz learning objectives through previous adaptive
work went on to achieve substantially higher quiz scores than similarly-skilled peers
mastering 25% or fewer of the learning objectives. This was true across ability levels,
but the largest gains went to students of lowest overall initial ability: mastering quiz
learning objectives increased initially struggling students’ average quiz scores by 38%
points, raising scores for these students above the scores of otherwise advanced stu-
dents who skipped the adaptive work or failed to reach mastery.

Students who mastered the learning objectives on an assignment also tended to
perform better on later, more advanced assignments. As Fig. 2 shows, students who
mastered 75% or more of the learning objectives prerequisite to any given assignment
were more likely to complete the assignment than students who did not. This illustrates
a positive feedback cycle: mastery of prerequisites increases the likelihood that students
will master postrequisites, especially for students of generally low overall course
preparedness. Notably, students who initially struggled overall but mastered most of
the prerequisites to a particular assignment tended to outscore students of generally
higher overall abilities who did not master the prerequisites.

Mastery of an assignment’s learning objectives is also associated with shorter
postrequisite adaptive assignments. When students began an assignment after having
mastered at least 75% of its prerequisites, they tended to require fewer questions to
complete it – 30–45% fewer than peers mastering fewer than 25% of the prerequisites
(see Fig. 3). Again, students with low initial overall abilities saw the biggest gains: an
average postrequisite assignment shortening of more than 40%.

2 When students are compared only to class intra-assignment or intra-quiz peers, the outcome
distributions over the resulting (much smaller) data set match the general trends shown here. The
results below provide a less-controlled but wider-ranging composite picture of student performance
across a variety of classroom implementations.
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Since overall initial ability (as naively indexed here) does not appear to determine
whether or not a student can reach mastery, future work will attempt to determine what
factors differentiate students who reach mastery from students who do not. These
differentiators may include non-cognitive factors like engagement, growth mindset, and
persistence.

Fig. 1. Quiz score as a function of learning
objective mastery. Error bars indicate 95%
confidence interval; colors indicate student
overall initial ability level.

Fig. 2. Percentage of students starting an
assignment who ultimately complete it as a
function of prerequisite learning objective
mastery. Colors: student overall initial ability
level. (Color figure online)

Fig. 3. Percentage decrease in questions necessary to reach mastery (and assignment
completion) due to prerequisite learning objective mastery. Error bars: 95% confidence interval.
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Abstract. Imbellus is an assessment company that aims to test cognitive pro-
cesses within the context of immersive simulation-based assessments. This
paper explores our work with McKinsey & Company, a best-in-class manage-
ment consulting firm, to build a simulation-based assessment that gauges
applicants’ cognitive skills and abilities. Leveraging a cognitive task analysis
grounded in theoretical work and practical observations of on the job activities,
we defined key work activities and skills needed to complete them. We then
developed scenarios that abstracted and generalized the most crucial skills. To
make sense of significant telemetry data from users’ interactions with the
assessment, we applied theoretically grounded expert models to guide our
scoring algorithms. Our assessment draws inferences across seven major
problem-solving constructs. We will present our initial findings and describe
implications of our current work for the fields of artificial intelligence and
assessment.

Keywords: Simulation-based assessment � Cognitive skills
Artificial Intelligence

1 Introduction

Imbellus is an assessment company that aims to evaluate cognitive processes within the
context of simulation-based assessments. We will deploy these assessments across a
variety of industries, domains, and organizations. We have partnered with McKinsey &
Company, a best-in-class management consulting firm, to gauge incoming applicants’
cognitive skills and abilities.

The Imbellus assessment focuses explicitly on incoming applicants’ problem-
solving skills and abilities. We define problem solving as a cognitive process directed
at achieving a goal when no solution is obvious to the user (Mayer 2014). In part-
nership with McKinsey & Company, we conducted a cognitive task analysis
(Schraagen et al. 2000) to conceptualize how successful problem-solving abilities
manifest in the workplace. We developed our understanding of problem-solving skills
from on-site interviews, case study analyses, and a review of related literature and
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created a problem-solving ontology representing seven major constructs (e.g. situa-
tional awareness, metacognition, decision-making). We examined the structural
alignment between our problem-solving ontology and the nature of employees’ work
by comparing job activities at McKinsey & Company. We mapped job activities to
constructs to lay the blueprint for developing scenarios within our simulation-based
assessment.

Our scenarios are tasks embedded within our assessment that abstract the context of
a given work environment while maintaining opportunities for users to portray
problem-solving capabilities required by the job. Transposing skills and applications to
a different but comparable context allows us to assess far transfer (Perkins and Salomon
1992). Each scenario in our assessment is designed based on a set of problem-solving
constructs and workplace activities. The assessment requires users to interact with a
series of challenges involving terrain, plants, and wildlife within a natural world set-
ting. This setting limits bias and offers an accessible context regardless of background
and prior knowledge. For example, in one scenario a user may be identifying
impending environmental threats in an ecosystem, given evidence. As a user interacts
with our assessment, we collect a wealth of information about how they approach the
task. Analyzing users’ telemetry data (e.g. mouse movements, clicks, choices, times-
tamps), we can examine their cognitive processes and overall performance.

2 Overview of Score Development

From our research-driven, theoretical framework, we devised Imbellus scores to
quantify how users’ actions, timestamps, and performance within each scenario related
to various cognitive constructs. Cognitive science, educational psychology, and
learning science theories guided the mapping of each score to relevant constructs. Our
scores focus both on the product (i.e., right or wrong) and on the process (i.e., how did
they get there, what choices did they make, how many mistakes did they correct),
which is more nuanced than traditional cognitive assessments.

We built, tested, and iterated upon Imbellus scores using both our theoretical
framework and user data. We began our score design process by outlining an expert
model, informed by our literature review of problem-solving skills, for each scenario.
Our expert models outlined an expert’s expected telemetry stream and corresponding
evidence (e.g. efficiency, systematicity) for each assessment scenario. Expert models
drove our evidence statements, outlining what information we would need to see from
the user in the environment to infer strong problem-solving skills. For instance, if we
wanted to measure informed decision making in our tasks, we would create an evidence
statement that would define what informed decision making is and how it would
manifest in our assessment. All scores were programmed using these evidence state-
ments as the scoring parameters. After scores were built, we conducted think aloud
testing and internal playtests to evaluate and iterate upon our initial expert models and
scoring parameters. These initial scoring parameters served as the basis for our pilot
study in November 2017.
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3 Preliminary Pilot Overview

Using the preliminary Imbellus scores, we conducted a large-scale pilot study with
McKinsey & Company. The goal of this pilot was to test our assessment platform and
three scenarios and to examine the predictive power of our initial Imbellus scores.
Information from this pilot study is being used to iterate and design future Imbellus
scores and simulations.

3.1 Method

The pilot test was conducted in London, United Kingdom from November 13th to 17th,
2017. The test assessed 527McKinsey candidates, of whom 40%were female, 59%were
male, and 1% did not provide gender details. Of the pilot population, 56% of the par-
ticipants were native English speakers, 43%were non-native, but fluent English speakers,
and 1% had a business-level proficiency in English. The ethnic breakdown of the sample
based on the Equal Employment Opportunity Commission (EEOC) guidelines was
52.6% White, 29.7% Asian, 3.9% Hispanic, 4.1% Mixed, 3.3% Black, 2.8% Other, and
3.5% who did not specify (“Code of Federal Regulations Title 29 - Labor” 1980).

The pilot test was an opt-in, proctored assessment following the participants’
completion of the McKinsey & Company paper-based Problem-Solving Test (PST).
The PST was validated using industry standard validation procedures for relevance to
job specifications, scaling, and reliability. The Imbellus assessment was administered
for 1 h. Over the 5 days of testing, a total of 29 testing sessions took place on
McKinsey-owned laptops in an enclosed, proctored conference room setting. Follow-
ing completion of the assessment, participants completed an online survey. The survey
collected demographic information and feedback on each scenario’s design and
usability through 4-point Likert scales supplemented by open-ended questions.

3.2 Initial Results

Our scoring pipeline transformed each users’ telemetry data into the Imbellus scores.
To examine how well our assessment performed, we validated it against the PST. If the
Imbellus scores are valid, we would expect a positive correlation between our scores
and the PST. A PST score above a certain threshold is used as an early screen for
cognitive ability in the McKinsey hiring process. The PST is one aspect of the
McKinsey and Company selection process and is combined with other inputs. As a
cognitive, work sample test the PST is likely to be a reasonable predictor of job
performance. When the first cohort of applicants reaches their first performance review,
they will be reassessed using job performance as the target. We built an elastic net
logistic regression model trained on Imbellus scores to predict whether a user reached
the PST threshold. We chose to use elastic net regularization because it tends to set the
weights of uninformative scores to 0 while grouping predictive but near collinear
scores (Hastie et al. 2009). We withheld 25% of the data for a test set.

The PST is a challenging test and fewer people reached the threshold than did not.
This class imbalance means that models that predict mostly negative outcomes for
everyone could have high accuracy. We assessed the model using the F1-score, which
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is robust to class imbalances. The F1-score is the harmonic average of precision (true
positives divided by predicted positives) and recall (true positives divided by all
positives). An F1-score of 1 means the model is a perfect classifier; a model with an F1-
score of 0 is always wrong. The micro-averaged F1-score for the test fraction was
0.621. This suggests that the Imbellus scores do have some predictive capability of
users’ cognitive skills but do not duplicate PST results.

Survey results indicated that 67% of users preferred the Imbellus assessment to the
PST, and 91% of users found the Imbellus assessment engaging. Similarly, 64%
reported the Imbellus assessment leveraged the same type of cognitive skills required
for success in the McKinsey & Company selection process. These results suggest our
assessment offers a more immersive alternative to existing assessment methods while
maintaining context and construct validity.

4 Next Steps

Our forthcoming assessments are being designed for remote deployment via timed
releases where users participate across any number of locations. To ensure no two
assessments are the same, we are employing artificial intelligence (AI) approaches to
scenario generation. We vary data-driven properties referenced across scenarios that, in
turn, build unique versions of those scenarios. Our AI and data-driven architecture will
protect against cheating and gaming of the test - a significant challenge facing many
existing cognitive tests.

We are currently conducting playtests with McKinsey & Company employees and
candidates globally while refining our assessment in preparation for operationalization
next year. We are also developing additional ontologies and assessments for hard-to-
measure skills and abilities. Our goal is to provide more specific, useful data on
incoming applicants and employees that can inform the structuring of teams, assigning
work, and managing talent.
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Abstract. Technological changes always bring new opportunities and risks that
can modify the existing marketplace. This is also valid for the Industry 4.0 trend,
which raises hopes on one side and fears on the other. Especially small and
medium-sized enterprises (SMEs) cannot ignore this challenge, if they want to
prosper in the future. They certainly need technological support that can assist
them in planning, steering, and monitoring the transition process as well as in
up-skilling their employees. Design and development of such a system is the
aim of the ADAPTION project. In this article we report on this ongoing work,
especially on the tool using the newly created progress and maturity models, but
also on the related competence development approach. These efforts should
enhance the palette of novel methodologies and facilities that are needed to
efficiently support workplace learning and training under new circumstances.

Keywords: Competence development � Workplace learning � Industry 4.0

1 Introduction

Intelligent tools (exploiting big data) transformwork processes and it is difficult to predict
related changes and their consequences [1]. The trend opens new opportunities and
business executives should consider complementarities of humans and computers, to be
successful in the marketplace. Another challenge is to establish organizational strategies
for upskilling employees, focusing on competences that cannot be replaced by machines.
The technological developments reform manufacturing and supply chains, where the
competitive advantage in small andmedium-sized enterprises (SMEs) depends on skilled
labour and specialization. The Industry 4.0 paradigm shift from resource-oriented plan-
ning to product-oriented planning is based on networking of intelligent machines and
products, called Cyber Physical Production Systems (CPPS). With changing customer
demands, the product will be able to request the necessary production resources auton-
omously. Consequently, the industrial workforce has to develop new competences in an
efficient way, which requires novel education paradigms. The challenge is to develop new
learning settings and measures for this purpose. To manage the related change process, it
is crucial to win the support of employees. However, it is not quite clear how to suc-
cessfully implement the organisational change, as the available theories and approaches
are often lacking empirical evidence [2]. Critical success factors as well as methods for
measuring the success of organisational change management are needed.

© Springer International Publishing AG, part of Springer Nature 2018
C. Penstein Rosé et al. (Eds.): AIED 2018, LNAI 10948, pp. 442–446, 2018.
https://doi.org/10.1007/978-3-319-93846-2_83

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_83&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_83&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93846-2_83&amp;domain=pdf


2 Related Work

In the past, there were various efforts to support professional learning. Building a
technical and organizational infrastructure for lifelong competence development was
already the aim of the TENCompetence project 10 years ago. Their demand-driven
approach [3] was based on the qualification matrix, mapping the relevant tasks on the
required competence profiles. Such a competence map was used by the staff for self-
assessment. The resulting competence gap was analysed, in order to prioritise com-
petence development needs. For the required competences, expert facilitators were
identified, and competence networks were established. To support this methodology,
the Personal Competence Manager was implemented [4], which at the individual level
enabled goal setting (specification of the target competence profiles), self-assessment
(to identify the knowledge gap), activity advise (selection of personal development
plans), and progress monitoring (to support awareness and reflection).

As a major requirement is to develop new competences in the industrial workforce
quickly and efficiently, breakthrough paradigms for continuous training of employees
are needed. Previously, different approaches have been investigated. The ROLE project
developed a flexible one based on the responsive and open learning environments [5],
which was later customized for SMEs in the BOOST project [6]. The APPsist project
implemented an advanced architecture with intelligent assistance and knowledge ser-
vices at the shop floor [7]. The Learning Layers project aimed at the scalability issue,
using mobile devices with collaboratively created and shared multimedia artefacts, e.g.
adaptive video based on semantic annotations [8]. Affordances of augmented reality
and wearable technology for capturing the expert’s performance in order to support its
re-enactment and expertise development are investigated in the WEKIT project [9].

A study on competence requirements in the digitized world of work [10] identifies
the insufficient qualifications of employees as a major problem for the transition to
Industry 4.0. Four main competence types were distinguished: Professional, Data and
IT, Social, and Personal competences. The last two of them represent the soft skills,
which are crucial and should be continuously developed. There is a big challenge to
realize new forms of individualized and informal learning integrated in various settings
(including workplace) and cultivating meta-cognitive skills (e.g. motivation and self-
regulation). Key for Industry 4.0 are combinations of professional (especially pro-
duction process and systemic knowledge) and IT competences (mainly data analysis,
IT security and protection) with social (including cooperation, communication abilities)
and personal (like lifelong and self-regulated learning, analytical ability, interdisci-
plinary thinking, problem solving) skills. Moreover, several dozens of other important
competences were identified in this study, which need to be cultivated.

Business intelligence and analytics became an important area of study, which
reflects the impact of data-related problems to be solved in contemporary business
organizations [14]. In the age of big data, the emphasis in industry has shifted to data
analysis and rapid business decision making based on huge amounts of information.
Development of such competences requires trial-and-error and experimentation.
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3 ADAPTION System

The ADAPTION project [11] aims at the individual support of SMEs in their transition
towards Industry 4.0. Its approach is based on the progress and maturity models [12],
taking into account the technical, organizational and personal aspects. The consortium
put a lot of effort into the development of these models, when production system and
workplace learning experts used their aggregated knowledge to formalize requirements
for transition of companies to Industry 4.0. Moreover, the outcomes were intensively
consulted with real SMEs regarding their appropriateness and usability. Currently, a
software system is being developed, which facilitates the description of the current and
target states of the company (Fig. 1), as well as the specification of actions that should
be taken to overcome the identified gap (Fig. 2) and their evaluation. In larger com-
panies it may not be easy to describe the current status consistently, as there can be
differences between its various departments. Nevertheless, in all cases it is reasonable
to focus on a suitable part of the company, which can be presented and assessed
consistently. For similar reasons it is recommended to also consider a suitable time
frame for the target status achievement (e.g. 6 months). The idea is to stay focused as
well as to plan and monitor the progress properly.

Fig. 1. Identification of the current and target status for one of 42 categories.

Fig. 2. Specification of operations that have to be performed to fill the existing gap between the
current and target status for relevant categories.
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4 ADAPTION Competence Development Concept

The operations specified to fill in the identified gap may include qualification and
upskilling of employees. This should be concretely assigned to individual persons. In
these cases, target competence profiles will be specified, suitable candidates, who can
set up their goals and assess their current status of the required competences, in order to
identify their personal competence gap, will be selected. They will then create their
personal development plans (as a collection of learning resources) with the assistance
of the system. Following the plan, they record their achievements and reflect on the
progress, in comparison with the selected learning and training objectives.

As mentioned earlier, the related research includes an overview of the relevant
competences for the Industry 4.0 area [10]. Based on the individual qualification goal
the system will advise resources to acquire the relevant competences and monitor
progress, supporting awareness and reflection of individual users. This means that the
system will include both recommenders as well as learning analytics facilities. A good
source of relevant learning resources is the MOOC Hands on Industrie 4.0 (in German)
presented by renowned experts from science and industry [15].

Following [13], we consider a service architecturewith 4 layers: 1.Data –multimodal
sensory fusion (e.g. physical environment, attention, affect), 2. Basic Services – data
analysis (e.g. domain, user, context, pedagogical, adaptation model), 3. Smart Services –
intelligent multimodal assistance (in work) and knowledge (in training) services (e.g.
guidance and recommendations, awareness and reflection). 4. User Interface – person-
alized and adaptive learning and training (e.g. with wearables and augmented reality),
including soft and motor skill training as well as immersive procedural training (like
capturing and re-enactment of expert performance). In order to gain the trust of the user, it
is necessary to keep clear privacy rules as well as to provide explainable machine deci-
sions. Later on, the system will be evaluated, using the Technology Acceptance Model.

5 Conclusion

Industry 4.0 changes the manufacturing world dramatically and especially SMEs need
and deserve special support in order to be able to benefit from the new conditions. Such
a transition includes change management at the technical, organizational as well as
personal level. The ADAPTION project deals with design and development of a
software system that can help identify the current and target status of the company, plan
the necessary operations to overcome the existing gap as well as monitor and evaluate
the progress. A crucial part of these changes represents the human factor with ups-
killing of the workforce and development of required competences. This work is in
progress and in this paper we report on the current status of the software tool and the
principles of the competence development approach.
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Abstract. Driven by the latest technologies in artificial intelligence
(e.g., natural language processing and emotion recognition), we design
a novel robot system, called smart learning partner, to provide a more
pleasurable learning experience and better motivate learners. The self-
determination theory is used as the guideline to design its human-robot
interaction. The large-scale deployment of SLP in local schools and fam-
ilies would bring both research and commercial opportunities.

1 Introduction

Different from the formal education and massive open online course (MOOC)
platforms that mainly provide standard courses and learning resources, today’s
education more emphasizes on providing intelligent and personalized learning
services for individual learners. Driven by the fast advancements in AI tech-
niques, typically including natural language processing and emotion recognition,
the robot industry for education, especially for K-12 education, significantly
grows to satisfy the increasing demands for both schools and families in recent
years.

The existing educational robots, in general, can be divided into two cate-
gories. The first one, providing teachers’ manipulative tools for students’ learning
of scientific knowledge and skills, has been widely used in STEM (Science, Tech-
nology, Engineering and Mathematics) courses [1]. The second category mainly
belongs to socially assistive robotics [2], which assists learners through their
social interactions and daily activities.

In this paper, we introduce a novel robot, called smart learning partner
(SLP), which adopts the self-determination theory(SDT) [3] as the design prin-
ciple to provide a more pleasurable learning experience and better motivate
learners during their interaction with the robot. Specifically, it provides the
personalized learner-robot interaction services by leveraging on the latest tech-
niques, typically including the conversational agent, question-answering system
and emotion recognition. Different from most socially assistive robots target-
ing on pre-school or primary school students, the SLP robot mainly works as a
learning assistant for secondary school students.
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2 System Description

From the perspective of system design, the SLP system can be simply divided
into two modules, namely learner interactive module and data aggregation mod-
ule, as illustrated in Fig. 1. We will elaborate the two modules respectively.

Fig. 1. The block diagram of SLP system

2.1 Learner-Robot Interactive Module

This module is the core of the SLP system, as it is mainly in charge of the
learner-robot interaction. As mentioned earlier, SDT theory is used as the key
design principles. Briefly speaking, SDT is a theory of human motivation and
personality that highlights the importance of human inherent growth tendencies
and innate psychological needs, typically including autonomy, competence and
relatedness. The satisfaction of such psychological needs may effectively moti-
vate learning process, incentivize learners, and eventually enhance their learning
performance and achievement. In accordance with SDT, a number of strategies
can be implemented and have been successfully applied in designing e-learning
tools [4,5]. Similarly, we utilize such three psychological needs to design the
module as below:

– Autonomy : it refers to the sense of volition or willingness when doing a
task. Normally, choice, acknowledgment of feelings and opportunities for self-
direction allow people a great feeling of autonomy. To satisfy a learner’s
autonomy, a dedicated question-answering (QA) engine is designed based on
individual learner’s personalized knowledge graph to generate questions and
answers. Meanwhile, it provides multi-modal learning resources (e.g., videos
and slides) for learners to choose. Figure 2(a) shows the SLP playing a micro-
lecture video on the topic of factorization, and Fig. 2(b) demonstrates part of
the corresponding learner’s personal knowledge graph for mathematics sub-
ject. Moreover, by leveraging on the foreground camera on SLP, an emotion
recognition engine is implemented to recognize learner’s real-time emotion
status from his or her facial expression(e.g., happiness, surprise and disgust),
where the image-based multiple deep network learning is used [6]. Using such
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emotion detection results, we further enhance the interactive module to pro-
vide a more appropriate real-time feedback for learners. For example, when
a learner keeps showing negative emotions (e.g., disgust) during the learning
process, SLP may query about his or her current feelings or directly suggest
the learner have a rest to alleviate the pressure.

– Competence : it refers to the need for a challenge and the feeling of effectance.
To fulfill a learner’s competence, SLP periodically provides positive feedback
and incentives when the learner makes a significant progress on the current
learning topic. Meanwhile, it tentatively encourages the learner to try a learn-
ing topic with a higher difficulty level.

– Relatedness: it refers to the feeling connected with others. To enhance a
learner’s relatedness to the robot, a dedicated conversational agent (CA)
engine is designed to support casual chatting with learners. The designed
CA is essentially a computer program which tries to generate human like
responses during a conversation. Similar to other end-to-end non-goal-driven
dialogue system [7], our CA system is mainly based on the generative prob-
abilistic model. Moreover, we adopt face recognition techniques to automat-
ically identify learner’s identity, and accordingly use his or her name and
favorite greetings at the beginning of different learning activities.

Fig. 2. Personalized knowledge graph supporting question-answering and multi-modal
learning resources

Table 1 summarizes the three psychological needs in SDT, design principles
and our current implementations for this module.

2.2 Data Aggregation Module

As mentioned earlier, our SLP robot targets on the education for primary and
secondary school students, and thus it currently supports a number of subjects,
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Table 1. Design principle and implementation

Psychological
needs

Design principle Current implementation

Autonomy

(The sense of
volition or
willingness
when doing a
task)

• Providing choice and mean-
ingful rationales for learning
activities
• Acknowledge learner’s feel-
ings about the current study
topics
• Minimizing pressure and
control

• Question-answering engine
with personalized knowledge
graphs
• Emotion recognition engine
with real-time feedback
• Multi-modal learning
resources

Competence

(The need for
a challenge
and the feeling
of effectance)

• Providing positive
comments and reinforcement
during the learning process

• Periodically incentivizing
learner’s significant progress
• Properly encouraging
learning topics at a higher
difficulty level

Relatedness
(Feeling
connected
with others)

• Conveying a personal,
relevant and respectful
messages and information

• Conversational agent for
casual chatting with learners
• Learner identity
recognition with personalized
greetings and responses

including mathematics, Chinese, English, history, geography, physics, biology
and ideology. For each subject, a personalized knowledge graph can be automat-
ically constructed for each individual learner, according to his or her personal
assessment results and the interaction data with the QA engine. For each con-
cept on the knowledge graph, the system automatically denotes different level of
the knowledge proficiency for that individual learner using his or her assessment
results.

Moreover, the data aggregation module manages a large volume of learning
resources. Several types of learning resources are currently available on SLP,
including micro-lecture videos, quiz questions, and teaching handouts on the key
concepts of each subject. The learning resources will be selectively recommended
to learners during their interaction with both QA engine and CA engine. Due to
the limited space, we will not elaborate the recommendation algorithm design
in this paper.

3 Conclusion and Deployment

We introduce our SLP robot system, which emphasizes on the interaction with
individual learner and satisfying learners’ innate psychological needs. We adopt
the SDT as the design guideline, and the latest techniques in emotion recogni-
tion, CA and QA systems. We are currently working with the local government
agencies to deploy SLP to more than 60 local schools and their students.
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Abstract. This paper adds to the evidence of the efficacy of intelligent tutoring
systems (ITS) in mathematics learning by evaluating a large-scale intervention at
the state of Aguascalientes, Mexico. We report the results of a quasi-experimental
study, addressing at the same a particular request of the decision-makers respon-
sible for the rollout to provide, from early stages of the intervention, independent
evidence of the efficacy of Math-Whizz Tutor beyond its internal metrics, and
recommendations in terms of the expected weekly usage levels to guide the
blended learning approach.

Keywords: Intelligent tutoring systems � Evaluation � Large-scale

1 Introduction

Although there is mounting evidence that intelligent tutoring systems, under the right
conditions, can offer a significant advantage in supporting students’ learning [1, 8],
understandably educators or other stakeholders responsible for their adoption require
evidence of large-scale evaluations and specific recommendations about classroom
integration in their context.

Our case study involves the rollout of the intelligent tutoring system, Math-Whizz,
in the state of Aguascalientes, Mexico. While previous studies have demonstrated
positive results (e.g. [6, 9]) and Whizz Education has developed global usage guide-
lines for implementations based on historical data, the decision-makers in charge of the
state-wide adoption required (i) guidance on how much time students should spend on
the Math-Whizz tutor each week, and (ii) independent evidence, at early stages of the
roll-out, that demonstrates the intervention’s potential in their context.

This paper presents our approach to providing weekly usage recommendations for
Math-Whizz inAguascalientes based on internal systemmetrics, and reports the results of
a quasi-experimental study evaluating the efficacy of the overall approach using amixture
of standardized exams and locally appropriate tests. The late addressing the common
concern in the field that the type of test affects evaluation results [4]. As such, beyond the
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results of interest to the specific study, the papermakes amethodological contribution and
aims to add to the debate of efficacy of intelligent tutoring systems in general.

2 Math-Whizz

Math-Whizz is an intelligent online tutor for 5 to 13-year-olds. It comprises 1200
learning objectives which have been organised into 22 topics and sequenced within
each topic based on a curriculum map developed by educationalists. Maths-Whizz is
being used by hundreds of schools in eight international territories and currently serves
over 150,000 students worldwide (Fig. 1).

The student experience begins with an adaptive assessment that measures the
student’s knowledge across several maths topics. The tutor then guides students
through an individualised learning pathway, privileging topics in which the student is
behind with the goal of helping each student achieve a rounded learning profile.

Each lesson begins with a Teaching Page, which uses direct instruction to introduce
the concept or method. This is followed by an interactive exercise, which use rich
visual representations and scaffolded prompts to guide learners. During the exercise, a
student receives hints (including the solution). If a student passes a certain threshold of
correct answers, they are given a test where they can demonstrate what they learnt in a
different context than the initial activity.

Fig. 1. An example of a Maths-Whizz exercise
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The tutor uses real-time learner data to offer remedial support when students are
stuck and advancing them when they have demonstrated a good understanding of each
learning objective. The topic sequencing policy thus relies on the assumption that a
student will be able to solve the exercises of the selected difficulty level and only
advances students when they have acquired the relevant prior knowledge. As such it
implements a type of mastery learning approach, guided by its internal metric, ‘Maths
Age’™, which has a natural interpretation: a Maths Age of nine corresponds to the
knowledge expected of a nine-year old according the curriculum map. Maths Age is
calculated for each topic, and an arithmetic mean is then assigned as an overall Maths
Age for each student. Maths Age is aimed at informing teachers and parents about
students’ mathematics ability [9]. In addition, the overall platform offers live reports
as a monitoring tool for teachers, as well as a collection of instructional resources
(including the bank of 1200 lessons) for classroom use.

3 Methodology

The overall evaluation approach in Aguascalientes followed a mixed methods approach
that included both qualitative and quantitative data from a range of stakeholders. The
qualitative part relies on observations in a range of schools, interviews with teachers,
parents and students themselves as well as observation of teacher training sessions.
In this paper, we focus on the quantitative analysis that relied on a quasi-experimental
design, particularly a non-equivalent control group study [2] in two conditions: the
Math-Whizz condition (MW) with schools that are implementing the intervention
(and take part in the teacher training), and the non-users (NU) condition that included a
range of state schools throughout Aguascalientes. We do not refer to the latter as
‘control’ group because, for reasons outside the control of the first author, the design of
the evaluation started after schools were already selected for the government Math-
Whizz rollout. The NU schools are still potentially future MW schools for a second
round of the roll-out. With the understandable threats to internal validity and gener-
alisation of the results, although the group assignment (MW vs NU) was not explicitly
controlled, the initial selection process to take part in the roll-out did not seem to
introduce any selection bias and other factors like students’ socioeconomic status, other
government metrics were the same. All schools were also following the same cur-
riculum and the main difference between the MW and NU schools were that the MW
schools took time out of the normal class for the students to interact with Math-Whizz.

The focus of the work reported here are the primary school students aged between 8
and 9 years old. This is because of the availability of state-wide data from the Mexican
PLANEA test (see http://www.planea.sep.gob.mx/), which we used as an achievement
‘snapshot’. The need to provide an independent evaluation of the intervention at early
stages meant that we could not rely on a state-administered test to measure students’
levels of achievement as these are run at the start and end of the year. Due to other
factors, including holidays and other school priorities we also had a limited time
window (7 weeks) in which to apply a test. We used the corresponding PLANEA that
runs every September as a pre-test (with relevant permissions granted). For the post-test
(end of October) we selected 10 questions from the ‘numbers and counting’ and
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‘addition’ problems, as these were among the topics covered by Maths-Whizz at this
period. We will refer to these tests as Sep and Oct respectively from now on. Internal
consistency for the Sep test was a = 0.85 and for Oct a = .76. Note that Whizz
Education did not make any changes to their adaptive algorithm, nor were they aware
of the exact contents of the test, which was the responsibility of the first author.

4 Results

Due to the short duration of the implementation, we were pragmatic and did not expect
large effect size in learning gains between the two conditions, particularly given the
difficulty of isolating the effects of a complex socio-technical intervention to just the
introduction of an ITS system. Nevertheless, despite the limitations (discussed in
Sect. 5), the results are promising and warrant further research.

For a sample of 3407 4th grade students (NMW = 2188, NNU = 1219), results were
obtained using a linear regression model that resembles the ANCOVA method for
measuring change in time and using cluster robust and heteroscedasticity-consistent
standard errors [3, 7]. Accounting for the differences in students’ test achievement in
September, the predicted achievement score for Maths-Whizz users in the sample is
0.659 points on a scale 0 to 10 higher than non-Whizz users (b = 0.659, p < 0.05).

If the change is not due to unobserved variables, this significant difference in
progress seems associated with the Whizz intervention. Accounting for previous
achievement and for whether students belong to the Whizz user group explains around
18.6% of the differences in students’ scores in October. A corresponding multilevel
model suggests very similar values with an effect size of about d = 0.22, commensurate
with others in the area (e.g. [5]). Analysing the interaction effect of students’ condition
and their initial achievement in September, we found no significant relationship
(b = −0.086 b = 0.659, p > 0.05), suggesting that the relationship between students’
improvement and their membership in the Whizz user group did not depend on their
previous achievement.

To derive both a recommendation for teachers and parents in relation to usage
levels and a way to group students for analysis, we conducted a linear regression of
time in the system again the internal Math Age metric of the system for the Mexico
cohort.

This showed that a student needs to use the system approximately 33 min per week
to achieve a progress rate of one (which corresponds to an expected increase of Maths
Age of 1.00 over one year) and 45 min for a Progress Rate of 1.50. These findings are
consistent with Whizz’s global recommendations, suggesting that the effort required by
Aguascalientes students to achieve learning gains on Maths-Whizz is comparable to the
rest of the world. Accordingly, we create groups of high usage (45 min or more),
minimum recommended usage (34–44 min), low usage (5–33 min) and very low (less
than five mins) and conducted an additional cluster-robust and heteroscedasticity-
consistent regression analysis [7] of the September and October test scores (Fig. 2).

Among other interesting results, we observe, first no significant difference between
non-users and those who used the software less than five minutes (b = 0.081,
p > 0.05). The high usage group is associated with an additional 1.26 point progress
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compared to the non-user group (b = 1.255, p < .001). Similarly, a significant differ-
ence to the progress of the non-user group was found for minimum usage (b = 0.969,
p < 0.01) and low usage (b = 0.831, p < .01). We briefly discuss these below.

5 Discussion

The results from the evaluation described in this paper add to the evidence of the
efficacy of intelligent tutoring systems (ITS) in mathematics learning in a large-scale
implementation at the state of Aguascalientes in Mexico. Of course, the disentangle-
ment of causal relationships between the use of any technology and learning outcomes
and other factors that may distort the view on such relationships, is a well-known
problem in the field1. As the data are from a real live context, some factors were outside
the scope of this study and of course, this raises some limitations here. For example,
there could be systematic differences between schools or homes that, unknown to us,
led implicitly to initial intervention selection or self-selection in usage groups. The lack
of any significant difference in the learning gains of non-users and those Whizz users
with minimal usage, speaks against a selection bias that arises from prior differences
between the groups. However, further studies should investigate the relationship of
previous achievement and usage.

Lastly, qualitative and teacher survey data (not discussed here), paint a positive
picture for the overall implementation attributing to its success other factors such as the
intense professional development offered to the teachers and strong parental involve-
ment at home. Taking also into account the novelty of the intervention and findings

Fig. 2. Mean score in Sep. and Oct. by usage group

1 c.f. OECD http://www.oecd.org/education/students-computers-and-learning-97892642
39555-en.htm.

456 M. Mavrikis et al.

http://www.oecd.org/education/students-computers-and-learning-9789264239555-en.htm
http://www.oecd.org/education/students-computers-and-learning-9789264239555-en.htm


from meta-analysis such as [8] that short-term interventions appear generally more
successful than more lengthy ones, future work should look at large-scale and long-
term experimental evaluation that takes into account government initiatives on pupil
testing, a robust sampling procedure and testing instruments and a systematic way to
include student and teacher opinions and their role in the intervention.
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Abstract. Metacognitive competencies related to cognitive tasks have
been shown to be a powerful predictor of learning. However, consider-
ably less is known about the relationship between student’s metacogni-
tion related to non-cognitive dimensions, such as their affect or lifestyles,
and academic performance. This paper presents a preliminary analysis of
data gathered by Performance Learning Education (PL), with respect to
students’ self-reports on non-cognitive dimensions as possible predictors
of their academic outcomes. The results point to the predictive poten-
tial of such self-reports, to the importance of students exercising their
self-understanding during learning, and to the potentially critical role of
incorporating such student’s self-reports in learner modelling.

1 Introduction

Academic performance is typically measured through assessments on standard-
ised tests, which are often used formatively together with teachers’ assessments
of students’ attitudes and motivation to predict final grades on high-stake exams.
However, there is no standardised way in which the predicted grades do actually
reflect students’ attitudinal and motivational traits. Although the importance
of students’ emotions, motivation and lifestyles to learning is confirmed by sub-
stantial research [1], the lack of teacher training with respect to ‘diagnosing’
students motivation and attitudes, coupled with the known challenges related
to accessing reliably other people’s mental states (e.g. [2], leads to a whole vari-
ety of subjective judgements which are hard to validate and operationalise in
everyday educational practices.

Owing to a prevalent emphasis on subject-specific education together with
a predominantly didactic, ‘teacher in charge of the assessments’ approaches
that are adopted in mainstream education, one aspect which is often overlooked
in school contexts is the value of engaging students in their own assessments,
for example through self-reporting on how they feel, what motivates them and
what they consider the possible barriers to their learning. Such self-assessments,
involving the metacognitive competencies of self-monitoring, play a crucial role
c© Springer International Publishing AG, part of Springer Nature 2018
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in allowing students to reflect on their experiences, motivation and attitudes
and in helping them first, to understand their own behaviours, and second, to
plan actions, set goals and aspirations, and ultimately – to make informed deci-
sions [3].

Although metacognitive competencies have been established as a powerful
predictor of learning [4], they have been mainly examined in literature and
applied in educational practice in relation to subject specific tasks, e.g. in
explaining away problem solving [5]. Self-explanations by students in relation
to socio-emotional, attitudinal and life-style choices do not figure explicitly on
the mainstream curriculum agenda, despite the observed benefits, because: (1)
it is not clear to what extent students’ self-explanations in relation to such non-
cognitive dimensions are actually reflected in their academic performance; (2)
asking students to self-explain in terms of such dimensions may be considered
intrusive, especially in whole classroom situations. AIED approaches, especially
those concerned with learner modelling and open learner models, can poten-
tially address both those concerns and provide a powerful means for supporting
students in engaging in self-monitoring and in self-regulation.

In this paper we present a preliminary analysis of data generated by Per-
formance Learning Education (PL) in live high-stakes intervention contexts in
two schools (A and B), involving a total of 48 students aged 16–17 preparing for
pre-university examinations. We describe the self-reporting instrument (PLOA)
used to elicit responses from the students on key aspects of their socio-emotional
states and lifestyle habits related to a potential risk of their underachieving in
their exams.

2 Performance Learning Online Assessment: PLOA

PL supports schools in raising students’ academic achievement as measured
through high-stakes exams, which are required for entry to university, further
educational, or professional development. The company works at all levels of
education from primary and secondary, through further education to the univer-
sity level. Its main user base are state-funded schools catering for pupil cohorts
from low socio-economic backgrounds. The attainment in those schools tends to
be poor and often below national average, with many pupils leading hectic lives
and not prioritising or valuing academic achievement.

PL’s approach emphasises the importance of students developing a good
understanding of their own strengths and weaknesses along with the possible
causes for both. Its approach is structured around four overlapping trait cate-
gories known to be of critical importance to students’ learning and development:
(i) motivation, linked to student’s goal orientation; (ii) organisation related to
the executive functions of planning and attentional control; (iii) memory broadly
related to attentional control and cognitive flexibility; (iv) lifestyle related to
sleep and physical and emotional wellbeing of the students. There are two ele-
ments to PL: (1) self-assessment by students aimed to ascertain their strengths
and weaknesses along the four trait categories described; (2) curriculum, which
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coaches students in how to attend to specific aspects of their lifestyles, attitudes,
emotions and goal management.

The students’ self-assessments (henceforth referred to as PLOA) are con-
ducted online at the start and end of pupils’ PL’s curriculum, to establish any
changes in their self-assessments over time. Twenty eight questions are used to
elicit self-assessment from individual students in relation to the four categories
assessed. Student’s responses are scaffolded through multiple choice questions
that are associated with each trait category, each question linked to a risk level
(1: low risk, to 5: high risk), with each level representing the relative degree to
which a particular trait may be a barrier to a given student’s academic achieve-
ment. For example, if under the motivation category a student declares that they
cannot cope with and tend to panic under pressure, this is linked to a relatively
high PLOA risk level. PLOA scores associated with each student answer choice
are aggregated at the end of the assessment and an overall PLOA is calculated
using a PL’s proprietary weighted means function which is further associated
with percentage ranges; the lower the percentage, the higher the PLOA risk level.
For further details about PL’s approach and the development thereof see [6].

3 Data Analysis and Results

Two UK schools which use PL as an approach to raise student attainment
have been included in the analysis presented. Both are co-educational secondary
schools, catering for between 400 (School A) and 1300 (School B) pupils aged
11–18 years old. In both schools there is an equal boy-girl ratio and both schools
have a medium to high free school meals percentage which is used as a key
socio-economic school indicator in the UK. Additionally, school A has a special
educational needs provision for pupils with moderate learning difficulties.

Initial and final PLOA, gathered before and after PL intervention, were used
in the analysis, along with the estimated exam grades (EEGs) and final exam
grades. Both sets of grades were provided by the schools and were based on
subject-specific tests and, in case of EEGs, on test results and assessments of
individual students’ attitude and overall effort in each subject. For both schools
Pearson correlations coefficient analysis revealed significant correlations between
students’ PLOA and their final overall grades (School A N = 35, r = .583,
p < .001); (School B N = 13, r = .878, p < .001). Partial correlations analysis
for each subject for which PL intervention was given, revealed a similar pattern.
In addition, a paired-samples t-test was conducted to test the change in the initial
and final PLOA. As expected, this significant increase was also apparent in each
school. School A: Initial PLOA (M = 48.522, SD = 10.293) vs. final PLOA
(M = 53.456, SD = 11.617) t(34) = 12.646, p < 0.00; School B: Initial PLOA
(M = 56.269, SD = 10.934) vs. the final PLOA (M = 56.654, SD = 11.998),
t(12) = 7.028, p < 0.00.

As part of a regression analysis, we explored the respective potential of (i) the
EEGs and (ii) EEGs together with PLOA in predicting the final exam grades.
The results show that EEGs alone explain 26.1% of the variance of the aver-
age final score, whereas EEGs with PLOA explain 29.7% of the variance. This
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statistically significant increase in variance suggests that using both predictors
as part of a regression model is more accurate when EEGs and PLOA are used
together. The results are summarised in Table 1.

Table 1. Regression coefficients and statistics

School A (N = 36) School B (N = 13)

Predictors Coefficients t Sig. Coefficients t Sig.

Constant –1.97 –1.96 .058 –1.614 –1.661 .128

Overall initial score .504 4.341 .000 .181 1.147 .278

Final PLOA score .489 4.217 .000 .800 5.069 .000

Overall model r = .764, r2 = .584, p<.00 r = .893, r2 = .798, p<.00

To help interpret these results, and given that the long term goal of this
research is to automate the process of predicting student learning outcomes
(here as measured by exam grades) in order to offer personalised support to
different students, we also aggregated the data across schools and subjects. As
expected, there is a significant increase in the PLOA for the aggregated data set
t(47) = 7.028, p = p < .00. The corresponding regression analysis also resulted
in a significant model, F (2, 45) = 19.383, p < .001, r = .680, R2 = .463 with
both EEGs and PLOA being significant predictors (scoref = −1.166 + .617 ∗
scorei + .053 ∗ ploaf , standardized Beta scorei = .416, ploaf = .459, p < .000).

4 Discussion and Conclusions

Whilst the main limitation of the analysis presented is that it is based on small
number of students, the fact that the PLOA increases significantly suggests
that the PL’s curriculum, which coaches students in how to attend to specific
aspects of their lifestyles, attitudes, emotions and goal management is effective.
The regression analysis suggests that final PLOA together with EEGs predict
the final scores better than either one alone. To contextualise this, the regression
function together with the corresponding coefficients indicate that as the average
initial score increases the average final score will increase by around 62% (if the
final PLOA is held constant). Similarly, as the final PLOA increases by one unit
(one percentage), the average final score will increase by 5% (if the initial score
is held constant). Considering that these results were generated in low-achieving
schools in which the students taking part in the PL intervention are the lowest
of the achievers, together with the fact that the intervention was of a relatively
short duration (a total of eight hours per school), provides a particularly powerful
motivation for investing further in understanding and modelling the relationship
between students’ self-explanations and metacognitive competencies, especially
as relates to students’ attitudes, motivation and lifestyles, and their academic
achievement in high-stakes exams. The results also suggest that providing a
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systematic and consistent way in which student’s can self-report on those ‘non-
cognitive’ aspects of their learning may be an important learning and assessment
tool.

In summary, the results of the analysis presented in this paper are promising
with respect to supporting the long-term goal of this research to develop and
automate further the student self-reporting functionality of the PL approach.
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Abstract. Real-world intelligent tutoring systems are important ambassadors
for promoting wide adoption of the technology. Questions about affordability,
quality control, operational readiness, training effectiveness, and user acceptance
are significant in this context. This paper describes ITADS, an intelligent tutor
developed to provide a problem-based, experiential learning tool to complement
schoolhouse training. The goal was to train US Navy Information Systems
Technology support staff in troubleshooting skills through the use of realistic
simulations and automated assessment and feedback. This paper describes the
tutoring system and a preliminary validation study of its training effectiveness.
The results demonstrate that the system is effective in improving troubleshooting
knowledge and skills. The ITADS system was successfully developed in
twenty-six months from requirements to validation, following strict systems
engineering procedures. The results of the training effectiveness study indicate
that the ITS also leads to significantly improved performance among Navy IT
recruits in troubleshooting tasks.

Keywords: Intelligent tutoring system � Automated performance assessment
Troubleshooting skills � IT skill training

1 Introduction

While research and development of intelligent tutoring systems (ITS) has been ongoing
for decades and many significant advances have been made, tutoring systems for
training real-world, professional skills have been emerging [2]. These systems are
developed under the constraints of operational-level software development with its
attendant emphasis on cost-effectiveness, ambitious development schedules, and rig-
orous software engineering processes. Proof of effectiveness is also an important
consideration when developing such systems. This paper describes a highly immersive,
situated intelligent tutoring system called ITADS, that targets professional training and
was developed under real-world budgetary and schedule constraints. The focus of this
paper in on the results of a study of its training effectiveness. We will first describe the
ITS and then present the study.
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2 ITADS Overview

ITADS is an intelligent tutoring system for training U.S. Navy entry level Information
Systems Technology (IT) support staff. The target audience for the ITS are the new
recruits who attend the Navy’s IT-A school and have limited on-the-job experience
with troubleshooting fleet IT systems. The ITS is intended to serve as a bridge between
schoolhouse training and on-the-job skills required on the fleet.

ITADS uses the problem-based learning approach to teach troubleshooting skills.
The majority of its training is conducted in the context of real-world problems as
encountered in a simulation environment. A training scenario presents a student with an
IT trouble ticket that he/she must address following the Navy’s six-step troubleshooting
procedure [1].

The simulation consists of a dedicated virtual IT network of virtual machines
(VMs) that is an exact representation of the Naval Shipboard IT network. Thus, the
simulation is designed to provide real, hands-on experience of an IT watchstander’s
responsibilities. Each scenario has an associated VM network in which a fault has been
introduced to reflect the training scenario. The student’s task is to perform tests on the
VM network to identify and fix the fault. ITADS automatically assesses performance
and provides adaptive coaching and feedback. The assessments are also used to
maintain a dynamic student model representing the mastery of the student on domain
knowledge, skills and abilities (KSAs). The Tutor can function in either of two modes –
Tutoring On and Tutoring Off. In the Tutoring On mode, the Tutor provides full
intelligent tutoring capability. This includes monitoring and assessing student perfor-
mance on simulation exercises as well as providing coaching, feedback, and an after-
action review (AAR). In the Tutoring Off mode, the Tutor assesses student progress
and performance on an exercise but does not provide coaching or feedback.

The main objective of ITADS is to teach troubleshooting skills. The Navy pre-
scribes the following six-step troubleshooting procedure: 1. identify and replicate the
reported problem, 2. establish a theory of a probable cause, 3. test the theory to
determine the cause, 4. establish a plan of action to resolve the problem and implement
the solution, 5. verify full system functionality and, if applicable, implement preven-
tative measures, and 6. document findings, actions, and outcomes.

Given an IT troubleshooting problem in the form a symptom report (also called a
trouble or service ticket), students are expected to form hypotheses about underlying
faults. Based on a mental model of IT systems, they must select actions to perform in
the VMs to test their hypothesis and observe and interpret the results of those actions.
The refutation of candidate faults and the selection of a root cause are the most
important inferences students must learn to make. Students adopt troubleshooting
strategies based on their mental models and currently available information, perform
actions based on their intentions, observe the results, interpret the results, and make
inferences to refine their hypotheses. This cycle is repeated until they identify the fault.

Since training troubleshooting skills is an important objective for ITADS, assessing
and coaching the knowledge supporting troubleshooting inferences is critical. When it
comes to assessing student expertise and knowledge about the target system at a
functional and system level, the inferences and strategies are at least as important as the
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actions performed. Unfortunately, inferences and strategies are not directly observable
by the automated tutor. The problem, then, is how to augment the simulation-based
tutor so it can elicit some useful aspects of the student’s decision-making rationale,
while keeping the focus on the troubleshooting process rather than making rationale
dialogs the centerpiece of interaction. In developing ITADS, any solution with high
module or content costs was eliminated from consideration, as this would have been
inconsistent with the project’s budget and objectives. Thus, we rejected designs
requiring full natural language and speech processing.

A custom user interface panel was designed for rationale elicitation. Like the tutor
developed by [3], ITADS presents rationales as a set of failure hypotheses that students
update throughout an exercise. Figure 1 shows the user interface for hypothesis
refinement called the Probably Causes Panel. The Probable Causes Panel is pre-
populated with a set of hypotheses at the start of the exercise. The hypotheses are
automatically generated from assessment model that establishes connections between
observed system behavior and potential system faults [4]. The assessment model was
developed with close guidance from SMEs. The pre-populated list of hypotheses
includes distractors that can be generated from the model and also specified by subject
matter experts (SMEs) using the ITADS Authoring Tool.

Students can refute a hypothesis singly or as a group using the red “x” button. They
can assert or confirm a single hypothesis using the green “check-mark” button. Cur-
rently ITADS operates on a single-fault assumption, which limits the assertions to a
single hypothesis. Groups of hypotheses can be expanded or collapsed as needed. This
is a single-turn interaction in that the tutor provides feedback after every rationale
update but does not follow up with additional probing. It is also an ongoing interaction
because the panel remembers and displays the state of all considered hypotheses based
on earlier actions. The student is free to choose the timing and extent of their rationale
updates. Only one type of update is enforced and that is the assertion of their final
problem diagnosis before students can move on to the fault repair phase.

Fig. 1. Probable Causes Panel in the Tutor GUI
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Assessments of student performance are primarily based on Probable Causes Panel
updates [4]. Simulation actions are indirectly assessed based on these updates. This
gives students a greater degree of freedom to find alternate paths to a diagnosis since
the tutor does not force them into any particular scripted action sequence.

For assessment of their reasoning process and system knowledge based on Probable
Causes Panel updates, the tutor maintains a model relating simulator actions to fault
hypotheses. When a student asserts or refutes a hypothesis, the tutor uses the model to
check the consistency of the assertion (or refutation) with all the diagnostic information
revealed to the student up to that point in the scenario (i.e., information given at the
start of the scenario or revealed subsequently by student actions). An inconsistent
hypothesis update is assessed as an incorrect inference. When a hypothesis is asserted,
the tutor automatically scores the remaining hypotheses as refutations due to the single-
fault assumption.

There is coaching available in the form of feedback and hints throughout the
diagnosis task. ITADS provides process-oriented feedback wherein an incorrect
assertion leads to a tutor-generated message about the last action that provides evidence
against that assertion. This context-sensitive feedback is automatically generated from
the assessment model. The Tutor provides hints that are generated using a greedy
search approach for determining the best solution path from the current state. When a
student finishes an exercise, the Tutor presents an after-action review (AAR). Here the
student can review a summary of their overall performance in the exercise, their
performance on primary learning objectives for the exercise, and receive a final
exercise performance score as determined by the Tutor. The AAR can also include
interactive, form-based dialogs between the ITS and the student to promote reflection.

The ability to control and maintain content without relying on outside contractors
was an important project requirement. The ITADS system includes an authoring tool to
enable end user organizations to modify and create scenarios. Users can create, edit,
and delete training scenarios, and scaffolding content like hints and dialogs. The
authoring tool provides an integrated development environment for creating and editing
various kinds of content data using a set of incorporated custom tools.

3 ITADS Training Effectiveness Evaluation

We conducted a summative evaluation to study the learning gains resulting from
ITADS. We conducted a controlled experiment with two independent groups of stu-
dents drawn from a population representative of the target trainees.

• The experimental group went through a complete program of training with ITADS.
• The control group only went through the didactic lessons.

Both groups were administered a common post-test. The differences in post-test
performance of the two groups provided derived measures for comparison and analysis
in the evaluation of earning gains attributable to the use of ITADS.

The purpose of the evaluation was to study the added value that ITADS provides
over their existing training program. Therefore, we did not provide the control group
with alternative programs of training on the same content.
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The post-test was performed using ITADS. The Tutor Off mode of ITADS system
was designed for performance assessment without any coaching in the form of feed-
back or hints. The post-test was administered in the Tutoring Off mode. In this mode,
students are essentially working in a VM network, with one additional requirement of
having to assert their diagnosis. An additional ‘sim-ism’ is the simulated Q&A with
users reporting the fault listed in the trouble tickets. However, the Q&A is easy to use
and often is not a significant component of a scenario. Thus, the Tutoring Off mode is a
fair replication of a real-world assessment of troubleshooting performance. The post-
test consisted of six scenarios delivered in a fixed sequence to all students. The same
post-test was used for both groups. The following measures of performance were
collected during this post-test: Exercise scores, Exercise transcripts, and Exercise
completion times.

The experimental group consisted of two batches with five students each. Students
for the experimental group were selected from ongoing IT-A school classes. We planned
for control group to have ten students who had completed the IT-A school training and
were awaiting duty assignments. However, due to logistic and availability constraints,
the evaluation was conducted with a control group of only five students. Participants in
the experimental group spent ten days on the trainer, spread over nine weeks.

The control group received half a day of training on the use of ITADS (similar to
the experimental group) and were given half a day to review didactic materials. They
did not undergo any training with the ITADS simulations.

Assessment of student reaction was performed using surveys that were filled out by
students at different stages of training. Additionally, a demographic questionnaire was
administered at the beginning of the study. The control group was also administered a
demographic questionnaire in the beginning and a satisfaction survey at the end of the
segment.

To examine the hypothesis that ITADS is effective in teaching the knowledge and
skills identified in the requirements, we compared the performance of the experimental
and controls groups along these dimensions: 1. Post-test exercise scores, 2. Post-test
exercise completion times, and 3. Successful completion rates on post-test exercises.
On average the experimental group scored 19% higher than the control group. This
difference is not statistically significant. In terms of post-test exercise completion times,
on average the experimental group took an average of 18 min less than the control
group to complete exercises, i.e. they were about 70% faster. This difference is sta-
tistically significant (p < 0.001).

Given the control group’s unfamiliarity with the tutoring side of ITADS (i.e.
scoring metrics, rationale updates), we felt that comparing exercise completion rates
would be fairer than comparing scores. A student is said to have successfully com-
pleted a troubleshooting exercise when they have successfully diagnosed the problem,
completed and verified the fix, and entered a log. Note that the tutor allows students to
“give up” in the diagnosis phase and continue with the fix. Thus, it is possible for
students to successfully complete one or the other phase but not both. We compared the
number of exercises that were completed by the students in two groups. There were
three measures of completeness: successfully completing each of the diagnosis and fix
phases, and successfully completing both. Table 1 shows these completion rates.
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Analysis of the survey data showed that the trainees had a favorable reaction to
ITADS. In particular, the trainees in the experimental group reacted very positively to
the Probable Causes panel.

4 Conclusions

Training with ITADS significantly and substantially improved the performance of the
experimental group in comparison to the control group. The impact was more pro-
nounced and significant on exercise completion times and rates than on scores. The
experimental group scored on average 19% higher than the control group on the
Capstone tests, though this difference is not statistically significant. They also com-
pleted the exercises about 70% faster. Finally, the experimental group students suc-
cessfully completed all phases of troubleshooting exercises 63% more often on average
than the control group. Future studies will study how well learners retain this
knowledge after transitioning out of the schoolhouse.

While ITADS was primarily developed as a cost-effective tool to address critical
job skills, it was also intended as a demonstration that effective intelligent tutors can be
developed that address real-world considerations of cost-effectiveness, fast schedules,
and formal systems engineering processes. The ITADS system was successfully
developed in twenty-six months from requirements to validation, following strict
systems engineering procedures. The results of the training effectiveness study indicate
that the ITS also leads to significantly improved performance among Navy IT recruits
in troubleshooting tasks.
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the Navy’s Center for Information Warfare Training (CIWT) IT A-School in Pensacola, FL.
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Table 1. Comparison of exercise completion rates

Average completion rate Experimental group Control group

Diagnosis phase 85% 63%
Fix phase 82% 53%
Both phases 62% 38%
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Abstract. Pedagogical agents are widely employed in intelligent tutoring
systems and game-based learning environments, but research suggests that
learning benefits from virtual agents vary as a function of agent features (e.g.,
the form or register of agent dialogue) and student characteristics (e.g., prior
knowledge). Students’ responses to agent-based conversations provide useful
evidence of students’ knowledge and skills for assessment purposes; however, it
is unclear whether these agent design features and student characteristics sim-
ilarly influence students’ interactions with agents in assessment (versus learning)
contexts. In this paper, we explore relationships between agent features and
student characteristics within a conversation-based assessment of science
inquiry skills. We examined the effects of virtual agents’ knowledge status (low
vs. high) and language use (comparative vs. argumentative question framing) on
agent perceptions (ratings) in a conversation-based assessment of scientific
reasoning (i.e., using data to predict the weather). Preliminary results show that
the effects of these features on students’ perceptions of agents varied as a
function of students’ background characteristics, consistent with research on
learning from agents. Implications for designing agent-based assessments will
be discussed.

Keywords: Pedagogical agents � Conversation-based assessments
Task design

1 Introduction

Pedagogical agents are widely employed in intelligent tutoring systems and game-
based learning environments. Researchers have argued that the instructional promise of
these virtual agents lies in their ability to engage students in naturalistic, adaptive
interactions that approximate human communication, thereby affording deeper learning
[1, 2]. Deeper learning may result from agent interactions because learners perceive
agents as though they are interactive conversational partners in authentic social con-
texts [3, 4].

A recent meta-analysis [5] found that the characteristics of virtual agents can affect
students’ learning outcomes, and that these characteristics vary widely across imple-
mentations despite some common features [1]. Specifically, agent features (e.g., the
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agent’s epistemic role, the surface form or register of agent dialogue), in addition to
student characteristics (e.g., prior knowledge), can affect learning from agents [5, 6].

Conversation-based assessments (CBAs) are intended to provide students with
multiple opportunities to demonstrate their knowledge and skills, using simulated,
natural language conversations with virtual agents to elicit explanations about decisions
that students make in scenario-based tasks, simulations, or games [7, 8]. Because CBAs
share similar features with pedagogical agent interactions [1], including chat-like,
written dialogues with animated conversational agents, it is important to examine the
effects of agent and task features on students’ interactions in CBA contexts.

In this paper, we examine the impact of two important aspects of authentic human
conversations (speaker identity and discourse content) on students’ interactions with a
CBA measuring scientific reasoning and inquiry skills that included three natural
language (typed) conversations with two virtual agents (a peer and a scientist; see [8]).
We examined whether students’ perceptions of the agents were affected by two task
features: (a) virtual peer knowledge status (high vs. low topic knowledge) and (b) the
format of an assessment question posed to the human student (compare notes vs. agree
with peer’s choice of note). In addition, we examined whether these perceptions varied
as a function of student characteristics (e.g., school type, prior knowledge).

2 Methods

2.1 Participants

Two-hundred thirty-five students in grades 7 (n = 185) and 8 (n = 50) from one urban
school (n = 152) and one rural school (n = 83) participated in the study. The overall
sample was 48% female (n = 112), and included White (n = 186, 79%), Black (n = 22,
9%), Hispanic (n = 9, 4%), and Asian students (n = 1, 0.4%), with 17 (7%) identified
as ‘Other’ ethnicity, as reported by their teachers, who provided demographics,
including science grades. Over half (n = 124, 53%) of the students reported having
previous instruction related to weather patterns. Within the urban school, over half
(n = 79, 52%) of the students were identified as eligible for Free-Reduced Price Lunch
(i.e., proxy for low socioeconomic status); science state test scores were also provided
for these students.

2.2 Materials and Design

Participants completed three blocks of activities: pre-test, Weather CBA, and post-test.

Pre-test Measures. The pre-test included self-report questions (e.g., “Have you
studied weather patterns?”; 50 items), a short grit scale ([9]; 8 items) and a knowledge
pre-test (5 true/false and 2 open-ended items).

Weather CBA. The Weather CBA engages students in simulated scientific inquiry
activities, which include (a) learning about thunderstorm formation and answering
comprehension questions, (b) collecting simulated data from weather stations and
providing justification for one’s choices, and (c) drawing conclusions from the
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simulated data in the context of natural language (typed) conversations with agents: a
peer (Art, a sixth grader) and a teacher/authority figure (Dr. Garcia, a scientist). The
task measures several skills related to scientific reasoning: science knowledge, col-
lecting data, analyzing data and identifying patterns, and making predictions from
data [8].

Introductory Conversation. The virtual agents are introduced at the beginning of the
Weather CBA in a conversation that included the peer knowledge manipulation. In the
high knowledge condition, Art says “I learned about thunderstorms by reading a book
in my science class,” while the low knowledge Art states “I don’t know much about
thunderstorms.” Students may respond differently to a high vs. low knowledge peer.
Dr. Garcia was assumed to be a high knowledge character (this was not manipulated);
ratings of the scientist therefore serve as a control on ratings of the virtual peer.

Inquiry Conversations. In the Compare Notes conversation, students are presented
with two notes—one that they created after the simulated data collection, and one
“created” by the virtual peer—and are asked to determine which note should be kept
for making later predictions. There are two variants, depending on the quality of the
student’s notes. If the student created a note summarizing data across multiple stations
(a note with “more data”), the peer’s note included only one station; in contrast, if the
student discussed one station (“less data”), the peer’s note included multiple stations.

We manipulated question format in this conversation. In the Compare condition, Art
asks students to “compare the two notes” and decide which one to keep for making
predictions later; students must explain their choice of note. In the Agree condition, Art
states his opinion that one note—whichever had more weather stations—should be kept
for making predictions later. Students must explain why they do or do not they agree
with Art’s selection. In both conditions, students should choose the note with “more
data.” While follow-up questions and prompts from the agents vary slightly by con-
dition (e.g., “Tell me again which note you think we should keep” vs. “Tell me again
whether you agree with me”), the overall structure across conditions was identical.

In the Evaluate Prediction conversation, students evaluate Art’s prediction about the
likelihood of a thunderstorm; we did not manipulate this conversation. Students then
make their own final prediction, providing supporting notes and a justification for why
the evidence supports their prediction. All conversation and open-ended items were
scored by two human raters (median j = .85) for evidence of scientific reasoning, with
each item worth between 1 and 3 points. Conversation items were also scored by an
automated dialogue engine using regular expressions to score student input [7].

Post-test Measures. Students completed several post-test measures, including a ma-
nipulation check in which they rated (1 to 7) the Weather knowledge, general
knowledge, expertise, and authority of both agents (8 items). Students also took a
knowledge post-test (same as pre-test items), and rated their perceptions of the task
(1 to 4; e.g., “I learned something new from interacting with Art/Dr. Garcia”; 32 items).
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3 Results

Analyses of the data are ongoing. We are examining students’ perceptions of the virtual
agents, as a function of task features (Peer knowledge, Question format), and their
relationships with student characteristics (e.g., school type, science grades, state test
scores). Preliminary analyses revealed that question format influenced students’ agent
perceptions more than agent knowledge status did. However, consistent with research
on learning from agents [5], the nature of these effects varied as a function of contextual
variables, including students’ background characteristics (e.g., urban vs. rural) and their
performance, as measured by the Weather task, and by the pre- and post-test measures.

Correlations among students’ agent perceptions (i.e., ratings), background char-
acteristics, and performance measures were examined. Students’ four ratings (1–7 for
Weather knowledge, general knowledge, expertise, and authority) were averaged into a
composite measure for each agent (a = .81 for Art, a = .87 for Dr. Garcia). The
composite rating for Art positively correlated with school type (q = .22), but was
negatively correlated with students’ having ‘A’ grades in science class (q = −.21). For
urban students, the composite rating for Art was negatively correlated with state sci-
ence assessment scores (r = −.25). Across all students, composite ratings for Art were
negatively correlated with inquiry task performance measures, including pre-test
(r = −.17) and post-test (r = −.14) scores, scores on the Weather task background
items (r = −.24), scores on the full Evaluate Prediction conversation (r = −.13 for
automated scores; r = −.21 for human ratings), and scores on students’ own final
predictions (r = −.15).

In contrast, composite ratings for Dr. Garcia were positively correlated with stu-
dents’ self-reported weather knowledge (r = .19) and grit scores (r = .19), and with
inquiry task performance measures, including pre-test (r = .20) and post-test (r = .24)
scores, scores on the Weather task background items (r = .20), and scores on the
Compare Notes (r = .17 for automated scores; r = .30 for human ratings) and Evaluate
Prediction (r = n.s. for automated scores; r = .19 for human ratings) conversations.
Correlations with school type, or with state test scores (for the urban sample only),
were not significant for Dr. Garcia.

4 Discussion and Implications

Learning technologies make considerable use of pedagogical agents to support students
in building knowledge, but the specific features of agents, and their interactions with
student characteristics, influence the quality of learning outcomes [5]. Agents are
increasingly being used in assessment contexts, including large-scale assessments of
constructs like collaborative problem solving [10]. In order to ensure that such
assessments are fair and valid, research should examine the effects of task and agent
features and student characteristics on students’ experiences of and performances in
these contexts.

In the current study, the multiple measures we administered attempted to capture
key characteristics of the assessment, the virtual agents, and the participating students,
because the interactions among these three factors are critical for designers of these
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kinds of technologies. Preliminary results are consistent with previous findings with
learning agents, in that the interactions among agent-related task features (e.g., question
format and agent knowledge status) and student characteristics (e.g., urban vs. rural or
their level of task performance) influenced students’ perceptions of agents within a
conversation-based assessment. Notably, performance measures were positively cor-
related with student perceptions of the virtual scientist, but negatively correlated with
perceptions of a virtual peer, such that students with higher inquiry skill (especially in
the urban school) were more critical of the peer’s expertise. These findings suggest a
need for careful attention to the design of virtual agents that assume various epistemic
roles [6, 11]. Implications of the preliminary findings are especially relevant for
industry practitioners who wish to implement this kind of approach to dialogic
assessment [7, 8]. We believe that this work can inform the design of so-called “caring
assessments” [12], which take into account student-level characteristics and subse-
quently tailor the agent-based conversational interactions so that they can elicit fair and
valid evidence of knowledge and skills from a wide variety of students.
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Abstract. This paper introduces an end-to-end solution for dynamic
adaptation of the learning experience for learners of different personal
needs, based on their behavioural and affective reaction to the learning
activities. Personal needs refer to what learner already know, what they
need to learn, their intellectual and physical capacities and their learning
styles.

1 Introduction

The emergence of new technologies has enabled the educational paradigm to shift
from traditional classroom-based instruction to ubiquitous, highly personalised
learning. Through the recognition of sensorial and performance cues, learning
can adapt to each individual learner’s preferences, situation and needs. Such
cues may now be tracked seamlessly via the technological agents and digital
content that materialise learning activities.

Moreover, the effectiveness of the learning process has been directly corre-
lated with the learners’ engagement to the learning activities [4], which increases
when activities are tailored to the personal needs and emotional state of the
learner [2]. As such, a major challenge is to provide personal mentors for learn-
ers and means for teachers’ to amplify their awareness and progress monitoring
capacities.

To this end, this paper outlines the novel ecosystem of the MaTHiSiS EU-
funded project that pertains to an innovative modelling strategy for learning
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Fig. 1. The MaTHiSiS ecosystem’s core workflow

experiences, multimodal affect recognition over a variety of learner types (with
and without disabilities) and an on-the-fly adaptation strategy of the learning
experience, as seen in Fig. 1.

2 Learning Experience Modeling

A novel framework for modeling learning experiences has been developed, com-
prising of (a) a graph-based representation of the learning objectives (i.e. what
to learn) and (b) a knowledge-based schema of the learning activities (i.e. what
to do to learn).

The graph-based modeling scheme provides educators the means and method
to define re-usable, self-sustained and interoperable learning objectives, discre-
tised into smaller learning goals, which represent competences, skills, or knowl-
edge that they aim for their learners to acquire. Goals are interconnected in
directed learning graphs, with different contribution degree (edge weights). Com-
plex goals comprise the central-most nodes and atomic goals comprise leaf nodes
that contribute to one or more complex goals. These atoms are competences that
cannot be further reduced to more primitive notions.

Generic learning activities are attached to the atomic goals, while different
materialisations for each activity can be defined based on contextual conditions
(device used etc.). A Learning Actions Ontology has been engineered, based on
educators and psychologists feedback, to represented under a holistic schema
such abstract activities, but also parameters that affect their materialisation in
the real world, such as the type of learner, the types of devices used during a
learning session, the types of digital content, etc. Further details on the learning
experience modeling strategy can be found in [9].

3 Affect Recognition During Learning

Achievement in a learning objective is maximised when the learner is engaged
[4], i.e. when learner’s skill and activity challenge levels are balanced comfortably
and the learner feels neither frustrated nor bored.



Adaptive Learning Based on Affect Sensing 477

The physical behaviour of a learner can be tracked through diverse sensing
devices, such as cameras, microphones, gyroscopes, etc., and along with the
learners’ interactions with the digital content and devices they provide direct
indications towards the learners’ engagement, frustration and boredom.

In the case of the MaTHiSiS system, a key challenge was the different types of
learners that it addresses, and subsequently the very diverse expressions of affect.
Spanning from children to adults and from neurotypical learners to learners with
learning and physical disabilities, both the unavailability of datasets, as well as the
intricacies posed by the types of learners, mandated the creation of a new dataset,
during extensive piloting phases. To this end, recordings of neurotypical children
and adults, as well as children and teens in the autism spectrum and with multiple
and profound disabilities, working on educational material (on desktop, mobile
devices and in certain cases with an educational robot1) were annotated by their
teachers and pedagogical experts-observers with affect state labels, in order to
train machine learning algorithms for a multitude of modalities, outlined below.

Facial Expression Analysis: The graph-based method presented in [1] exploits
the variation of interconnected facial landmark positions, to predict leaner affect
per certain timeframes.

Gaze Estimation: A two-stream CNN method has been developed, fusing the
spatial stream of the eye pupil with the temporal stream of the pupil’s optical
flow in a particular timeframe, in a 3D gaze vector. Based on gaze - affect label
correlations in the dataset, the affect state of the learner is estimated.

Skeleton Motion Analysis: Through Slow Feature Analysis and Speed Relation
Preserving Slow Feature Analysis (srpSFA), the geometrical structure of the
moving skeletons of a learner is leveraged in order to extract features that capture
the affective context of an action.

Speech-Based Affect Recognition: Audio signals are transformed to a sequence
of feature vectors, classified through SVMs, based again on the labelled dataset.
Experiments have indicated that this method may be language-independent [7].

Inertial Sensor-Based Affect Recognition: An affect recognition system which
exploits the expression through 2D and 3D gesture using the accelerometer and
gyroscope has been developed. These 2D but especially 3D descriptors contribute
to emotion expression while interacting and using mobile devices.

Interaction with Learning Material : the Experience API (xAPI) [5] has been
extended, in order to express prominent interactions of learners with educational
materials, where time to complete a task, potential score, and type of interaction
are employed in order to recognise behavioural affective cues of the learner.

All these channels are fused under an equally-weighted late multimodal fusion
scheme, to result to an understanding of the overall affect of the learner at any
given moment of the learning experience, since multi-channel fusion of affect
states has already been proven to improve accuracy and reduce discrepancy in
the recognition of affective states, in comparison to single-channel recognition [3].
1 NAO robot.

https://www.ald.softbankrobotics.com/en/robots/nao
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4 Personalised Adaptation of the Learning Experience

While each teacher-defined learning graph applies to all learners, personalised
instances of the graphs are assigned to each user, on which weights over the
graph’s nodes reflect each learner’s achievement (or skill) level over each goal.
This goal-oriented framework enables nonlinear training over the overall learning
objective, as the system will promote learning activities, and level of challenge
thereof, that train goals where the learner is weakest at, during each iteration
of the learning experience.

Adaptation of the learning process relies on two axes: (a) the affect state
of the learner while they are training in a specific atomic learning goal and
(b) the learning graph structure and state of the personal graph instance in
each iteration of the learning process. Content recommendation and learning
process intervention based on student’s affect has been pursued in [8] and [6]
respectively, however not as means to fully guide the learning process itself or
in direct combination with the learning experience model.

For the first part, once the affect of a learner is detected to be out of the
flow state, the system automatically adjusts the skill level of the learner (atomic
goal weight). If the affect state tends to boredom, the skill level is increased,
so that the challenge level would ultimately be increased. In the case of anxiety
detection, the skill is lowered, so that the challenge for the activities of this
particular goal will be subsequently relaxed.

For the second step, graph-based update of the learning graph instance anal-
yses the current goal weight change and previous state of the graph instance and
(re)adapts all goals’ weights, so that it reflects both (i) the contribution of the
goals to the overall learning objective and (b) a smooth transition in knowledge
acquisition. The latter ensures that there are no potential steep oscillations of
goal weights from the previous adaptation step due to circumstantial conditions
and that goal achievement score reflects the true progression of the learner.

Lastly, the generic learning activity selected based on the aforementioned
’weakest link’ selection criterion is matched against the contextual situation of
the learner (abilities, environment, device used) to result to the current appro-
priate materialisation of the activity.

Preliminary piloting observations have indicated the effectiveness of the
platform towards (a) maintaining neurotypical and non-neurotypical learners
engaged so that they retain their focus in the material they learn and (b) befit-
tingly adapting the material (e.g. exercise/game) challenge level according to
the learners’ affect state, so that they are comfortable with the exercises taken
up, thus successfully fulfilling them, with a direct correlation to increasing skill
levels, while at the same time learners do not remain complacent about past
achievements but are rather motivated to take up new/more skills.

5 Conclusions and Future Work

This paper presented the MaTHiSiS educational ecosystem and its main inno-
vation arches, i.e. the novel learning experience modeling paradigm for learners
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with and without learning and physical disabilities, as well as the holistic affect-
based adaptation of the learning process.

The system has been tested in extensive pilots with the core strengths and
opportunities of the proposed solution brought to light. To this end, the personal
mentoring capacities of the system, its applicability to any setting and device,
the ability for teachers to re-use the learning experience model components and
to monitor their students’ progress and affect state, but most prominently its
ability to maintain learners with or without disabilities engaged with the learning
process are of the major strengths and innovation potentials of the platform.
Future work will focus on enforcing a reliability factor during multimodal fusion
to each affect recognition modality based on the type of learner.

Acknowledgments. This work has been supported by the European Commission
under Grant Agreement No. 687772 MaTHiSiS.
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Abstract. IBM and Pearson have partnered to develop dialogue-based intelli-
gent tutoring systems at an unprecedented scale. We leveraged the decades-long
research in intelligent tutoring systems (specifically dialogue based tutoring
systems) and advances in machine learning and natural language processing to
create a Watson dialogue-based tutor (WDBT). WDBT is currently being used
by hundreds of students across multiple institutions. This paper describes our
plans for preliminary evaluations of WDBT. Our formal evaluations begin in
Spring 2018 and we will present findings shortly thereafter.
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1 Introduction

In 2016, IBM and Pearson announced a partnership to develop dialogue-based intel-
ligent tutoring systems at an unprecedented scale. Dialogue-based tutoring systems
(DBTs) deliver a learning experiences through natural language dialogue, enabled by
the classification of student natural language responses [1]. While DBTs have been
shown to be effective and compelling, they are difficult to design and deploy at scale.
Given Pearson’s expertise in developing high-quality educational content and IBM’s
ability to deliver natural language processing and machine learning solutions at scale,
this partnership is positioned to meet this challenge. As a result, we developed the
Watson dialogue-based tutor (WDBT). This paper describes our approach for evalu-
ating WDBT through in-class pilots and learning experiments.

2 Watson Dialogue Based Tutor

WDBT is influenced by the decades-long research in intelligent tutoring systems and
DBTs in particular. WDBT takes an approach that is similar to the five-step tutoring in
AutoTutor [1]: (1) tutor poses a question/problem, (2) student attempts to answer,
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(3) tutor provides brief evaluation as feedback, (4) collaborative interaction to improve
the answer, (5) tutor checks if student understands.

The design of Watson dialogue content is based off a domain model consisting of
learning objectives, enabling objectives (sub-learning objectives that support the
learning objective) and prerequisite relations among the learning objectives. In this
sense, the domain model can be viewed as a formalization of the knowledge and skills
in a textbook used in a course. The overall structure of the domain model is consistent
across books which allows WDBT to scale to any domain model following our domain
model format.

WDBT content consists of main questions, main answers, assertions (knowledge
components of the main answer), and hint questions to elicit assertions, and fill in the
blank (based off assertions). A dialogue manager controls the logic for when dialogue
moves are delivered to a student. Given a learning objective, it begins by asking the
student a main question. The student responses are classified by WDBT, which
responds with appropriate feedback and a set of hint questions to cooperatively
facilitate the ideal answer with the student. For main questions, the classifier matches
the response to all the component assertions for the main answer. Additional dialogue
moves also support question answering (i.e. answering questions asked by the student).

WBDT has a response classifier that classifies student answers. We implemented a
supervised machine learning approach to classification requiring 35 scored student
answers per question. The total number of questions (including main and hint ques-
tions) per book is around 600.

WDBT has a learner model, which estimates a student’s proficiency over the course
of the conversation. Proficiency is estimated for both learning and enabling objectives,
allowing both a high-level and detailed view of student performance. This proficiency
estimation is presented to students.

WDBT is integrated into a Pearson higher education courseware product called
REVEL. REVEL is used by instructors to help teach courses. REVEL is lightweight
primary consisting of e-text and multiple choice and writing assessments. Cur-
rently WDBT is optional in REVEL in select locations to provide support on more
difficult learning objectives.

In our first phase of research we are building WDBT for 10 titles spanning
developmental psychology, physiological psychology, abnormal psychology, sociol-
ogy, communication, and government.

Table 1 displays what a typical conversation with WDBT looks like. WDBT
always begins with a main question followed by hint questions in an attempt to elicit
the main answer. If a student struggles on a learning objective WDBT will move down
to an enabling objective and repeat the dialogue strategy. The student has the freedom
to jump to any objective via a UI that displays both the objectives and chat window.
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3 Evaluation

The WDBT is currently being used by hundreds of students across multiple higher
education institutions. These activities will enable us to collect feedback from students
and gain insights into their potential learning. We have three primary ways of col-
lecting data to drive the design off WDBT: user experience studies, in-class pilots, and
learning experiments.

3.1 User Experience Studies

User experience studies investigate the learners’ experiences with functional prototypes
of WDBT. Written surveys and questionnaires enable learners to summarize their
overall experiences with WDBT. Two important themes have emerged as a result of
these studies. First, students want to see the scope of the dialogue experience. That is,
students want to be able to visually see how many objectives will be covered in the
dialogue. Second, students want to have some degree of control over the conversation.
WDBT cannot always accurately identify the best objective to deliver when a student is
struggling. Giving the student some control over their learning appears to increase
engagement with WDBT.

3.2 In-Class Pilots

In-class pilots involve the use of WDBT by real students in real classes. We will be
investigating learning in these pilots by comparing quiz scores paired with WDBT to
quizzes scores not paired with WDBT. We also will manually annotate transcripts to
identify strengths and weaknesses of the WDBT experience as well as misclassifications

Table 1. Example WDBT session.

Dialogue move Text

Learning objective main
question

Let’s review this topic… Try answering this question: What
are some variations in the definition of family?

Student answer A family can be defined as individuals tied together by
biological means, legal measures, and residency

Feedback on assertion
covered by student

Wonderful. Kinship systems consist of the social links and
boundaries, defined by biology and social custom, that
establish who is related to whom. Let’s take it a bit further

Learning objective hint
question

How do social scientists define the family?

Student answer Social scientists define the family as a group of people that
reside together

Feedback with assertion
covered by student

That looks partly correct. There’s a little more to the answer.
Let’s work this out together

Fill in the blank hint Can you fill in the missing word? Social scientists typically
define family as a group of people who live together in a
household and share biological and/or legal _____
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of natural language. We currently (Spring 2018) are running an in-class pilots for a
sociology title and will report results on this pilot.

3.3 Learning Experiments

Learning experiments are quasi experimental studies comparing students using WDBT
with a control group. These experiments allow us to more precisely measure learning
gains. We have the potential to explore different features, such as updates to natural
language classification models, learner models, dialogue strategies, and tone/language
used by WDBT. Such experiments are necessary for understanding the potential impact
of WDBT on learning and for discovering general strategies for tutoring that may be
more helpful than others. We currently (Spring 2018) are running a learning experi-
ment for a sociology title and will report results on this experiment.

4 Conclusion

In this paper we describe our approach for evaluating the Watson dialogue-based tutor
(WDBT) in real classrooms and in more tightly controlled lab experiments. We
anticipate that these evaluations will help us understand how effective WDBT is, as
well as areas where it could be improved. Our formal evaluations begin in Spring 2018,
enabling us to present our findings shortly thereafter.
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Abstract. Existing work and learning theories hold that collabora-
tive learning has unique benefits to cognition due to knowledge sharing
through interaction. This research assumes that if collaboration within
learning groups can be enhanced, cognitive outcomes will be improved. I
will investigate computational methods to provide real-time support to
groups during joint problem-solving.
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Activity-state model · Shared-activity environment · Feedback support

1 Introduction and Related Work

Collaborative learning simply means learning together, for example in “joint
problem-solving” (JPS) with learning as side effect [15]. Cognitive benefits
of collaboration have been established in research e.g. [8,16,18,20] and much
has been investigated to exploit these benefits for computer supported learn-
ing [1,6,9,10,12–15]. For example, hand position and head direction of learn-
ers was exploited and analyzed in [3] to identify differences in the process of
JPS between-groups. [3] aimed to measure, collect, analyze and report “fiducial
maker” and “face recognition” data of learners during JPS, to understand and
optimize cognitive effects of collaboration. Findings in [3] were advanced in [4]
where a “Nonverbal Indexes of Students’ Physical Interactivity” (NISPI) frame-
work was proposed to interpret the key indexes of quality JPS among learners
that was conjectured in [3].

Similarly, learners’ interactive activities (touches and physical interaction)
around tabletops was captured in [11]; this data was analyzed to provided
information to a “human teacher” about how best to support groups towards
enhanced collaboration. Some other works towards optimization of learning
through collaboration assumed that the best method to aid a group for enhanced
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collaboration was to ensure the formation of cohesive groups from the start
[2,7,21].They proposed different algorithms that will automatically form collab-
orative groups based on pre-collected characteristics’ data of learners.

My research approach will build on [3,4,11] and other related work to propose
real-time approach to advance the methods proposed in [2,7,21]. We will ana-
lyze activities within groups during the problem-solving process. The required
data will be captured through a share-activity learning environment structured
to trace activity-state transition patterns (ASTPs) during JPS. Our conjecture
is that the analysis of the ASTP data of JPS process will provide information to
a suitable computation mechanism that provides timely and appropriate feed-
back support to groups with the aim of enhancing collaboration in real-time. A
diagrammatic representation of the framework is shown in Fig. 1.

Fig. 1. Conceptual framework of research

2 Research Questions and Hypotheses

Based on my current literature review, preliminary work and research objective,
the following hypotheses and associated research questions will be investigated:

1. Firstly, I hypothesize that solving a problem together in a group involves dif-
ferent “states” (e.g. start, propose solution, correct solution, discuss, accept,
reject, end) of an individual’s contributive activities (see Fig. 2), that each
progressive solution involves the transition from one activity-state to another
and thus forms an activity-state transition pattern (ASTP), and that the
proposed shared-activity environment can be structured to capture ASTPs
that make up the group’s problem-solving process.
(a) How do people collaborate to solve problems face-to-face?
(b) Can we identify different “states” of activities within groups while they

solve a learning task together?
(c) How can we model, design and implement a group learning environment

to capture ASTPs of a group’s solution to learning task?
2. Secondly, I hypothesize that analysis of ASTPs can provide insight into the

level of collaboration and problems that hinder effective collaboration within
a group.
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(a) Can the analysis of a group’s ASTP provide information about how much
groups have collaborated to solve a learning task?

(b) How can we identify triggers/inhibitors to collaboration based on an anal-
ysis of ASTPs produced from the group’s problem solving process?

3. And lastly we hypothesize that appropriate feedback can enhance collabo-
ration, that this feedback can be based on the indicated level and identified
factors of group collaboration and that it can be provided in real-time employ-
ing a suitable computational mechanism.
(a) Can we determine feedback to groups that will enhance the triggers or

mitigate the inhibitors of collaboration during group learning?
(b) What suitable computational method can be employed to provide appro-

priate feedback to enhance group collaboration in real-time?
(c) How can we validate the success of our feedback support mechanism?

Fig. 2. Activity-state model: For joint problem-solving activities in group.

3 Methodology, Current and Future Work

My initial approach to achieve the objectives of these research is to identify and
validate collaborative activity-states during JPS process through the following
steps.

Firstly, we invited participants to solve a Sudoku puzzle in groups (triads)
while we captured a video record of each groups’ JPS process. We analyze the
video data, to identify collaborative-states of learners JPS activities. In our
current work, we pre-defined JPS activity-states by adapting “the collabora-
tive learning conversation skill taxonomy” in [19]. Video of JPS process of each
group was annotated based on these pre-defined states, using the Anvil video
annotation research tool [5]. A preliminary result of this current study provides
baseline information for further validation and re-definition of our conceptualized
activity-state model (see Fig. 2) of JPS process. In further stages of this research,
we will explore other techniques for example Inter-Rater agreement and validat-
ing scheme and Human affect recording tool in [17], to validate our hypothesized
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states of collaborative activities. Deliverable at this stage of my work will pro-
vide information for a design framework of a shared-activity environment that
will capture ASTPs of groups during collaborative learning.

Secondly, to investigate and develop a model to evaluate collaboration within
groups, I will build on existing work [3,4,9,10,12,13] and analysis of ASTP data
to identify indicators of collaboration. I will validate this model with feedback
from learners and evidence of knowledge gain during JPS. Computational meth-
ods and algorithms will be explored to automatically evaluate group collabora-
tion during JPS in real-time. Video data of collaborating groups provides good
information about the affective states of activities during JPS, it captures facial
expressions and gestures that can help identifying varying states of learners
activities [3,4]. However most CSCL systems do not capture video of JPS pro-
cess, thus missing these facial expressions and gestures. Therefore, to achieve a
real-time evaluation of collaboration during JPS, we have to resolve the activity-
states into computer variables e.g. button clicks and sentence openers. This will
enable us to capture the required inputs to investigate a suitable computer algo-
rithm that can automatically evaluate the level of collaboration during JPS in a
shared-activity learning environment. Such algorithm will be our deliverable at
this stage of my research.

Finally, I will investigate computational mechanisms to indicate support
needs and provide appropriate support feedback, to enhance collaboration. We
will explore literature together with our findings from analyzing ASTPs during
JPS, we aim to identify triggers or inhibitors to collaboration within groups.
Also, we will determine feedback to groups that can instill the triggers or mit-
igate the inhibitors during collaborative learning. Our findings will assist us
to develop a suitable algorithm that automates required support to groups. I
envision a framework to integrate this group support algorithm into our shared-
activity learning environment to support groups in real-time during JPS. We will
validate the success of this research through a series of experiments and measure
how much we are able to enhance collaboration within learning groups.

The expected novel contributions of this research include:

1. An algorithm for real-time evaluation of collaboration level of group during
JPS in a shared-activity learning environment.

2. A real-time feedback group support algorithm, based on ASTPs during JPS
activities to enhance collaboration.
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Abstract. Solving challenging non-routine math problems often invites
students to ride an “emotional roller coaster” to experience rich sets of
emotions including confusion, frustration, surprise and joy. If done right,
it stimulates young students’ curiosity and interest in math and cultivate
perseverance and resilience with long-term impact. Effective coaching
needs to resolve an instance of “assistance dilemma [1]: making real time
decisions on the right type of supports, be it cognitive, meta-cognitive or
social, at the right time in order to maximize students’ exposure to “pro-
ductive struggles” while minimize unproductive ones. Though this ideal
model of coaching is possible one-on-one basis, it is often not realistic
in a regular classroom with high student-to-teacher ratio. In this thesis,
I plan to explore a weak form of learning companion that can actively
monitor students behavior to assist teacher to decide who to help and
provides non-cognitive supports when teacher is not available.

Keywords: Math problem solving · Learning companion
Affective computing

1 Motivation

One of the ultimate goals of education is to prepare students to become mature
problem solvers. Solving non-routine math problems for which no immediate
solutions are available provides excellent practice opportunities. While early
exposures to authentic problem solving experiences at elementary school level
may stimulate students’ curiosity and interest and nurture perseverance and
resilience with long-term benefit, problem solving coaching is not a common
practice in regular classroom. Indeed, effective coaching of problem solving at
young age needs to resolve an instance of “assistance dilemma” [1]: making real
time decision on the right kind of supports, be it cognitive, metacognitive or
social, at the right time in order to maximize students’ exposure to “productive
struggles” while being watchful for unproductive ones. Though this type of ideal
coaching is possible at one-on-one level, it is often not practical given the large
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student-to-teacher ratios in a typical classroom. Due to the potential high cog-
nitive load on the human teacher who is busy both with monitoring and offering
help, it is unlikely that the support is optimal and personalized.

One possible solution is to have an intelligent agent as a teacher assistant who
can actively monitor students’ problem solving states, who alerts the teacher to
offer help to those with genuine needs even without explicit help requests, who
encourages those asking for premature help to try harder, who gently reminds
on metacognitive strategies and who is empathetic, encouraging and cheerful.
This vision is closely related to the idea of Learning companion [2]. However,
due to the vast varieties of non-routine math problems and a large spaces of solu-
tions paths, it is not feasible to build a step-based tutor [7] for any given math
problems. Without such infrastructure or system to effectively and efficiently
represent and interpreter students’ cognitive states, the learning companion is
“weak” in the sense that it can not provide the kind of cognitive supports as a
human teacher do. On the other hand, while human teachers are capable of inter-
preting detailed cognitive signals (e.g. where the student is along the solution
path) and providing relevant cognitive supports (e.g. giving hint, confirming a
step or suggesting an alternative), they have limited bandwidth to perform mul-
tiple tasks of monitoring and interventions to a large number of students. Given
the recent advances in affective computing, weak companion like this has the
potential to provide valuable support to human teacher by exploiting machine’s
superior ability in processing and reasoning affective signals, and providing sup-
port within their reach.

In this thesis, I plan to investigate the feasibility of the “weak” learning
companion as described above, from both technical and practical point of view.
My exploration is mainly based on empirical models derived from student-teacher
interactions from several multi-modal datasets. My collaboration with a local
school provides authentic educational context for testing prototypes.

2 Proposed Solution

My proposed solution aims to answer two questions (1) what roles machine could
assume given the current state of technology and the comparative advantage of
machine comparing with human; (2) How the machine roles can be realized using
models learned from student-teacher interaction data.

2.1 The Boundary of Roles Between Human and Machine

Figure 1 describes the hypothesized boundary of roles between human and
machine in the context of group math problem solving coaching. This speci-
fication is inspired by my year-long observation of an elementary school math
teacher’s problem solving coaching sessions. On the left side of the table, I iden-
tify the inputs and outputs of the teacher as a decision maker. On the right side
of the table, I assign roles given the comparative advantage between human and
machine. For example, I observed human teacher’s superior ability in processing
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Fig. 1. The hypothesized role boundary between human and machine within context
of math problem solving coaching.

cognitive signals and provide detailed cognitive supports, however, human is not
as good as machine to carry out continuous monitoring of massive amount of
affective signals from large number of students. In addition, machine may be
able to assume some of the roles in providing non-cognitive supports (such as
metacognitive coaching and social support), as suggested by an emerging body
of research in affect aware tutor [5], metacognition tutor [6] and educational
social robots.

2.2 How Machine Roles Can Be Realized

In this section, I will discuss a few ongoing studies with the goal to characterize
students’ general problem solving states and affective states from multi-modal
signals and to model teacher’s response to those signals. While the one-on-one
coaching studies allow us to model student and teacher interactions in optimal
scenarios, the group coaching study offers the opportunity to model behaviors
in a more realistic context.

One-on-One Coaching Studies. In the first study, we collected 21 video
recordings of problem solving coaching sessions between a third grade student
and his parent tutor. We analyzed student’s facial expressions, characterized his
emotional profiles over time and validated the accuracy of the affect detection
with promising results. An initial exploration of this dataset was presented as
a full paper [3] at the Educational Data Mining conference in 2016 (nominated
as exemplary paper). In a follow up paper [4] presented at the HRI4L (Human
Robot Interaction for Learning) workshop in 2018, we discovered tutor’s delayed
response to student’s negative affects, as compared with positive ones, consistent
with tutor’s intention to maximize student’s exposure to struggle.
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In a second ongoing study, we are collecting data from up to 10 parent-child
pairs in their home environment with similar setup as in first study, however
with an additional modality of child’s pen traces recorded using a Smart Pen.
We expect this extra data stream may find its value in modeling child’s problem
solving phases, complementing the existing affect signals from facial expressions,
as a proxy measurement for student’s engagement in the problem solving process.
Those information will help the learning companion to determine the timing of
the support on the assumption that the support is given only there is sufficient
evidence that student has tried enough. The data collection is due to complete
by the end of June 2018 and data analysis will be carried out in summer of 2018.

Based upon the detection models for moment-by-moment affective and cog-
nitive states, the next step is to model tutor’s response to those signals. The
model inputs are such features as current problem solving stages, affect trends
or accumulative time of non-actions and outputs are timing and types of sup-
port. This response model converts the moment-by-moment estimations into real
time actionable information such as who needs what kind of support. From there,
the model may proceed to decide whether to reach out to teacher for cognitive
supports or to delegate to the agent for non-cognitive supports.

Group Coaching Study. In this study, we plan to collect video recordings
of daily group coaching sessions with one teacher and seven 4th grade students
over a month. In those sessions, the teacher has specific goal to delay cognitive
support in order to maximize students’ exposure to struggles, which offers great
opportunity to get insights of how teacher determine the optimal amount of
struggles. The teacher will also provide meta-cognitive coaching as necessary,
which will inspired the design of agent in providing similar type of supports.
We’re in process of obtain IRB approval for this project, and data collection is
to be finished by the end of May, and data analysis to be carried out during
summer of 2018. A follow up of this study will be a prototype of the learning
companion using real and simulated student data. We will involve teacher in the
system design process. The end product will be a working prototype to be tested
in classroom.

3 Contribution and Impact

This thesis aims to explore the data driven and model based design of a “weak”
form of learning companion that can assist teachers to coach students in math
problem solving sessions in brick-and-mortar classrooms. This work comple-
ments current research in affect sensitive and meta-cognitive tutors which are
mainly situated in digital learning environment. This proposal is aligned with
the framework of classroom orchestration system [8], both motivated by the goal
of addressing teachers’ cognitive load and giving teachers the ultimate control.
While most of the orchestration examples focus on information flow from stu-
dents to teachers via the realization of monitoring functions, my proposed work
makes a step further, trying also explore to what extent machine could take over
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some of the intervention task from the teacher. If successful, those agents can
be deployed in a real classrooms to improve the quality of math problem solving
coaching.
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not represent the views of the U.S. Department of Education.
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1 Introduction

Research on mind-wandering, self-regulation and mindfulness have mostly been
undertaken independently of each other with little attempt to examine direct relation-
ships between them. Although they seem to be related phenomena, there exists no
unifying framework that helps to systematize all the current conceptualizations, defi-
nitions and current state of the art research on mind-wandering, self-regulation and
mindfulness (MacKenzie et al. 2012). There exists no standardized definition of mind-
wandering, self-regulation and mindfulness within each of the distinct area of research,
let alone a universally agreed conceptualization that integrates all three phenomena. To
reach a better understanding of the interconnectedness between mind-wandering, self-
regulation and mindfulness, it is important that research attempts to converge our
distinct understanding of these phenomena into a unifying theoretical framework.

2 Self-regulation and Mind-Wandering

Self-regulation is the psychological process by which people exercise control and direct
their mental and physical resources to achieve a certain goal (Randall 2015). A number
of theories and models of self-regulation have been postulated and generally concern
one or more of the four components of a cybernetic-based model of self-regulation,
organized in a linear feedback loop:

• Reference - the blueprint, a set standard, a goal, or an ideal,
• Input - assessment of one’s present state measured against the reference in cogni-

tive, affective or behavioral terms,
• Comparator - determination of any misalignment between the input and the refer-

ence, and
• Output - response as determined based on the measure of alignment between the

input and the reference determined by the comparator.

Although self-regulation can take place at various levels of consciousness, ranging
from non-conscious to metacognitive, meta-awareness of one’s own physiological and
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mental state, is found to be a critical component of self-regulatory processes
(MacKenzie et al. 2012). Reduced meta-awareness is also posited as a causal link to the
pervasive, familiar and relatable phenomenon of mind-wandering (Smallwood and
Schooler 2015). Although lacking a standardised definition, mind-wandering is com-
monly characterised as being auto-generative in nature, independent from perception,
dynamically unstable, temporally focused on either the past or the future, emotionally
salient and pertaining to current interests or concerns (Smallwood and Schooler 2015).
Given that mind-wandering accounts for as much as 46% of waking hours (Killings-
worth and Gilbert 2010), this raises the question of how much mind-wandering impacts
the self-regulatory abilities of students during learning. Furthermore, the mixed evi-
dence showing both beneficial and adverse impact of mind-wandering (Mooneyham
and Schooler 2013) raises a question as to whether mind-wandering can be regulated in
order to maximise its benefits and minimise its negative impact on students’ self-
regulation and learning.

3 Mindfulness as a Tool for Self-regulation
and Mind-Wandering

This paper posits that mindfulness can improve self-regulation by regulating mind-
wandering. Mrazek et al. (2013) suggests that mindfulness and mind-wandering are
opposing constructs with an inverse relationship, and proposes that mindfulness
practice should be considered as a training for reducing mind-wandering. Jon Kabat-
Zinn, the creator of the popular Mindfulness-Based Stress Reduction (MBSR) program,
defines mindfulness as “the awareness that emerges through paying attention on pur-
pose, in the present moment, and non-judgmentally to the unfolding of experience
moment by moment” (Kabat-Zinn 2003, p. 145). Despite the nuances in understanding
and practice, and a lack of unifying theoretical framework, a general consensus does
exist amongst the main advocates of mindfulness on what they mean when they refer to
mindfulness. The central components of mindfulness in the various major Buddhist
schools of thought are clarity of awareness, non-conceptual and nondiscriminatory
awareness, flexibility of awareness and attention, empirical stance towards reality,
present-oriented consciousness, and stability or continuity of attention and awareness
(Brown et al. 2007). These components of mindfulness are by no means distinct
constructs and should be treated as mutually reinforcing.

4 My Research

My research aims to achieve four goals:

1. Define the causal relationship between mind-wandering and self-regulation,
2. Investigate whether mindfulness practice improves self-regulation by modulating

mind-wandering,
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3. Formulate a theoretical framework that explains and unifies the concepts of mind-
wandering, mindfulness and self-regulation, and

4. Explore how traditional methodologies used in the study of mind-wandering,
mindfulness and self-regulation can be improved by incorporating the use of arti-
ficial intelligence methods and techniques.

More specifically, my research questions are:

• Does mind-wandering affect learners’ self-regulation, and if so, what are the
underlying causal mechanisms?

• Does mindfulness practice improve self-regulation in learners by modulating
unwanted mind-wandering?

• How can mindfulness, mind-wandering and self-regulation be unified under one
theoretical framework?

• How can fully automated person-independent mind-wandering detection techniques
be integrated in research on mindfulness, mind-wandering and self-regulation?

4.1 The Role of Artificial Intelligence in Research

Traditional methodologies used in studying experiences of inherently subjective nature
share a number of limitations due to their over-reliance on subjective measures such as
self-reports, post-hoc scales, experience and thought sampling using self or random
probes, and neural or physiological correlates such as response time, response inhi-
bition, or fMRI imaging. Such limitations include the notable difference in scales used
in self-reports due to a lack of common theoretical framework, validity and reliability
issues with self-report measures including the distinction between the total set of
conscious experiences and its subset of experiences which can be reported, and the
well-established fallibility of the mind in recalling lived experiences (Matthews et al.
2004; Wilson 2002; Lamme 2006; Loftus 2004; Porayska-Pomsta et al. 2018). Addi-
tionally, until scientists and philosophers of the mind are able to solve the hard problem
of consciousness, i.e. how physical processes in the brain produce subjective conscious
experiences, it is argued that even a full neurological mapping of subjective experi-
ences falls short in providing a complete picture in our understanding of such inher-
ently subjective experiences (Chalmers 1995).

In the past decade, there has been a growing interest in the use of Artificial
Intelligence (AI) in educational research in various areas including intelligent and
interactive technologies, modeling and representation of cognition, models of teaching
and learning, and learning contexts and informal learning. A number of researchers are
dedicating their efforts to devising smart technologies equipped with AI in order to
support research in the study of subjective experiences in a more objective way that is
less reliant on self-reports. Such efforts are being facilitated by an increasing number of
more accessible, affordable and mobile technology that are available on the market. For
instance, Bixler and D’Mello (2015) developed a fully automated user-independent
detector of mind-wandering, which monitored eye gaze using an eye tracker during a
reading task. Comparing the eye gaze data and participants’ self-report on mind-
wandering, their model predicted mind-wandering with an accuracy of up to 72%. Hutt
et al. (2017) used eye trackers inside a uncontrolled classroom environment to detect
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mind-wandering when students were engaged with an intelligent tutor system (ITS).
Despite constraints in the classroom such as noise, external distractions, and fidgeting
by students, their model managed to predict mind-wandering with a moderate accuracy.
Other smart systems being developed for user state detection include relying on
physiological indicators such as facial features (Stewart et al. 2016), pitch recognition
in speech detection, skin conductance, skin temperature, and prosodic and lexical
features of spoken responses to ITS (Drummond and Litman 2010). One common
criticism leveled at research focusing on the creation of new technologies is their over-
emphasis on improving the predictive ability of the techniques, whilst lacking in
theoretical grounding. Hence, how can the AI approach to detecting mind-wandering
be improved by an integrated model of mind-wandering, self-regulation and mind-
fulness? How can such theoretical model in turn inform AI research in the field of
mind-wandering?

4.2 Methodology

Participants will consist of students from an international secondary school inHongKong
and will be assigned randomly to an experimental group and a control group. The former
will undergo a standardized mindfulness training whilst the latter will undergo an active
control such as a general Health Enhancement Program. Pre- and post-intervention
measures of self-regulation andmind-wandering between the experimental group and the
control groupwill be compared. Tomeasuremind-wandering, a fully automated eye user-
independent detector using eye-gaze in real classroom settings, and experience sampling
techniques will be used. Measures of self-regulation will be triangulated from various
methods including self-report, observation and objective measures. It is hoped that my
studywill help to clarify our understanding of the conceptual interconnectedness between
mindfulness, mind-wandering and self-regulation, build upon the current literature and
existing knowledge and serve as the basis to construct a tentative unifying theoretical
framework.

5 Conclusion

My research hopes to advance the scientific body of knowledge by bringing conver-
gence to our theoretical understanding of psychological processes underlying mind-
wandering, self-regulation and mindfulness that are traditionally studied separately. It
also seeks to contribute in practice to the field of education by helping learners improve
their ability to achieve academic and developmental goals in their learning environ-
ments by modulating mind-wandering through the practice of mindfulness. Devising a
unifying theoretical framework can also offer fresh fertile ground to develop new
artificial intelligence techniques to help further our understanding of the human mind
and help learners better achieve their goals.
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Abstract. Metacognitive experience (ME) is one of the key facets of
metacognition, which serves a critical cuing function in the process of self-
regulated learning process. However, the study of ME is hindered by its sub-
jective and implicit nature of and the challenges that are associated with
accessing such experiences. In exploring such experiences, eye-tracking offers
certain advantages over self-reporting methods. However, to date most studies
tend to focus on utilizing eye-tracking to explore metacognitive skills (MS) rather
than ME, with those that do explore ME also tending to require participants to
self-report rather than relying on observation of possible behavioural indicators
of such metacognitive processes. Based on previous works in this field, the
research proposed is based on the hypothesis that eye-tracking data can provide a
crucial objective measure of learners’ implicit ME processes. The research will
also investigate the extent to which such data can serve as the basis for auto-
matically predicting the occurrence and intensity of ME during learning using
machine learning, in a way that can support the delivery of adaptive domain-
independent feedback in a variety of Intelligent Learning Environments (ILEs).

Keywords: Metacognition � Metacognitive experience � User modelling
Eye-tracking

1 Introduction

Metacognition is a complex construct that comprises a number of interrelated com-
ponents (Efklides 2009) such as metacognitive knowledge (MK), which refers the
offline knowledge of cognition and metacognitive skill (MS), which supports the
control of cognition and metacognitive experience (ME), which is the product of online
cognition monitoring. A significant proportion of studies related to metacognition
relates to the first two components, with ME having received relatively less attention to
date. Following Efklides (2009), what may be responsible for this relative neglect of
ME in current research is the fact that ME is much more elusive and complex in nature
than the other two components insofar as it is both implicit and subjective in nature and
reflective of both the affective and cognitive experiences. As such, to achieve the goals
of any ongoing cognitive activities, ME can prompt the activation of MK retrieval and
MS application. Given that ME is often implicit and tacit (ibid), traditional self-
reporting methods may not fully capture the related processes. Eye-tracking has been
proposed as an unobtrusive and real-time means for assessing metacognitive processes
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(Veenman 2005). Building on the existing research in this area, the research presented
proposes to explore the potential of eye-tracking in the research of ME.

2 Literature Review

2.1 The Role of Metacognitive Feeling in Learning

According to Efklides (2009), ME can be categorized in terms of metacognitive
feelings (MF) and metacognitive judgment (MJ) (see Table 1 for examples). These
online “experiences” are generated from the interaction between the object-level (i.e.
information related to the task) and the meta-level (i.e. MK) information (Nelson and
Narens 1990), or from the “interface between the person and the task” (Efklides 2009,
p. 78). ME is critical to self-regulation of learning insofar as it serves to activate
learners’ retrieval of MK and the application of MS. For example, when a learner
experiences a feeling of difficulty (FOD) during a learning task, s/he might seek
information (as triggered and facilitated by MK retrieval and MS application) that
could address such a feeling. However, although ME can help learners self-regulate, it
is also subject to being influenced by multiple factors such as self-perception, self-
efficacy and related affective experiences including: feeling of knowing (FOK), feeling
of satisfaction (FOS), and feeling of confidence (FOC), each of which is tightly
associated with different types of metacognitive judgements as listed in Table 1
(Flavell 1979; Efklides 2009).

Access to such metacognitive feelings seems critical to support the development of
learners’ metacognitive competencies and self-regulation in real-time adaptively, and to
enhancing the educational benefit of adaptive feedback in intelligent learning envi-
ronments (ILEs). For example, a tutoring system’s ability to estimate and predict a
learner’s FOD can help the system calibrate the selection of learning tasks in terms of
the level of difficulty that may be appropriate for the individual learners, whereas
detection and/or predication of a feeling of familiarity (FOF) may help the system
decide when to focus on students’ consolidation of knowledge. Relying on an indepth
model of ME, as proposed by Efklides, provides further potential for selecting and
calibrating learning support. Specifically, understanding a student’s experience of
FOK, which is related to the tip-of-the-tongue phenomenon, may guide the selection
of specific memory-jogging hints, FOC and FOS, which are related to the outcomes of

Table 1. Examples of ME, Adapted from Efklides (2009)

Category Metacognitive Feelings (MFs) Metacognitive judgments (MJs)

Examples Tip-of-the-tongue phenomenon
Feeling of knowing (FOK)
Feeling of confidence (FOC)
Feeling of difficulty (FOD)
Feeling of satisfaction (FOS)
Feeling of familiarity (FOF)

Judgment of learning (JOL)
Judgment of confidence (JOC)
Estimate of effort (EOE)
Estimate of time (EOT)
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task processing, may help in deciding that an explanation or different forms of
instructions (including repeated instructions) are needed, whereas FOD and FOF,
which can occur before and during task processing, may help the system decide on the
specific timings of the feedback. Moreover, given that FOD is associated with negative
affect while FOF is associated with positive affect (Efklides 2009) and the two can also
be triggered by the fluency of task processing (Koriat 2007) may aid a targeted
selection of the support strategies that specifically aim to address those factors. Because
of their crucial role in ME, FOD and FOF provide the main focus for the research
proposed.

2.2 Applying Eye-Tracking in Metacognitive Experience Research

Eye-tracking provides an unobtrusive tool for tracking visual behaviour information in
real-time, which could reveal the implicit metacognitive processes associated with the
different metacognitive feelings and metacognitive judgements. Although there exists
an extensive body of research on eye-tracking and metacognition, many studies tend to
focus on MS. Moreover, most studies conducted is the context reading skills (e.g.
Kinnunen and Vauras 1995; Graesser et al. 2005) with significantly fewer focusing on
ME. Exceptions include Paulus et al.’s (2013) study which explored children’s judg-
ment of confidence (JOC) during an image pairing activity where eye fixation for used
to indicating the functioning of implicit JOC. However, the definition of implicit ME
functioning adopted in Markus et al.’s research and similar studies, such as Thomas
and Claudia (2010), differs from the definition adopted in the research proposed
because in Markus et al.’s case participants are asked to explicitly report their JOC by
choosing an item corresponding to their JOC on a scale provided. Here the eye-tracker
data (in this case eye fixation) is recorded just before the item is clicked, meaning that
the eye-tracking data acquired in that period might relate to the FOC evaluation process
rather than to an implicit JOC. Eliciting ME functioning from participants by asking
them to explicitly self-report requires explicit decision-making. Another related study is
that by Chua and Solinger (2015), where they use eye-tracking to examine cue fluency
(FOK and JOC), by collecting eye-tracking data before asking the participants to
evaluate their level of FOK and JOC. However, in this work eye-tracking data is used
to define cue fluency rather than determining the level of FOK and JOC. In contrast to
both Markus et al.’s and Chua and Solinger’s approaches, the research presented here
explores implicit MEs during a learning task.

3 Methodology

3.1 Research Aims, Hypothesis and Questions, Initial Task
and Participants

The research presented here aims to investigate whether and how well eye-tracking
data can provide a meaningful access to implicit ME of learners during a learning task
without requiring them to self-report. To ensure that the targeted ME can be observed,
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each targeted ME will be paired with a different activity which could potentially trigger
the specific type of ME. As a result, it is assumed in the current proposal that the
targeted ME can be triggered by the correspondent activities. For example, FOD has
been related to task difficulty (e.g. Efklides 2009), and so a task whose objective
difficulty can be manipulated may appropriate for exploring FOD. Similarly, following
Whittlesea’s and Rayner (1993) suggestion that FOF is attributed to the re-emergence
of experienced stimulus, an item pairing activity could be used to trigger FOF.

Two overarching questions provide the focus for this research: (1) What are the
distinguishable behavioural signifiers of different kinds of ME and different intensity of
MEs?; (2) can the trained model generalize to different learning contexts? In other
words, the ME user model may support the learning of different domains and delivery
of adaptive support therein.

The initial task for exploring the construct of FOD is inspired by a match-three
mobile game called Tower of Saviors (ToS) which requires the players to move a ball for
5 s at a time. Players have to plan the ball-moving path to reach the goal of dissolving as
many sets of balls as possible. Obstacles that obstruct the path of ball-moving are used to
manage the task difficulty. For exploring FOF, an item-paring task similar to Thomas
and Claudia’s (2010) will be adopted.

Students from primary school (aged 9–11) are the participants in the study proposed.
Comparing to secondary school students, younger students need more metacognitive
self-regulation support, especially that at this age they also face a demanding transition
from primary to secondary level educational.

3.2 Procedure and Data Analysis

The participants will first get familiar with the basic rule and control of the tasks on a
touch-screen laptop connected to a portable eye-tracker. Eye-tracking data along with
screen and video recording of the interaction will be recorded. This data will be used in
the later stimulated recall interview (SRI). For the FOD task, the game table will be
refreshed randomly, while obstacles will be added through levelling game difficulty.
Participants’ level of FOD will be reported via a 4-point scale, ranging from 1 (not at all
difficult) to 4 (very difficult). For the FOF-related task, participants will memorize the
randomly picked portraits one at a time. A group of new and already shown portraits is
then used for FOF elicitation, which will be followed by the FOF self-report.

Eye-tracking features will be selected based on Eivazi and Bednarik (2011) and will
include mean and sum fixation duration, mean between fixation and total eye-
movement path distance, number and rate (divided by the duration) of fixations, fix-
ation position within the game, and pupil dilation. The SRI will explore other factors
that may influence the target MEs (i.e. FOD and FOF) and will help the selection of
eye-tracking features. Scale vector machine (SVM) method (e.g. Liang et al. 2007) will
be explored as a way of constructing student’s MEs model.
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4 Conclusions

The current proposal will construct a user model of learners’ level of FOD and FOF
based on eye-tracking measurements. It will explore these MEs which are relatively
less task-dependent compared to MS. The ultimate goal of the research is to investigate
the extent to which such data can serve as the basis for automatically predicting the
occurrence and intensity of MEs during learning using machine learning, in a way that
can support the delivery of adaptive domain-independent feedback in a variety of ILEs.
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Abstract. The present study aims to use learning analytics to explore the
meaning of effective exploratory learning behavior in the context of practical,
collaborative activities using physical computing kits. To find relevant ways of
analysing the data which are strongly embedded in the learning context, four
unique affordances of exploratory learning environments are identified from
literature: responsive, social, open-ended and supportive. This paper proposes a
set of data signifiers which may be used to generate visualisations into the ways
in which the four affordances manifest themselves into the learning environment
through the students’ actions.
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1 Introduction

Education is increasingly moving away from static, instructionist, transmission-based
teaching and learning methodologies in the direction of active, exploratory, growth-
based tools and practices [1–3]. Exploratory learning environments intuitively allow for
such learning to take place [2–4]. However, there is very little consensus over what a
well-designed exploratory learning activity is and what are the practical implications of
applying it in the classroom [3]. To advance our understanding of exploratory learning,
it is important to study its origins and root any future analysis in the ideas which led to its
conception. To that end, four key affordances unique to exploratory learning environ-
ments are identified from literature: responsive, open-ended, social and supportive.

The main question which this study intends to address is ‘What does it mean for
students to operate effectively as exploratory learners in the context of practical activities
using physical computing kits?’ What would it mean for a student to maximise the
affordabilities - the responsiveness, the open-endedness, the social and supportive
aspects of exploratory learning environments to, as a result, maximise their learnings?
Importantly, rather than analysing what is an effective learner as an output, the focus of
this study is what is an effective learner as a process.
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2 Background

The fields of learning analytics and educational data mining have played a significant
role in the understanding of exploratory environments using “continual and real-time
assessment on student process and progress, in which the amount of formative feedback
is radically increased” [3]. However, many studies apply exploratory learning simply as
a different methodology to be plugged in-and-out of existing learning contexts. Whilst
students conduct their learning through practical projects, the objectives and evalua-
tions remain steeped in the limitations arising from content-focused, instructionist
practices. For example, many studies will correlate exploratory behaviours to subject-
specific knowledge measured through standardised tests [5–7] or classify students’
actions according to one-dimensional performance labels [8–10]. Whilst these are
important studies, highlighting the link between exploratory learning and more tradi-
tional ways of evaluating progress, they stop short of exposing new directions for
designing and quantifying learning.

Educational theory shows us that evaluations against averaged-out standards across
large pools of students are not effective measures of individual performance [11],
context is important when designing learning activities and evaluating progress [11, 12],
and ability is multidimensional and cannot be reduced to a single unit of measurement
[11]. Novel data analysis methods allow us to move towards a more comprehensive way
of evaluating performance, coping with the randomness and uniqueness of individual
pathways and taking into account the social context. This study attempts to further
advances in this direction, aiming to identify data signifiers based on students’ actions,
placed in the context of their environment, rooted in the four affordances unique to
exploratory learning.

3 Methodology

For the proposed study, 18 children in Year 8 participated in a hands-on, collaborative,
computationally-rich project over a school term. The project brief consists of building
an ‘intelligent’ board game to be played as a fun way of revising for history lessons.
Such ‘intelligent’ behaviour is to be achieved using the SAM Labs physical computing
kits. The aim of the learning experience is to integrate SAM electronics, 3D printing
and history knowledge into a coherent and engaging board game (Table 1). Given the

Table 1. Breakdown of data collection

Video Audio CCTV
video

SAM labs app Teacher input Student input

Individual
student

Individual
student

Group Individual action
logs

Project design Digital journal

Analysis
interviews

Self-
assessment

Student
evaluation

Questionnaires
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wide spectrum of the analysis dimensions - responsive, social, open-ended and sup-
portive - multiple data streams helped capture the learning experience in detail.

Data was collected over the course of a whole school term, in weekly two-hour
sessions. Data signifiers are identified against the four exploratory learning affordances,
in terms of actions in the physical environment as well as SAM Labs log entries.
A starting point towards such a breakdown and coding schema is presented below.

3.1 Responsive

Feedback received promptly from the environment itself in response to pupils trying
out their own theories, revealing inadequacies and mistakes in their beliefs is a fun-
damental characteristic of an effective educational environment [1]. This is extracted
from the data via the various actions students take which trigger feedback being
returned to them by using the various tools available, and the ways in which they
respond to the given feedback. A proposed breakdown of the events to be analysed is
reproduced in Table 2.

3.2 Open-Ended

Jean Piaget’s idea that intelligence emerges from an evolutionary process in which
many factors must have time to find their equilibrium, where different ideas must come
together coherently and meaningful associations must be created in order for learners to
identify with new concepts supports a view of education which is complex [13],
influenced by a large number of parameters, some more correlated than others, and
impossible to streamline across a large number of individuals [11] (Table 3). The open-
ended nature of exploratory learning allows for knowledge to emerge in this way, and
may be analysed within the context of the present case study via the following events.

Table 2. Breakdown of responsive data signifiers

Event Description

Discovery Video & Audio: browse, try out new functionality, create new theories
SAM: Add new blocks/connections never used before

Test Video & Audio: implement an idea - SAM, 3D printing, prototype, draw
SAM: Changes made throughout the project discarded by the end

Change Video & Audio: modify implementation to match desired result
SAM: Changes made throughout the project kept in final graph

Table 3. Breakdown of open-ended data signifiers

Event Description

New idea Video & Audio: generate new ideas to implement in the game
SAM: Novel uses of blocks/connections

Association Video & Audio: explicit link to existing knowledge/experience
SAM: Association with previous graph history changes

Adaptation Video & Audio: modify idea to apply personally
SAM: Adaptation of graphs within the classroom, similarity of components
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3.3 Social

Vygotsky argued that individual development cannot take place without considering
the social and cultural context within which the learner is embedded in, asserting that
higher mental processes originate in social processes [14] (Table 4). Thus, a proposed
set of events analyzing the social interactions occurring in the context of the present
case study is presented below.

3.4 Supportive

One of the primary theoretical bases for supporting students’ learning is Vygotsky’s
zone of proximal development [14]. We turn to boundaries [15] as a useful concept in
trying to find a balance between the open-endedness benefits of exploratory learning
and relevant support. In the context of computationally-powered micro-worlds,
building in relevant boundaries can provide effective support without disrupting the
empowering freedom students require (Table 5). A potential way of visualizing the
impact of such boundaries on the students’ exploration may be observed through the
following events.

Based on the data signifiers presented above, the next stage of the research will
design an individual learner profile as a visualisation into the ways in which the four
dimensions manifest themselves into the learning environment through the students’
actions. The visualisation will provide insights into the strategies that students employ
in navigating exploratory learning.

Table 4. Breakdown of social data signifiers

Event Description

Inspiration Video & Audio: source of ideas: peers, teacher, discovery, feedback
SAM: Adaptation of graphs within the video context of ‘Inspiration’

Reach Out Video & Audio: ask for help, showcase, proactively seek feedback
SAM: Adaptation of graphs within the video context of ‘Reaching Out’

Share Video & Audio: proactively help others, share insights
SAM: Adaptation of graphs within the video context of ‘Share’

Table 5. Breakdown of supportive data signifiers

Event Description

Consolidate boundary Video & Audio: efforts to work within the project boundaries
SAM: Refinement of graph changes towards end state

Add boundary Video & Audio: Actively refine towards more specific boundaries
SAM: Restrict graph to specific blocks/branches

Remove boundary Video & Audio: a set boundary is crossed/removed/broken
SAM: Restrict graph to specific blocks/branches
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Abstract. This paper describes the design of an intelligent Multi-
modal Tutor for training people to perform cardiopulmonary resusci-
tation using patient manikins (CPR tutor). The tutor uses a multi-
sensor setup for tracking the CPR execution and generating personalised
feedback, including unobtrusive vibrations and retrospective summaries.
This study is the main experiment of a PhD project focusing on multi-
modal data support for investigating practice-based learning scenarios,
such as psychomotor skills training in the classroom or at the workplace.
For the CPR tutor the multimodal data considered consist of trainee’s
body position (with Microsoft Kinect), electromyogram (with Myo arm-
band) and compression rates data derived from the manikin. The CPR
tutor uses a new technological framework, the Multimodal Pipeline,
which motivates a set of technical approaches used for the data col-
lection, storage, processing, annotation and exploitation of multimodal
data. This paper aims at opening up the motivation, the planning and
expected evaluations of this experiment to further feedback and consid-
erations by the scientific community.

1 Background

Practical skills training, co-located group interactions, and tasks alternative to
the classic desktop-based learning scenario represent still a big set of learning
activities taking place in the classroom and at the workplace. In data-driven
learning research, physical interactions are most of the time “offline moments”,
not captured by the data collection and not included in the datasets used for
analysis. Bringing these moments into account requires extending the data col-
lection from conventional data sources (e.g. data from the learning management
system) to data “beyond learner-computer interaction”. With the umbrella term
multimodal data we refer to micro-level (1) learners behavioural data: i.e. motoric
actions or physiological responses; (2) data of the learning situation such as learn-
ing context, environment and activity. The multimodal data collection can be
achieved using wearable sensors, cameras or Internet of Things (IoT) devices.
Several of these devices find direct application in the domain of learning [7].

There are several opportunities in using multimodal data with computerised
methods. Multimodal data allow to bridge the gap between learners complex
behavioural patterns with learning theories [8]. It does so by connecting sensor
data to human-driven qualitative interpretations, like expert reports or teacher
c© Springer International Publishing AG, part of Springer Nature 2018
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assessments. The latter describe more qualitative and human-driven interpre-
tations that sensors cannot directly observe, such as learning outcomes, cogni-
tive aspects or affective states. For example, Ochoa and Chiluiza [6] collected
multimodal data including video, audio and pen strokes with the aim to predict
expertise. Multimodal data can also be used as historical evidence for the analysis
and the description of the learning process [1]. Worsley and Blikstein [9] recorded
video and audio from 13 students building simple structures with sticks and tape.
From video data, they derived skeletal position and gesture movements and they
translated the multimodal transcripts“action codes”, task-specific patterns such
as ‘build’, ‘plan’,‘test’, ‘adjust’ and ‘undo’. Finally, multimodal data can be used
as the base to drive machine reasoning and adaptation during learning. This can
be achieved with the design of intelligent computer agents empathic to the learn-
ers which work as an instructor in the box. Existing examples of multimodal ITS
are AutoTutor [5] or the Affective Learning Companion [2].

Multimodal data have generally different formats, granularity and levels of
abstractions. Dealing with such data raises a number of challenges including: (1)
collecting the learning labels through reliable and unobtrusive annotation pro-
cedure; (2) designing a sensor fusion architecture for collecting and processing
multi-sensor data; (3) finding a strategy to best represent and analyse the mul-
timodal data; (4) produce insights that are valuable for the learner; (5) comply
with the ethics and privacy regulation (e.g. the new European GDPR).

2 Proposed Approach

This PhD project aims to shed light on some of these challenges. Some of those
were first encountered in the first experimental study “Learning Pulse”, pub-
lished in the LAK’17 proceedings, which aimed to predict learners’ Flow, pro-
ductivity and stress out of Fitbit data and self-reported questionnaires [3].

In this PhD project we also propose a theoretical model: the Multimodal
Learning Analytics Model (MLeAM) [4]. MLeAM (left-hand Fig. 1) shows how
multimodal data can produce feedback to the learner and help to classify similar
experiments in the field. The MLeAM helps with the identification of meaningful
modalities. At the same time the MLeAM illustrates how to formulate hypothesis
and interpretations on the collected data through human annotations.

To provide technological support to the MLeAM, as part of this PhD project,
we also propose the Multimodal Pipeline. The Pipeline is a chain of technical
solutions for handling the multimodal tracking and to incorporate multimodal
data for more accurate student modelling, learning analytics and intelligent
machine tutoring. The Pipeline is composed by five steps: the collection, the
storing, the processing, the annotation and the exploitation of multimodal data.

While writing this contribution, the technical implementation of the different
steps of the Pipeline is being carried. We are creating a flexible system which
can integrate multiple sensors and provide instantaneous feedback based on mul-
timodal data. We plan to use this system for multiple use cases, including the
scenario described in next section.
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Fig. 1. L: Multimodal Learning Analytics Model. R: concept of the CPR tutor.

2.1 The Case of Cardiopulmonary Resuscitation

To provide a proof-of-concept of the MLeAM and the Multimodal Pipeline we
decide to focus on a specific learning scenario, CPR training using manikins.
CPR is a task that is usually trained singularly and has a clear procedure. The
learning objectives are also well defined: e.g. the compressions should be around
120 per minute and 5 cm deep. CPR has also a strong practical significance,
the cases of cardiopulmonary arrest are unfortunately very common, the more
people are trained to do CPR the higher the chance of saving lives.

The experiment starts with an expert survey to be sent out to a network
of CPR trainers. This survey aims to clarify the relevant feedback for learners
doing CPR, with special focus on performing chest compressions. The experiment
continues with a quantitative data collection which we summarise as follows.

1. Sensor capturing. The multimodal data sources considered for this experi-
ment are (1) body position, specific jointures derived using Microsoft Kinect;
(2) electro myogram data, collected using Myo armband; (3) physiological
data as heart rate variability (HRV) and galvanic skin response (GSR) using
an Empatica E4; (4) compression-rate and compression-depth using the wire-
less skill reporter of the Resusci Anne QCPR manikin.

2. Annotation. We focus on the chest compressions, assuming that the QCPR
manikin already provides high-quality data. We use the manikin data as base-
line. We label each compression (0.5 s) with an annotation tool to rate each
compression either a binary scale or 5-points Likert scale.

3. Machine learning. We pre-process the data and extract only a number of
informative attributes, depending on the number of available labels. Then
we train multiple classifiers which can predict the labels given in step 2. For
example, different classifiers can be trained for each individual learner, so to
tackle the high inter-subject variability.



516 D. Di Mitri

4. Feedback. The classifiers will be able to assess current performance on real-
time. Based on this automatic and machine driven evaluation, we can gener-
ate haptic feedback pushing vibrations to the Myo armband when the CPR
compressions are not correctly performed.

3 Conclusions

In this paper, we presented a PhD project background rationale and we described
the planning of a Multimodal Tutor for CPR, a tutor able to generate predic-
tions and to provide personalised feedback during CPR. This type of feedback
is unobtrusive and could speed up the CPR training process. Describing this
experiment we would to receive further feedback by the AIED community on
the experimental design. We believe the development of CPR tutor is a rele-
vant contribution for the AIED community. Although there are various studies
using sensor data, these still represent a little portion of the AIED research. In
addition, the CPR tutor will prove the concept of using multimodal data and
validate the proposed models like MLeAM and the Multimodal Pipeline. We
believe that these tools can be of great use for future learning research planning
to use multimodal data.
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Abstract. The ability to critically assess the information we consume
is vital to productive civil discourse. However, recent research indicates
that Americans are generally not adept at, for instance, identifying if
a news story is real or fake. We propose a three-part research agenda
aimed at providing accessible, evidence-based technological support for
critical thinking in civic life. In the first stage, we built an online tutor-
ing system for teaching logical fallacy identification. In stage two, we
will leverage this system to train crowd workers to identify potentially
fallacious arguments. Finally, in stage three, we will utilize these labeled
examples to train a computational model of logical fallacies. We discuss
how our current research into instructional factors and Belief Bias has
impacted the course of this agenda, and how these three stages help to
realize our ultimate goal of fostering critical thinking in civil discourse.

Keywords: Cognitive tutors · Informal logical fallacies
Informal reasoning · Cognitive task analysis
Difficulty factors assessment · Ill-defined domains

1 Introduction

The recent rise of fake news on popular social media platforms has underscored
the importance of critical thinking skills in informed civil discourse. Some esti-
mates claim that Americans fall for fake news headlines approximately 75% of
the time [5], and as reliance on social media as a primary new source increases,
this problem may only get worse. One potential way to combat fake news is to
embed support for key skills such as evidence evaluation and argument analysis
into the media we consume. We propose that educational technology provides
an opportunity for accessible, evidence-based instruction and support for these
essential critical thinking skills, and describe our current and proposed research
in this area.

2 Current and Proposed Work

Informal reasoning shares many of the challenges associated with other ill-defined
domains (ambiguity, limited formal theories, etc.) [4]. To make the ill-defined
c© Springer International Publishing AG, part of Springer Nature 2018
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domain of informal reasoning more tractable, we focus on teaching informal fal-
lacies. Informal fallacies are simply patterns of bad argumentation, where the
premises of an argument fail to support the conclusion. More importantly, infor-
mal fallacies provide a semi-structured way to research how people reason about
everyday arguments and the biases that may impact their logical reasoning. Our
research agenda progresses towards this goal in three incremental stages.

2.1 Online Logical Fallacy Tutor

The first stage in exploring this space is to better understand how people learn
to identify logical fallacies, and if educational technology can be an effective tool
in teaching that skill. We have already taken some preliminary steps towards
answering these questions by building and testing an online tutoring system
designed to teach logical fallacy identification. The results of this initial foray are
promising. First, our data suggest that a student’s political beliefs may inhibit
their ability to identify faulty logic in arguments that align with their own beliefs,
a cognitive bias known as Belief Bias [3]. For example, liberal users have more
difficulty identifying faulty logic in arguments with a liberal conclusion. This
interaction between personal beliefs and our ability to identify faulty logic sug-
gests that new solutions in this space may need to account for the user’s beliefs
in the instruction or intervention.

Our data also show clear evidence of learning. Specifically, we were interested
in whether instruction that promoted deductive reasoning (e.g., definitions and
explanations) was more effective than instruction that promoted inductive rea-
soning (e.g., seeing many examples of the fallacy). To test this, we conducted an
Instructional Factors Analysis [2], and found that while users were able to learn
a logical fallacy through inductive instruction (examples) alone, the deductive
instruction (definitions and explanations) was more than twice as effective.

2.2 Crowdsourcing Logical Fallacy Detection

In addition to training citizens to identify logical fallacies themselves, we are
also interested in ways that technology can support fallacy identification. It is
likely the case that logical fallacies are easier to spot in the context of an online
tutoring system simply because users are looking for them. In real life, we rarely
expend so much energy thinking critically about each argument we read or hear
(unless we fervently disagree with it), and real-world fallacies are often subtler
than the illustrative examples given in textbooks [1]. Coupled with the pace of
discourse in, for example, a presidential debate, logical fallacies are easy to miss,
if youre not paying careful attention.

In this stage, we propose a system that helps users pay closer attention to
specific pieces of discourse that might warrant some critical evaluation. We will
leverage the online tutoring system we built previously to train or evaluate crowd
workers. On the backend, our proposed system will break discourse content into
digestible parts and then distribute the parts to crowd workers (trained using
our tutoring system) who will flag any content that may contain a fallacy. On
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the frontend, a user reading an article with our service enabled may notice a
section that has been highlighted, indicating the possibility of faulty logic. It is
important here to note that our crowd workers are not simply labeling arguments
as fallacious, but rather as potentially fallacious. There are two reasons for this
choice. First, the presence of a logical fallacy does not necessarily invalidate
an argument. If I were to say, The earth is round and youre crazy if you dont
think so. Id be committing an Ad Hominem fallacy, but the earth is still round.
In many cases, arguments containing logical fallacies are not invalid, just weak
arguments. Second, and more importantly, by not passing a verdict we force the
user to exercise their own critical thinking skills. In this way, our system (1)
provides more opportunities for thinking critically about real-world discourse,
and (2) scaffolds those opportunities with some degree of judgement about the
discourse in question.

We can validate the performance of crowd workers by comparing their clas-
sifications against the classifications of other crowd workers, or to a smaller set
of expert classified examples. Evaluating the impact of the system on a users
critical thinking skills is more difficult. One possibility is asking users to report
if they agree that a fallacy exists in the highlighted text. Once we have validated
the high likelihood of a fallacys existence in that piece of text (using the meth-
ods mentioned previously), we could use user agreement as a rough proxy for
critical thinking ability. Furthermore, while we would expect agreement to be
lower for arguments that align with the users political orientation (due to the
aforementioned Belief Bias), we might expect that agreement would increase on
these types of arguments over time, as critical thinking skills improve.

Fig. 1. Feedback loop relationship between the cognitive tutor and crowd workers.
The real-world examples labeled by crowd workers can be used to both improve the
cognitive tutor and train computational models. In addition to improving our tutoring
system, we can also use those labeled examples to train a computational model of
logical fallacies. We argue that machines may be able to recognize the possibility of a
logical fallacy (using linguistic cues or similarity to prior labeled data). Once a potential
fallacy is recognized, the machine will then prompt the human to assess the validity.
This hybrid solution capitalizes on the computational strength of machines and the
as-yet unparalleled power of human sense-making to improve fallacy identification.
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2.3 Towards a Computational Model of Logical Fallacy
Identification

The final goal of this work is to develop a computational model of logical fallacies.
Achieving this goal requires overcoming several large challenges. First, to train
a model to detect such a nuanced use of language will most likely require a large
number of labeled examples. Furthermore, these examples will most likely have
to be varied and authentic (perhaps unlike many of the purposefully illustra-
tive examples used in textbooks). To solve this shortage of labeled examples, we
propose using our cognitive tutor to train crowd workers to identify fallacies in
real-world media sources (as described in the Crowdsourcing stage). High qual-
ity labels can then be automatically integrated into the tutor training system,
increasing the number of potential examples crowd workers can use to achieve
mastery. This increase in the number of examples may be especially important
for fallacies that are most efficiently taught using inductive instruction. Figure 1
shows the feedback loop relationship between crowd workers and the cognitive
tutor.

If we meet these challenges and are able to detect the markers of logical falla-
cies in real-world text, there are potential applications in media (both traditional
and social), politics, and education. One could imagine a plugin for your favorite
word processor that underlines a potential Appeal to Ignorance just as it would
a misspelled word. Similarly, one could imagine how broadcasts of presidential
debates in the future might be accompanied by a subtle notification anytime a
candidate might be committing a Moral Equivalence fallacy.

Taken together, these projects represent an accessible, theory-driven way
to impact the quality of civil discourse using educational technology. Just as
technology has played an unfortunate role in amplifying fake news, so too will it
play a role in combating those unreliable sources. We believe the most effective
defense against this surge of misinformation are systems that both train citizens
to be better critical thinkers and support that critical thinking in their everyday
lives.
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Abstract. My PhD focuses on adapting learning activities selection to
learner affect in an intelligent tutoring system. The research aims to
investigate the affective states considered for adapting learning activity
selection, and how to adapt to these. It also seeks to know how learner’s
affective state can be obtained through tutor-learner interaction rather
than via sensors or questionnaires. The research will use of a mixture of
qualitative and quantitative methods to achieve these aims. This research
will significantly contribute to the area of intelligent tutoring technology
by providing more insights into how to adapt to affective states, and
improve the delivery of learning. The result will lead to an algorithm for
learning activity selection based on affect, which also incorporates other
relevant learner characteristics, such as personalty, that moderate affect.

Keywords: Affective state · Learning activity selection
Personalization

1 Introduction

In recent times, affect is considered an important aspect in learning. Affective
states are emotions or feelings expressed in the face, tone, or gesture which
have a powerful and subconscious influence on how people think, behave, and
deal with social information [6,9]. During learning, both positive and negative
affect are expected in a learner. In a traditional learning environment, a human
tutor uses the learners’ observed affective state to adapt teaching strategies.
However, different people learn differently and may well experience different
affective states in the same learning context. Hence, the method a teacher adopts
may not work well for every learner in a group. This has prompted a need
for alternative solutions using computational methods. An intelligent tutoring
system is a computer system aimed at providing customized instructions and
feedback to learners [17]. Human tutors have the capability to observe most
changes in affective state, but an intelligent tutoring system has the capability
to recognize, respond and react to affect [16]. The intelligent tutoring system
may respond to learners’ affective state in real-time by providing personalized
and contextual feedback. In my PhD, I am interested not just to respond to
affective state (in the sense of providing for example emotional support), but
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rather how learning acitivity selection can be adapted to affective state in the
hope of not just gaining better learning outcomes but of postively influencing
affective state.

2 Research Questions

My research will answer the following research questions:

1. Which affective states should be considered when adapting learning activity
selection?

2. How can a learner’s affective state and other relevant characteristics be
obtained through tutor-learner interaction during learning (rather than via
sensors or questionnaires)?

3. What is an effective algorithm for adapting learning activity selection to
affective state?

3 Related Work

Several studies have investigated which student affective states are present dur-
ing learning [1,10]. Their results revealed the affective states of confusion, frus-
tration and anxiety as prominent during learning. Investigating facial features
for affective state detection in learning environments [13] discovered the affec-
tive states of boredom, confusion, delight, flow, frustration, and surprise. Craig
et al. [3] worked on the role that affective states play in learning from the per-
spective of a constructivist learning framework. They observed that frustration,
boredom, flow, confusion, eureka and neutral affective states occurred during
learning with AutoTutor. Several emotional models already exist such as the
academic emotional model by Pekrun et al. in [7,15]

Affective states have been shown to influence learning. For example, Tyng
et al’s study [18] showed that emotional events are remembered more clearly,
accurately and for longer periods of time than neutral events. They believe that
affect has a strong influence particularly on attention and behaviour. Craig et al.
[3] found significant relationships between learning and the affective states of
boredom, flow and confusion. A pre- and post-test was used to explore the rela-
tionship between affect and learning using an animated pedagogical agent. [8]
observed that system can hold a conversation with the learner using natural
language and from the conversation, emotional experience can be tracked.

D’Mello et al. [4] investigated the reliability of a system detecting a learner’s
affective states in an attempt to augment an intelligent tutoring system with
the ability to incorporate such states into its pedagogical strategies to improve
learning. They believe that systems can be more than mere cognitive machines.

There is also previous work on learning activity selection. For example, a
study investigating the impact of personality and cognitive efficiency on the
selection of exercises for learners [14] showed how exercises can be selected based
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on learners’ personality. Another study by [2] on a personalized e-learning sys-
tem showed that applying Item Response Theory (IRT) to Web-based learning
can achieve personalized learning and help learners to learn more effectively and
efficiently. Additionally, there has been substantial research on so-called educa-
tional recommender system by [5,11,19] though, these tend to focus on learner
interests and ability rather than affect.

4 Methodology, Current and Future Work

To answer Research Question 1, and get a first insight into Research Question
3, I will conduct qualitative research (focus groups, interviews) to supplement
literature review, to discover how learners and teachers feel affective state should
impact learning activity selection. I have developed scenarios to describe learners
experiencing particular emotions. I have conducted 8 focus groups with learners
which asked them about the emotions experienced during learning and used the
scenarios to investigate how they felt activity selection should take the emotions
described in the scenarios into account. The focus groups also provided insights
into the relevant attributes of learning activities. For example, focus groups sug-
gested to use activities in which the learner described in one scenario would work
together with the learner described in another scenario. So, one possible adap-
tation regards the selection of activities that allow learners with complimentary
affective states to work together. Follow-on interviews with teachers are planned.

The scenarios will need to be refined and validated to ensure they prop-
erly and only express a particular affective state and do not accidentally also
express personality traits. I will use the validated scenarios to further investi-
gate Research Question 3, conducting user studies to investigate how people
adapt their selection of learning materials to a learner’s affective state using the
User-as-Wizard method by [12]. The scenarios are used to accurately portray
a learner’s effective state so that the participant can use this as part of their
decision making. Based on the data, I will construct algorithms for automatic
adaptation of learning material selection to affective state.

It is quite possible that other learner characteristics, in particular personality,
may impact on how a learner’s affective state needs to be taken into consideration
(Research Question 2). Further qualitative studies will investigate this, followed
by user studies. This is likely to modify the algorithm.

To investigate the effectiveness of the algorithm, I plan to first test it in a
simple learning environment where a learner’s affective state has been induced.
I will need to consider on how exactly to do this (Research Question 3). This
may be followed by testing it in real life. To do the latter, I require a simple
and effective way of obtaining learner characteristics. I intend to base this on a
dialogue (Research Question 3).
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Abstract. Openness, scalability, and reachability are intrinsic features of
MOOCs. However, research studies in MOOCs indicated low participation from
some cultural clusters, mostly from less privileged strata of the world’s popu-
lation. The impeding factors are not only related to individual student charac-
teristics, but also are related to structure and curriculum design. This proposed
PhD thesis will address this stratification, performance and achievement gap. In
a cross-module analysis on Open University MOOCs at FutureLearn, temporal
predictive modelling was used to explore learners’ background, regional
belonging and behavioral patterns that contribute towards engagement, and
overall performance. Later on, clustering and temporal process mining will be
employed to observe end-to-end processes of learning. Behavioral traces and
learning trajectories for different clusters of learners will be explored in a variety
of MOOC Learning Designs (LD). The research findings aim to provide useful
actionable insights on how adaptations in LD can make MOOCs more inclusive
and diverse.

Keywords: Educational Data Mining (EDM)
Educational Process Mining (EPM) � Massive open online courses
Learning design � Cultural clusters

1 Introduction (The Problem)

Massive Open Online Courses (MOOCs) aim to provide learners an unlimited access to
online courses through open access policy. Until recently, it was expected that these
open, extensive online courses might help to address global disparity in education.
However, so far international participation in leading MOOCs continue to present a
form of intellectual neo-colonialism, in a way that the majority of active learners and
mainstream MOOC providers belong to developed countries [1, 2].

As evidenced by both global studies in MOOCs as well as studies focused on
geographical location within a particular country, there are strong regional, national,
and cultural factors that influence success in online learning. In the literature there
seems to be an emerging narrative of a global divide in MOOCs learning. In MOOCs
‘significant disparities’ existed for some ethnic and racial minorities. Similar
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observations have been repeatedly reported for financial, social, or psychological
barriers in MOOC learning in country-specific studies, or in those sampled for a
particular region.

For this prevailing issues of retention and performance of learners from different
regions, one method commonly used is introducing self-regulated nudges or general
interventions. A number of random controlled trials have been used to address some
impeding factors, such as learners’ social identity threats and perceived course diffi-
culty level. Although psychological dispositions can be changed, the overall efficacy of
these interventions remained inconclusive [1, 3].

One way to approach this issue is by investigating the cognitive and pedagogical
aspects. Learning Design (LD), in general, can be described as process of designing
pedagogically informed learning activities to support learners while remaining aligned
with the curriculum. The impact of LDs on learners’ behavior, satisfaction and learning
outcome, has been widely acknowledged [4]. Moreover, academic success and failure
is partly hidden in learners’ journeys, through their respective learning activities and in
interactions with learning resources (e.g. video, audio, forum, quiz, reading material).

Open online learning generates voluminous log data. Therefore, the aim of this
research is to examine to what extent learners’ association with a country of particular
cultural cluster influences their processual academic progress over time. This study will
explore the potential roles of regional and cultural diversity on temporal learning
choices in MOOCs. In particular, I will explore end-to-end learning processes to
understand how different MOOC LDs impact, restrain or facilitate widening partici-
pation from all around the globe. I will also explore learners’ decisions on whether to
stay and continue learning in a MOOC, or else to drop out at a point-in-time after
participating in a particular learning or assessment activity. This study will examine
learners’ journeys using processual nature of learning activities at three levels of
granularity; activity type, week-wise performance, and dominant progression in indi-
vidual activities.

Therefore, the main research questions are

RQ1: To what extent can main and dominating temporal learning paths be iden-
tified in a MOOC Learning Design (i.e. in a MOOC do significantly large sub-
groups of learners follow a particular learning path before dropping out)?
RQ2.A: To what extent does association with a cultural cluster impacts temporal
learning paths in a MOOC Learning Design? (i.e. What temporal learning path
learners from a cultural cluster follow, as they progress in a course)?
RQ2.B: To what extent are behavioral patterns (from RQ1 and RQ2.A) of cultural
clusters dissimilar in different MOOC Learning Designs (i.e. Do cultural clusters
progress differently in different Learning Designs)?
RQ3: With the help of descriptive and temporal process models from RQ1 and
RQ2, how can we suggest meaningful, actionable insights from investigating the
broader geocultural and pedagogical factors that may make MOOC learning more
sustainable, diverse and inclusive?
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2 Proposed Methodology

2.1 Data Sources

I intend to analyze four Open University FutureLearn MOOCs offered in 2017. All
courses followed different LDs, each comprising a variety of categories: article, dis-
cussion, peer review, quiz, test, video/audio, and exercise. From the logs, I used
following attributes for 16,757 learners; learners ID, week, learning activity type,
learning activity and timestamps. To create cultural clusters, I plan to use data source
from extended GLOBE study by [5], which employed statistical models to classify
countries into 10 cultural groups based on cultural similarities and other factors such as
racial/ethnic distribution, religious distribution, geographic proximity, language, and
colonial heritage.

To meet the ethics standards, all datasets are anonymized by the FutureLearn before
the release. As part of setting up the learner’s account, FutureLearn attains consent of
the learner to use this data to tailor their services to suit the learner.

2.2 Design and Methods

For behavioral mapping and modelling, I employed methods associated with Educa-
tional Data Mining (EDM) and Educational Process Mining (EPM). For predictive
modelling (see Pilot Study1), I used decision tree based machine learning algorithm
commonly used in EDM. However, EPM is traditionally used to observe end-to-end
traces of learners’ behavior. In Process Mining, the term Variant refers to a sequence of
activities followed by significant number of cases. I focused on estimation and com-
parison of mean activity duration, and temporal learning pathways of dominant sub-
group of learners (Variants). These subgroups followed particular learning trajectory or
pathway in a MOOC. To construct process maps, I used Disco tool, which implements
an extended and improved version of Fuzzy Miner algorithm [6]. This algorithm creates
elaborative, uncomplicated process maps and can easily identify infrequent variants.

2.3 Current Status of Work and Future Work

Pilot Study 1: In this study, machine learning based predictive models were employed
to dynamically predict learners’ academic performance of 3,908 UK-based learners
enrolled in four different online courses offered at The Open University, UK [7].
I examined whether, and how, six demographic characteristics (i.e., region of origin,
multiple deprivation level, prior education, age group, gender, and disability) affected
learning outcomes of assignments over time. It was reported that region of origin and
socioeconomic indicator were most significant or important variables towards decision
tree construction throughout. Model consistency was checked on the next course
offering. Persistence of contribution of these two factors; region of origin and depri-
vation level, on academic outcome remained consistent when experiment was repeated
on structurally different courses. This leads to the idea that change in LD can poten-
tially influence academic performance of learners from different regions [Pilot Study 2,
Main Study].
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Pilot Study 2 (Work in progress): This study addressed RQ1 by examining the
processual nature of academic performance amongst FutureLearn MOOCs. Results
suggested that learners’ progress were linked with Learning Design (LD) and could be
better understood by mapping end-to-end learning processes. In order to check con-
sistencies and to validate the results, analyses were repeated on four MOOCs from
different disciplines. (Some preliminary results will be presented as full paper at JURE
18 conference. I also plan to discuss some initial findings in next FLAN meeting with a
title: Intertemporal Modelling of Learning Trajectories; a Validation Study of 4
MOOCs).

Main Study (Future work): My proposed main study will comprise of two phases.
In Phase-I, I will answer RQ2 and will provide the bases to answer RQ3 by exploring
how academic performance (which is processual in nature and is linked closely with LD)
varies with cultural background. Hereby, I also aim to use clustering during prepro-
cessing in order to find natural grouping in learners’ population. In Phase-II, I will
employ a mixed method approach to understand the underlying factors that contributed
towards the results from Phase-I. Using observed end-to-end process of learning as a
representation of learners’ plan of action, I will try to explain why regional belonging or
culture does (or doesn’t) have an impact on processual nature of learning?

3 Unique Contribution

The presence of large number of underachieving, “inconsistent” MOOC learners raises
a need for an in-depth, cross-national, dynamic behavioral analysis of ‘active learning
events’, with a consideration of regional, social, and cultural belonging. As indicated
above, while an emerging body of literature has found that large numbers of learners
from across the globe are taking MOOCs, relatively few studies have actually measured
and unpacked how learners from different cultural groups are engaging in MOOCs. In
particular, while recent evidence seems to indicate that the way teachers design and
implement online courses has a significant impact on engagement and retention, to the
best of my knowledge no study has linked learning design with MOOCs. By linking
learning design principles of MOOCs with actual engagements in learning activities for
learners from countries all around the globe, this PhD thesis aims to better understand
how we can design and implement effective MOOCs for ALL learners.
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Abstract. Students in higher education need to select appropriate courses to
meet graduation requirements for their degree. Selection approaches range from
manual guides, on-line systems to personalized assistance from academic
advisers. An automated course recommender is one approach to scale advice for
large cohorts. However, existing recommenders need to be adapted to include
sequence, concurrency, constraints and concept drift. In this paper, we propose
the use of recent deep learning techniques such as Long Short-Term Memory
(LSTM) Recurrent Neural Networks to resolve these issues in this domain.
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1 Introduction

Students entering university face a myriad of choices when navigating their pathway
through their degree. These choices influence student success defined as minimal
completion time and maximized cumulative grade averages (GPA). Determining the
optimal choice requires consideration of personal, institutional and external factors and
could be described as a scheduling, graph navigation and optimization problem.

Personal factors include learner preparedness, failing courses, medical/employment
pressures, social/friendship networks, credit transfer from prior study and financial
reasons. Institutional factors include course constraints such as pre-requisites, course
availability and enrolment quotas. External factors include regulatory and accreditation
requirements.

Students often seek advice from academic advisers on appropriate course choices as
there can be an overwhelming number of course-availability-sequence combinations.
Explicit and Implicit knowledge about the choice may be present but not personalized
in existing systems or web sites. Academic advisers often use experience and heuristics
to determine an optimal pathway for these students. However, this could result in
inconsistency of advice if there are multiple advisers and personal advice is not scalable
with thousands of students.
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1.1 Related Work

Many universities provide on-line enrolment systems which provide a pre-defined
study plan template for enrolment. Enrolment planning tools may deal with constraints
such as pre-requisites, course availability and recommended sequences.

The next level of advice comes from automated systems which range from grade
prediction systems based on educational data mining [3, 6] and some which use classical
recommender systems approaches such as Matrix Factorization and Random Forests [8].

Existing educational recommender systems advise students atmany levels - fromhigh
level recommendations of career choices, degrees and majors to internal recommenda-
tions of learning objects within a course [1]. These systems use Collaborative Filtering
(provides recommendations based on the student’s profile and past/peer student choices),
Content-based approaches (use past choices together with course meta-data), Association
mining (popular clusters of courses) or combinations of these techniques [2].

Recent deep learning techniques based around Recurrent Neural Networks
(RNN) have been used to provide recommendations using sequence predictions [4] and
applied to learning analytics [9], student performance prediction [5] and contextual
recommendations [7].

2 Proposed Solution

We will use deep learning techniques such as Long Short Term Memory (LSTM)
RNN’s to develop a sequence based course recommender because of the following
challenges unique to this domain:

• Sequence and concurrency: Unlike classical recommender systems, a course rec-
ommender needs to supply a sequence of concurrent courses rather than a single
item. The system must consider the historical sequencing of courses taken to pro-
vide the optimal recommendation.

• Constraints: A course recommender system will need to consider complex con-
straint issues including course timetabling, course availability, course quotas, cur-
riculum constraints (pre-requisites, co-requisites, anti-requisites, admission rules)
and degree rules such as core and optional course requirements.

• Context: Additional criteria may be required such as student career objectives,
accreditation requirements, personal preferences and other situational constraints
(such as scholarship restrictions and so on). We will NOT focus on personal factors
due to a human ethics ruling.

• Concept drift: degree programs and courses continually evolve thus historical
equivalence of courses must be considered by the recommender system. A course
may also be a component of different degree/major programs which requires the
system to adapt recommendations appropriately to the student’s situation.

2.1 Methodology

The existing dataset consists of 10 years of student transcript records from the host
university, totaling 2.1 million transcript results, 30 degrees, 14 majors, 400 + courses
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and 72000 graduation records. We will use a subset of the historical data for this
research project consisting of undergraduate Engineering and IT students.

Preliminary Experiment

1. Initial data cleansing, wrangling and exploration of data will be used to select
appropriate training and testing samples. This data will be k-anonymized and
aggregated to form a non-confidential dataset as per the human ethics approved
protocol. Attributes may include course, year/semester, grades/marks, degree/major
and other non-identifying classification information such as gender etc.

2. Machine learning techniques (including clustering, ensembles and association rule
learning) will be used to observe patterns which will then be used to implement a
classical recommender. This will be applied to the training data set to provide a
baseline for evaluation with the test dataset.

3. We then train a LSTM RNN on the training dataset and the model will be tuned and
compared to the baseline evaluation. The objective function will be a hybrid of the
estimated duration of the degree based on completed courses and the estimated
Grade Point Average.

4. The model will be retrained every semester – this provides a sliding window of
updated recommendations and is adjusted for concept drift as course
content/identification may have changed in the interim. Concept drift adjustment
will be via text mining course outlines and comparing new/old versions.

Main Experiment
We design and develop a prototype to use this RNN to recommend personalized
curriculum to a pilot group of Engineering and IT students over a few semesters.

1. A qualitative survey/focus group/workshop will be conducted to create a baseline
for the main experiment – this includes a course sequence planning workshop and
will also create test cases for the recommender prototype.

2. Design of the recommendation presentation and explanation will be tested with this
focus group.

3. This prototype will be used for the next several semesters to compare the interim
and final transcript results of the pilot group. Each semester the RNN model will be
re-trained on the current set of transcript results.

4. We then analyze these results against the remaining baseline Engineering and IT
students.

3 Expected Contribution and Impact to AIED Community

There has been considerable literature on educational data science focused on grade
prediction, student retention, personalized learning material selection, learner analytics
and domain knowledge. This project focuses on the less investigated problem of
curriculum planning for students and provides a novel approach to this domain using a
synthesis of the following solutions:
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• Using deep learning as a heuristic approach to the sequential recommendations [4]
• Using the recommender to provide a personalized pathway to completion using

sequence, constraint and contextual parameters,
• The proposed recommender would be dynamically updated using a sliding window

of student result data and would include concept drift adjustment based on course
learning outcomes/topics [10]
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Abstract. Computer programming is becoming important in almost every
profession. However, programming is still difficult for students to learn. In this
work, we focus on helping students acquire strong conceptual and procedural
knowledge of programing. We propose to create a new Intelligent Tutoring
System (ITS) that will support students in two types of conceptually-oriented
activities: code tracing and code comprehension. Further, we propose to run a
study to evaluate whether the ITS can support students’ conceptual learning and
transfer to procedural learning of computer programming.

Keywords: Conceptual learning � Procedural learning
Intelligent Tutoring Systems � Computer Science education

1 Introduction

Computer programming is a key skill set in many professions and STEM domains [8].
However, learning programming is hard, and typical introductory programming
instruction may leave substantial room for improvement [5, 14]. Prior research in
Computer Science education suggests that practice with conceptually-oriented activi-
ties (e.g., activities that emphasize knowledge of code constructs and code execution)
can be very helpful in learning procedural knowledge (e.g., skills of generating code)
[2, 9, 11]. Although this prior work shows promise, it does not take full advantage of
current insights in the cognitive science and mathematics education literature on
transfer between conceptual and procedural learning and how they mutually influence
each other [10]. Nor have the conceptually-oriented approaches tested in prior CS
education research taken advantage of the capabilities of advanced learning tech-
nologies, such as Intelligent Tutoring Systems (ITSs) [13]. We propose a program of
research that capitalizes on insights from cognitive science and on advanced learning
technologies to facilitate the learning of programming. The proposed research has two
strands of work. First, we will create a new ITS building on our existing infrastructure
(CTAT [1]). The new ITS will support students in two types of conceptually-oriented
learning activities: code tracing and code comprehension. Second, we will conduct an
experimental study that will test whether and how such an ITS can support conceptual
learning and transfer to procedural learning in the area of computer programming.
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2 The Intelligent Tutoring System: TiPs

Traditional instruction in programming targets conceptual knowledge with (video)
lectures, textbook reading, programming exercises and with a “stepper” tool for
stepping through code execution line-by-line. However, more highly interactive and
adaptive instruction supported by ITSs may be more effective at helping students
develop conceptual knowledge. In Fig. 1 we show an initial design of TiPs (Transfer in
Programming system), the proposed ITS that will support two types of conceptually-
oriented activities: code tracing (left) and code comprehension (right). TiPs will target
common challenging topics in introductory computer programming [e.g., 3, 12]
including variables, the assignment operation, conditional statements, loops, etc.

In code-tracing activities, the student tracks a program’s changing internal state
line-by-line (Fig. 1, left). The student generates and fills in the program state at each
step of code execution, with support of feedback and hints from TiPs. TiPs simulates
code execution by means of (1) a green arrow pointing to the current line, and (2) a
greyed out area for code that is not relevant to the current step. TiPs will remove this
scaffolding gradually as the student gains more competence. For each executed line, the
student enters the line number, the values of the variables, and answers questions at the
bottom. Once the student has correctly entered the current program state, TiPs
dynamically changes the interface to let the student fill in the next state. This type of
activity is likely to support acquisition of conceptual knowledge of code constructs and
code execution, as it involves direct application of this kind of knowledge in the
context of a piece of code. Past research suggests that code tracing can have beneficial
effects for students, although it does not provide a fully rigorous demonstration of such
effects on conceptual and in particular transfer to procedural knowledge of program-
ming, as we plan to test in this work [4, 7, 15].

In code-comprehension activities, the student is asked to explain at a high level
what the function of a given piece of code is (Fig. 1, right). In contrast to code tracing,
the emphasis here is on being able to understand code at a higher level, without

Fig. 1. Mockups of TiPs, the proposed ITS. Code tracing (left), code comprehension (right).
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simulation of code execution. For each line, the student chooses from a drop-down
menu what the construct in that line is doing. Once an instruction is selected, the
appropriate values appear on the right for the student to fill in. The student then is
prompted to explain what the code is doing, with the aid of the tutor as needed. Code-
comprehension exercises may help students develop conceptual knowledge of how the
individual constructs can work together to realize desired functionality. We know of no
rigorous studies that showed that code-comprehension practice can foster conceptual or
procedural knowledge. [6] found that tracing, explaining and writing code are statis-
tically significantly correlated, but these results are correlational, not causal.

3 Proposed Study

We propose to run a study to find out whether three forms of conceptually-oriented
activities (code tracing, code comprehension, or a combination), supported by an ITS,
(1) enhance students’ conceptual knowledge of code and (2) transfer to students’ work
on code-generation exercises (e.g., enhances the learning of programming skill). The
study will examine transfer from conceptually to procedurally-oriented activities.

The study will have a 2 � 2 design with experimental factors code tracing and code
comprehension. Students will be randomly assigned to conditions. Students in all
conditions will do two blocks of activities. In the first block, students will engage in
(1) code tracing, (2) code comprehension, (3) a combination, or (4) neither (they will
engage in code generation). The code-tracing and code-comprehension activities will
be supported by the proposed ITS. The second block will involve a sequence of code-
generation exercises for all conditions. Before and after the first block, students will
complete a pre- and post-test, to assess both conceptual and procedural knowledge of
programming. The conceptual items will be based on existing literature and will
contain code-tracing and code-comprehension exercises designed to measure concep-
tual transfer [3, 12]. The procedural items will involve writing code in the language that
students are studying. We will create new problems for conceptual and procedural
items that will contain known constructs, alone and combined in new ways. In addition,
we will collect ITS log data that we will use to extract measures of the students’
performance and knowledge growth in the tutor activities. We will conduct analyses to
investigate how code-tracing and code-comprehension exercises affect students’ con-
ceptual and procedural knowledge of programming. We hypothesize that both these
activities positively affect conceptual knowledge and outcomes in procedural learning
from the code-generation activities. We hypothesize further that code comprehension is
more effective in the presence of code tracing, as code tracing may be a step along the
way to code comprehension [6].

4 Expected Contributions

If successful, the proposed researchwill generate new scientific knowledge aboutwhether
(1) an ITS that supports conceptually-oriented activities (code tracing and code com-
prehension) can enhance conceptual knowledge and transfer to procedural knowledge of
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computer programming, (2) which kind of conceptually-oriented activities are more
effective in this regard. As a practical contribution, the research will yield a novel ITS that
will support conceptually-oriented activities for learning programming. The results and
findings could inform the design of other ITSs for introductory programming and of
instruction beyond ITSs.
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Abstract. It is still very common that students become disengaged or bored
during the learning process by using intelligent educational systems. On the
other hand, there is a growing interest in gamification as well as its applications
and implications in the field of Artificial Intelligence in Education since it
provides an alternative to engage and motivate students, and thereby help stu-
dents to reach flow state during the learning process. The term Gamification
originated in the digital media industry, however, such a term only gained
widespread acceptance after late 2010. Since then most of the research on
gamification in educational systems was about conceptualization, modelling and
impact of use. The goal of this workshop is to provide participants the oppor-
tunity to: (i) present and discuss the empirical studies of gamification in Intel-
ligent Educational Systems; (ii) discuss and promote innovative initiatives in
educational settings with the use of gamification; and iii) motivate and solidify
the research on gamification of intelligent educational systems in order to
leverage the development of such systems.

Keywords: Personalization � Intelligent tutoring systems � Game design

1 Introduction

Artificial Intelligence in Education (AIED) is an interdisciplinary field that integrates
researchers with different backgrounds (Computer Science, Engineering, Education,
Psychology, instructional design and others) but with a common goal: to use AI
techniques to support personalized learning experiences where students can work
mediated by technology and learn more effectively. The support of robust learning is a
complex issue due to many factors (e.g., psychological, technological, personal,
instructional, etc.) that affect learning processes and hence, the learning outcome. To
tackle this problem, researchers in the field have always been innovative. Through the
analysis of different learning settings, researchers have found ways to integrate major
advances in Artificial Intelligence, Learning Sciences, Experimental Psychology,
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Human-Computer Interaction and other areas to leverage the development of Intelligent
Educational Systems. For teachers, an intelligent educational system offers better ways
to create/reuse/share content, new methodologies and instruments to deploy effective
learning activities and accurate tools (e.g. dashboards) to analyze students’ progress
throughout the learning process. For students, it allows for presenting the content in an
intelligent and adaptive fashion, which enables the restructuring of learning content
according to students’ needs and stimulates the occurrence of deep and long-term
understanding.

Nevertheless, it is still very common that students become disengaged or bored
during the learning process when using intelligent educational systems [1]. To deal
with that it would be interesting to investigate how to design environments that lead
students to flow state, i.e. environments where students are fully immersed and engaged
in the educational activity. In this direction, there is a growing interest in gamification
as well as its applications and implications in the field of AIED since it provides an
alternative to engage and motivate students during the process of learning [3, 5].

The term Gamification originated in the digital media industry, gained widespread
acceptance after late 2010, and it refers to the use of game design elements such as
mechanics, aesthetics, and game thinking in non-game contexts aimed at engaging
people, motivating action, enhancing learning, and solving problems [2].

Indeed, gamification research has increase in significance in the past six years and
shows no sign of slowing growth. The first wave of gamification research has pre-
dominantly consisted of (1) definitions, frameworks and taxonomies for gamification
and game design elements; (2) technical papers describing systems, designs, and
architectures; and (3) effect and user studies of gamified systems [4]. Such phenomenon
also occurred in the context of education. Few studies presented empirical solutions
and even fewer in the context of artificial intelligence in education [2].

If the first wave was held together by fundamental questions of “what?” and
“why?”, the current wave is asking differentiated questions around “how?”, “when?”,
and “how and when not?”

Thus, the goal of this workshop is to provide participants the opportunity of:
(i) present and discuss the empirical studies of gamification in Intelligent Educational
Systems; (ii) discuss and promote innovative initiatives in educational settings with the
use of gamification; and (iii) motivate and solidify the research on gamification of
intelligent educational systems in order to leverage the development of such systems.

We are particularly interested in scientific and technological advances in the
combination of gamification and intelligent educational systems that can help learners
to achieve flow state. It is also on the scope of this workshop studies about gamifying
intelligent educational systems and equipping gamified educational systems with AI
techniques to improve learning experiences. The topics of interest include, but are not
limited to: Quantitative studies on psychological and behavioral consequences of
gamification design of intelligent educational systems; Qualitative studies that explore
how gamification affects education; Novel approaches of designing gamified intelligent
educational systems; Real-world Innovative solutions about gamification of intelligent
educational systems; Theoretical contributions regarding societal impacts and ethical
issues of gamification of intelligent educational systems; and so on.
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During the workshop we intend to provide thought-provoking discussions about the
quality of research on gamification and intelligent educational systems and we expect
(i) to build a community of researchers and practitioners around the best practices for
the implementation of gamification in intelligent systems in education; (ii) to under-
stand game elements and/or game design thinking behind gamified strategies in the
context of intelligent educational systems; (iii) to inform about the future of gamifi-
cation and intelligent systems; and (iv) think about new propositions about how to
integrate scientific impact into social and economic development through the research
on gamification of intelligent educational systems.
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Abstract. Mentoring constitutes an important aspect of professional develop-
ment and lifelong learning, and Intelligent Mentoring Systems can expand the
scope and accessibility by leveraging advances in digital learning environments
and artificial intelligence. Intelligent Mentoring Systems form a new line of
research, requiring interdisciplinary support to help bring invaluable experience
and learning to a wide array of students in disparate fields. We are excited to
invite the international community of AIED researchers and educators to dis-
cuss, evaluate, and plan the future of these systems. The workshop focuses
around three broad themes – foundations, technology, and domains and
contexts.

Keywords: Intelligent mentors � Digital learning environments
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1 Motivation

Mentoring is crucial for professional development and lifelong learning. It is seen by
organisations as the most cost-effective and sustainable method for developing talent,
for building transferable skills, for increasing motivation and confidence, for assisting
with transitions across formal and informal education, for learning across workplace
contexts, and for continuous career development. Studies show that investment in
virtual mentors can help companies build the skills, productivity, engagement, and
loyalty of their workforces. The time is ripe for the emergence of a new breed of
intelligent learning systems that provide mentor-like features.
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• Virtual mentors would be able to facilitate self-actualisation, helping learners realise
their full potential.

• They would require a multi-faceted learner experience modelling mechanisms to get
sufficient understanding of the learner, his/her current situation, and relevance to
past experiences by the same learner (or by other people).

• They would embed new pedagogic strategies for promoting reflection, self-
awareness, self-regulation, and self-determination through interactive interventions
(e.g. open learner models, interactive conversational agents, social spaces), as well
as new knowledge models formed by establishing connections and associations.

Developing intelligent mentoring systems requires deep understanding of complex
issues such as learner modeling, technological capabilities, and contextual under-
standing, among many others. To foster this understanding, we invite the international
community of AIED researchers to contribute to and shape the discussion of this stream
of research in a collaborative workshop.

This third edition of a workshop series will foster scientific discussion and sharing
experience among researchers and practitioners to establish the state of the art and
shape future directions around four main themes associated with intelligent mentoring
systems – foundations, technology, and domains and contexts.

2 Themes

This workshop will provide a forum to shape new research direction that explores how
to build on what is known about ITSs to develop lifelong virtual mentors, what are the
opportunities and what new challenges have to be addressed. This includes:

• contextual understanding and broadening the scope of learner modelling (learning
attitudes, cultural diversity, gender diversity, experience);

• support/scaffolding for metacognitive skills and contextualising self-regulated
learning in the real world;

• integration of long term learner modelling with short-term, session-based learner
modelling (macro vs micro level of learner modelling);

• methods/models that can be used for self-regulation and behaviour change;
• appropriate technologies (social spaces, digital media, pervasive systems,

ebooks/hypertext); and
• techniques for intelligent support and crowdsourcing wisdom.

Foundations. What are the key mentoring features; and what theories are they
underpinned by? Example topics include: main definitions (mentoring, coaching,
advising); main mentoring features (contextual understanding, nudging, challenging,
motivating); scope (difference between virtual mentors and virtual tutors); method-
ologies (design-based research, ecological validity, evaluation).

Technology. What computational models are required to realise mentor-like fea-
tures; and what are the opportunities and challenges brought by these models? Example
computational models include: social interaction spaces; situational simulations;
open/interactive learner models; visualisations; interactive pedagogical agents; con-
textualised nudges; mobile assistants; cognitive computing; wearables and sensors.
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Domains and Contexts. What challenges are faced in traditional and emerging
domains and contexts; and how mentor-like features can address these challenges?
Example domains/contexts include: peer mentoring; personalised assistants/buddies;
social learning; flipped classroom; video-based learning; workplace learning; career
advisors; transferable skills training.

3 IMS Workshop Series

The IMS workshop series aims to lay the foundations of a new research stream shaping
intelligent learning environments that include mentor-like features. The workshops
provide a forum to explore opportunities and challenges, identify relevant existing
research, and point at new research avenues.

Web site: https://imsworkshop.wordpress.com/.
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Abstract. In this tutorial, we showcase the Generalized Intelligent Framework
for Tutoring (GIFT). GIFT is an open-source platform used to create, deliver,
and analyze computer-based tutoring. The tutorial provided participants with
hands-on experience using GIFT functions that support research and imple-
mentation of personalized learning experiences. Specifically, GIFT’s adaptive
course flow features are reviewed and demonstrated, with considerable time
spent developing GIFT lessons and gaining familiarity with tools and authoring
workflows.

Keywords: GIFT � Intelligent tutoring systems � Authoring
Personalized learning

1 Introduction

In this tutorial, participants learn how to create a computer-based tutoring system
(CBTS) using the Generalized Intelligent Framework for Tutoring (GIFT). Developed
by the U.S. Army Research Laboratory, GIFT is an open source, service-oriented
framework that allows researchers, practitioners and instructional designers to develop,
deliver, and evaluate CBTSs. GIFT is continually evolving and has more than 1,200
active users across 40 countries (https://gifttutoring.org). GIFT enables rapid creation
of adaptive learning experiences that seamlessly interleave disparate instructional
activities (e.g., multimedia, quizzes, simulations) by leveraging native components of
the GIFT software as well as external training and simulation applications. GIFT’s
architecture is domain-agnostic, enabling it to be applied across a range of domains
with diverse cognitive, affective, and psychomotor components [1].

The tutorial is broadly relevant to researchers in the AIED and Learning Sciences
communities, and it serves three primary functions. First, it showcases recent devel-
opments in authoring and modeling functions supported by GIFT for building adaptive
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lesson materials. Second, it introduces attendees to ongoing efforts to develop and
extend GIFT’s instructional capabilities, such as data-driven pedagogical models
induced using reinforcement learning techniques. Third, the tutorial provides an open
forum to discuss future directions for GIFT development.

2 Organization Plan

The tutorial centers on three experiences: (1) Building an adaptive lesson using the
cloud-based GIFT Authoring Tool; (2) Taking an adaptive lesson in GIFT; and
(3) Extracting log file data for analysis, evaluation, and model development. The goal is
to demonstrate tools and workflows in GIFT to guide the configuration of a lesson with
personalized content sequencing, feedback and remediation functionalities.

2.1 GIFT Authoring Tool Familiarization

In the first phase of the tutorial, participants learn how to build and configure a training
course by assembling course objects using GIFT’s authoring tool interface. Course
objects provide a range of instructional features and are used to present text, images,
videos, surveys, assessments, and training scenarios. Participants learn about the
functionality of each course object by creating their own GIFT lessons and sequencing
course objects in GIFT’s authoring palette (Fig. 1).

2.2 GIFT’s Adaptive Course Flow Course Object

In the second phase of the tutorial, participants learn about a distinctive type of course
object: an adaptive course flow object. Adaptive course flow objects house GIFT’s
primary personalization functionalities, and they enable adaptive lesson flow based on
learner model attributes [2]. This personalization is driven by GIFT’s Engine for
Management of Adaptive Pedagogy (EMAP), which is based on Merrill’s Component
Display Theory [2]. The EMAP organizes learning around four fundamental categories
of learning: (1) Rules: Learning rules of a domain, (2) Examples: Seeing examples of

Fig. 1. Available GIFT course objects (left) and a configured set of objects for a lesson (right).
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the rules applied; (3) Recall: Recalling declarative and procedural information asso-
ciated with the rules; and (4) Practice: Practicing the use of those rules in a novel
context.

Participants are provided with instructional materials and programs (e.g., existing
training environments and simulations) to configure an adaptive training course with
the EMAP. Participants curate training content and add metadata for the Rules and
Examples quadrants. They build Recall assessments using GIFT’s survey interface, and
they configure practice scenarios and assessment logic for the Practice quadrant.

Next, participants learn about recent additions to adaptive course flow object
functionality inspired by Chi’s ICAP framework for active learning [3]. The ICAP-
inspired model in GIFT includes pedagogical strategies for selecting different variants
of remedial activities, including activities that involve passive (e.g., reading), active
(e.g., highlighting), and constructive (e.g., writing a summary) levels of student
engagement. The ICAP-based remediation model is accompanied by a stochastic
modeling framework that leverages Markov decision processes to formalize the task of
selecting remediation for individual students [4]. These pedagogical strategies are
induced using reinforcement learning techniques applied to observations of past student
interactions with remediation content.

2.3 Lesson Delivery and Data Extraction

Following all authoring exercises, participants complete the lessons they have created,
allowing them to experience how the course objects unfolded at runtime. After com-
pleting their own course, participants learn how to use the GIFT Event Reporting tool
to extract student log data collected during a lesson. The Event Reporting Tool enables
researchers to specify data types and formats needed for downstream research, eval-
uation, and model building activities.

3 Conclusions

In this tutorial, participants learn about GIFT’s capabilities, tools and architecture, and
they use these features to build their own adaptive courses. The purpose of the tutorial
is to allow audience members to become familiar with GIFT, connect with the broader
GIFT community, and learn how to use GIFT to support their own research interests.
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Abstract. The field of AIED raises far-reaching ethical questions with
important implications for students and educators. However, most AIED
research, development and deployment has taken place in what is essentially a
moral vacuum (for example, what happens if a child is subjected to a biased set
of algorithms that impact negatively and incorrectly on their school progress?).
Around the world, virtually no research has been undertaken, no guidelines have
been provided, no policies have been developed, and no regulations have been
enacted to address the specific ethical issues raised by the use of Artificial
Intelligence in Education. This workshop, Ethics in AIED: Who Cares?, was a
first step towards addressing this critical problem for the field. It was an
opportunity for researchers who are exploring ethical issues critical for AIED to
share their research, to identify the key ethical issues, and to map out how to
address the multiple challenges, towards establishing a basis for meaningful
ethical reflection necessary for innovation in the field of AIED. The workshop
was in three parts. It began with Ethics in AIED: What’s the problem?, a round-
table discussion introduced and led by Professor Beverly Woolf, one of the
world’s most accomplished AIED researchers. This was followed by Mapping
the Landscape, in which participants each gave ‘lightning’ presentation on
ethics in AIED research. The workshop concluded with Addressing the Chal-
lenges, a round-table discussion that agreed on a core list of ethical
questions/areas of necessary research for the field of AIED, and identified next
steps.

Keywords: Artificial intelligence in education � AIED � Ethics

1 Introduction

While the range of AI techniques and technologies researched in classrooms and
discussed at conferences are extensive and growing, the ethical consequences are rarely
fully considered (at least, there is very little published work considering the ethics). In
fact, most AIED research, development and deployment has taken place in what is
essentially a moral vacuum (for example, what happens if a child is subjected to a
biased set of algorithms that impact negatively and incorrectly on their school
progress?).
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Around the world, virtually no research has been undertaken, no guidelines have
been provided, no policies have been developed, and no regulations have been enacted
to address the specific ethical issues raised by the use of Artificial Intelligence in
Education. As a field (while we apply our university research regulations), we are
working without any fully-worked out moral groundings specific to the field of AIED.

In fact, AIED techniques raise an indeterminate number of self-evident but as yet
unanswered ethical questions. To begin with, concerns exist about the large volumes of
data collected to support AIED (such as the recording of student competencies, emo-
tions, strategies and misconceptions). Who owns and who is able to access this data,
what are the privacy concerns, how should the data be analysed, interpreted and shared,
and who should be considered responsible if something goes wrong?

However, while data raises major ethical concerns for the field of AIED, AIED
ethics cannot be reduced to questions about data. Other major ethical concerns include
the potential for bias (conscious or unconscious) incorporated into AIED algorithms
and impacting negatively on the civil rights of individual students (in terms of gender,
age, race, social status, income inequality…). But these particular AIED ethical con-
cerns, centred on data and bias, are the ‘known unknowns’. What about the ‘unknown
unknowns’, the ethical issues raised by the field of AIED that have yet to be even
identified?

AIED ethical questions include:

• What are the criteria for ethically acceptable AIED?
• How does the transient nature of student goals, interests and emotions impact on the

ethics of AIED?
• What are the AIED ethical obligations of private organisations (developers of AIED

products) and public authorities (schools and universities involved in AIED
research)?

• How might schools, students and teachers opt out from, or challenge, how they are
represented in large datasets?

• What are the ethical implications of not being able to easily interrogate how AIED
deep decisions (using multi-level neural networks) are made?

Strategies are also needed for risk amelioration since AI algorithms are vulnerable
to hacking and manipulation. Where AIED interventions target behavioural change
(such as by ‘nudging’ individuals towards a particular course of action), the entire
sequence of AIED enhanced pedagogical activity also needs to be ethically warranted.
And finally, it is important to recognise another perspective on AIED ethical questions:
in each instance, the ethical cost of inaction and failure to innovate must be balanced
against the potential for AIED innovation to result in real benefits for learners, edu-
cators and educational institutions.

2 Workshop

The Ethics in AIED: Who Cares? workshop comprised:
Part 1 Ethics in AIED: What’s the problem? (a round-table discussion, introduced

and led by Professor Beverly Woolf).
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Part 2 Ethics in AIED: Mapping the Landscape (‘lightning’ presentations on ethics
in AIED research).

Part 3 Ethics in AIED: Addressing the Challenges (a round-table discussion,
clarifying AIED ethical questions and areas of important research, and
identifying next steps: an initial road map or targets).

3 Outcomes

As the first AIED workshop devoted to this key topic, Ethics in AIED: Who Cares?
also served as community-building event. Participants were expected to leave with a
clearer understanding of ethical issues central to AIED, and how they might contribute
towards addressing the challenges. The workshop also aimed to help the AIED com-
munity begin to develop a shared understanding of the multiple challenges and points
of contention around the ethics of AIED, that we can draw on when developing and
researching AIED technologies. The ambition was for this to be the first of a series of
meetings through which the community builds a firm ethical foundation for our work.
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Abstract. The integration of technology in education is speeding up the reform
of the education industry, and the innovative application of AI in education can
provide the public with personalized, universal, life-long and quality educational
services. It is clear that the field of AI will contribute to grow in terms of power
and application areas. It would be a case of social negligence to overlook the
potential applications of AI in the field of education and especially in addressing
teacher shortages and providing basic education to many neglected populations
around the world. This workshop is aimed at sharing the potential of AI to
promote educational quality and equity for the benefit of society and all people.
Therefore, during the workshop, we do hope to build a bridge of communica-
tion, create the learning opportunities of face-to-face communication with
international renowned experts, and broaden the scope of AI and education
research.

Keywords: Artificial intelligence � Quality and equity education
SDG

1 Introduction

The United Nation’s seventeen sustainable development goals to transform the world
by 2030 expressed in the United Nations Sustainable Development Goals (SDG) in-
cludes a focus on quality and equity in education to promote lifelong learning for
everyone. Achieving this goal creates a requirement to resolve persistent problems,
such as a lack of teachers in some places and many children not developing basic
reading and math skills. The aim of SDG4 is ‘Ensure inclusive and equitable quality
education and promote lifelong learning opportunities for all [1]. Therefore, education
must find ways of achieving this goal, responding to such challenges, taking into
account multiple world views and alternative knowledge systems, as well as new
frontiers in science and technology such as the advances in neurosciences and the
developments in digital technology, such as AI [2, 3].
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The integration of technology in education is speeding up the reform of the edu-
cation industry, and the innovative application of AI in education can provide the
public with personalized, universal, life-long and quality educational services [2, 4, 5].
The use of intelligent technology to accelerate the reform of the personnel training
model, teaching methods, to build a new educational system, including intelligent
learning and interactive learning. AI plays an important role in education, adaptive
push and lifelong educational customization.

However, global education is still facing many difficulties and challenges, such as
the unbalanced development of education, political instability, environmental degra-
dation, natural disasters, natural resources competition, and the challenge of population
structure, poverty and inequality. The arrival of the AI era, it is possible to solve these
problems and challenges; however, it will also increase the gap between some under-
developed areas and developed areas. Also, it brings new challenges for education, such
as the role of educators/learners in the AI society, digital divide, knowledge gap, and
also the economy gap between developing countries and developed countries [2, 3].

2 Background

The previous generation of AI in education involved intelligent tutoring systems that
demonstrated some success in domains which were well-structured and, as a result,
well-suited for automated teaching and feedback approaches. As it happens, the deficits
involving early education, especially in rural and less developed areas, involved subject
areas that are well-structured and suitable for automated support through targeted AI
and adaptive technologies. Many examples of such AI applications in education
already exist (see, for example, Mitchel Resnick’s work with Scratch at the MIT Media
Lab - https://www.media.mit.edu/people/mres/projects/). However, these advances
have yet to make much impact in rural and less developed areas or used to target areas
with limited teachers and teaching resources. The potential impact is significant and
pushing innovative AI educational applications into such areas is one way to meet the
objectives of SDG4 (Quality Education) [1].

Artificial intelligence brings new opportunities for social construction. AI tech-
nology can accurately perceive, forecast and warning of infrastructure and social
security operation of the major trend, grasp the cognition and psychological changes,
active decision reaction, will significantly improve the ability and level of social
governance, has an irreplaceable role to effectively maintain social stability. The
development of AI focuses on education, medical care, pension and other urgent needs
of the people’s livelihood; therefore, to accelerate the innovation of artificial intelli-
gence applications can provide personalized, diversified, high-quality service for the
public [4].
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3 Workshop Description

3.1 Topical Themes

The Workshop will mainly focus on AI and Quality and Equity in Education. More
specifically, it involves the following areas of emphasis and topical themes:

1. The state of AI technologies in education
2. AI educational success stories and cases
3. Adaptive technologies for a wide variety of individual learners
4. Implementing AI technologies in rural and less developed locations
5. Cost and implementation details of a variety of AI educational technologies
6. Digital technologies that can support and facilitate the implementation of AI in

education
7. Implications of AI educational technologies for teachers and teacher training

3.2 Organization Plan

The target groups include researchers, educational leaders, educators, international
organizations, policy makers at various levels, and enterprises engaged in AI.

The workshop invites 2–3 expert keynote speakers from China or the developed
countries, one for each of proposed topical areas to provide presentations that focus on
that particular theme and which will encourage further dialogue and elaboration. Each
of the speakers will be asked to provide a position paper to be included in an edited
volume based on the workshop. Furthermore, a round table discussions which will
invited 4–6 experts will be transcribed and summarized for inclusion in the dieted
volume as well.

3.3 Workshop Objectives

Cooperation and sharing of resources. Taking the summit as a focus, we will
effectively advance project cooperation, promote smart development of education,
achieve win-win cooperation and common development.
Plan the future and build the blueprint. To adapt to the development trend of The
Times, and promote the sustainable development of artificial intelligence and
education.
Issued a declaration of meeting. Through the related declaration on artificial intel-
ligence and education, the development direction of artificial intelligence and education
is led.
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Abstract. Personalization is a well-established topic in education and
there are more than 30 years of experience in adaptation and personaliza-
tion approaches that use artificial intelligence. Bringing together meth-
ods, techniques and experiences is the motivation of PALE at AIED.
Its aim is to share and discuss the new trends in current research, with
specific focus on emerging approaches that exploit new data collection
technologies to support multimodal personalization of learning.

Keywords: Personalization · Adaptive Learning Environments
Engagement · Context Awareness

1 Motivation

Personalization of learning is a wide-ranging educational strategy, which can
apply artificial intelligence techniques in many different facets and processes.
Basically, artificial intelligence techniques are used to comprehend the learn-
ers’ peculiarities and to tailor the learning experience in a way that takes into
account their individual differences and needs. Thus, artificial intelligence is used
to model and infer the learners skills and goals, such as for automatic planning
of adaptive learning paths, to match individual needs with learning materials
and learning modalities, to name just a few.

Personalization is crucial to foster effective, active, efficient and satisfactory
behavior in learning situations in an increasing and varied number of contexts
which include informal learning scenarios that are being demanded in everyday
life activities and lifelong learning settings, with more control on the learner side
and more sensitivity towards context.

Personalization in learning environments is a long-term research area which
evolves as new technological innovations appear and, thus, can take advan-
tage of recent trends emerging from artificial intelligence and cognitive science
c© Springer International Publishing AG, part of Springer Nature 2018
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approaches for educational computing applications. Nowadays, there are new
opportunities for building inter-operable personalized learning solutions that
consider a wider range of data coming from varied learner situations and inter-
action features (in terms of physiological and environmental sensors).

In such context of technological innovations, PALE aims to discuss how the
combination of artificial intelligence, user modeling and personalization tech-
niques is able to manage the increasing amount of information coming from the
task at hand and its surrounding environment, in order to provide personalized
learning support, which is sensitive to learners and their context. This covers
many interrelated fields including intelligent tutoring systems, learning man-
agement systems, personal learning environments, serious games, agent-based
learning environments, and informal workplace learning settings. Furthermore,
we aim to cover the demanding need of personalized learning in wider contexts
ranging from daily life activities to massive open on-line courses.

2 Objectives and Themes

PALE workshop at AIED 2018 is particularly focused on the enhanced sensi-
tivity towards the management of big educational data coming from learners’
interactions (e.g., multi-modal sensor detection of attention and affect) and tech-
nological deployment (including web, mobiles, tablets, tabletops), and how this
wide range of situations and features might impact on modeling the learner
interaction and context. In the current state-of-the-art it is not clear how the
new information sources are to be managed and combined in order to enhance
interaction in a way that positively impacts the learning process of essentially
adaptive nature.

There are new open issues in this area which refer to the need of suitable user
modeling that is able to understand both realistic learning environments crop-
ping up in a wider range of situations and the needs of the learners within and
across them. This requires enhancing the management of an increasing number
of information sources (including wearables) and big data which ultimately are to
provide a better understanding of every person’s learning needs within different
contexts and over short-, medium- and long-term periods of time. Hopefully, this
will also increase the definition of standards for open learner models that support
interoperability, enable the integration of an increasing amount of information
sources coming from ambient intelligence devices to gather information not only
about the learner interaction but the whole context of the learning experience,
including affective state and engagement. The aim is to aid the combination of
different external learning services into a personalized one and, in addition, to
increase learners’ understanding of their own needs.

Briefly, in summary, this workshop at AIED aims to give and share promis-
ing ideas to the following research question: Which approaches can be followed to
cater for the increasing amount of information available from immediate (e.g.,
in terms of wearable devices) to broader contexts in order to provide effective
and personalized assistance in learning situations, bridging behavioral and com-
putational learning?
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The main themes covered, but not limited, by the workshop include:

– User engagement in learning processes
– (Big) Data processing within and across learning situations
– Ambient intelligence
– Learner and context awareness
– Cognitive and meta-cognitive scaffolding
– Adaptive mobile learning
– Wearable devices for sensing and acting in ubiquitous learning scenarios
– Tracking technologies for accessible learning for all

3 PALE Workshop Series

PALE 2018 is a follow-up of seven previous editions. The focus of this workshop
series is put on the different and complementary perspectives in which person-
alization can be addressed in learning environments (e.g., informal, workplace,
lifelong, mobile, contextualized, and self-regulated learning). Previous editions
have shown several important issues in this field, such as behavior and embodi-
ment of pedagogic agents, suitable support of self-regulated learning, appropriate
balance between learner control and expert guidance, design of personal learn-
ing environments, contextual recommendations at various levels of the learning
process, tracking and reacting to affective states of learners, harmonization of
educational and technological standards, big data processing for learning pur-
poses, predicting student outcomes, adaptive learning assessment, and evaluation
of personalized learning systems. Thus, PALE offers an opportunity to present
and discuss a wide spectrum of issues and solutions. The format follows the
Learning Cafe methodology to promote discussions on some of the open issues
coming from the presented papers. Each Learning Cafe consists of brief presen-
tations of the key questions posed and small group discussions with participants
randomly grouped at tables. Each table is moderated by one expert in the topic
under discussion (mostly the presenter of the paper who has addressed the issue)
and participants change tables during the discussion with the aim to share ideas
among the groups.

The first five editions of the PALE workshop led to the Special issue on User
Modelling to Support Personalization in Enhanced Educational Settings in the
International Journal of Artificial Intelligence in Education (IJAIED) [1].
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Abstract. Currently, intelligent tutoring systems are primarily used in con-
ventional instructional environments, for the purpose of training predominantly
cognitive and perceptual skills. This half-day workshop explored issues
involved with applying intelligent tutoring methods to learning psychomotor or
other types of skills not typically performed while sitting at a desk. Discussion
during the workshop identified research questions, technical challenges, and the
current state of the art with respect to creating and deploying intelligent tutoring
methodology to support learning of diverse real world psychomotor tasks, such
as the use of sensors, the creation of expert and assessment models, and pro-
visions for feedback and remediation.

Keywords: Psychomotor � Learning � Models � Sensors

1 Workshop Overview

Currently, intelligent tutoring systems (ITS) are primarily used in conventional
instructional environments, for the purpose of training predominantly cognitive and
perceptual skills. This half-day workshop explored issues involved with applying
intelligent tutoring methods to learning psychomotor or other types of skills not typi-
cally performed while sitting at a desk, such as marksmanship, golf, and dance. ITSs
have been developed and used in various places including military, industry, and school
(e.g., Anderson et al. 1990; Koedinger et al. 1997; Ritter et al. 2013; Sottilare 2015;
Sottilare and LaViola 2015). The advantage of ITSs over traditional instruction is
potential improvements in efficacy and effectiveness of training through adaptive
feedback and content selection (e.g., Durlach and Ray 2011; Fletcher and Morrison
2012; Kulik and Fletcher 2016). With the advent of wearable devices, sensors, and the
“internet of things” there is the potential to expand the use of ITS approaches from
conventional instructional environments to more diverse task domains, such as psy-
chomotor tasks and mobile activities. The workshop included papers about ongoing
research and interactive discussion on the technical challenges, research questions, and
current state of the art with regard to creating intelligent tutoring for tasks performed “in
the wild.” Some of these challenges included expert-model creation, task segmentation,
performance assessment methods, and correctional feedback timing and form. The
workshop is expected to include five presentations and dedicated time for discussion.
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2 Workshop Presentations (in Order of Submission)

2.1 A Psychomotor Task Training in GIFT: Using a Physio-Cognitive
Model for an Improved Understanding of the Domain and Learner
Model

Jong W. Kim, Chris Dancy, and Robert A. Sottilare

2.2 An Approach for Supporting Dance Learning using Sensors

Augusto Dias Pereira dos Santos, Kalina Yacef, and Roberto Martinez-Maldonado

2.3 Authoring and Applying a Flexible and Data-Rich Intelligent
Tutoring System

Keith T. Shubeck, Brent Morgan, Lijia Wang, Xiangen Hu, Art Graesser

2.4 Modelling physical activity behaviour in a health education system

Vincey Wing Sze Au, Kalina Yacef, Corinne Caillaud, Olivier Galy

2.5 What is distinctive about psychomotor skills training? A case study
in ITS authoring challenges

Benjamin Bell, Elaine Kelsey, Debbie Brown and Benjamin Goldberg

3 Workshop Organizers

Dr. Jason Moss is a Research Psychologist for U.S. Army Research Laboratory in
Orlando, FL. Prior to civilian service for the U.S. Army, he was a postdoctoral fellow
in academia and a defense contractor. He has over 14 years of experience conducting
military funded research and experimentation for the U.S. Navy and U.S. Army. His
body of research has focused on human-machine interactions in virtual environments,
training, and psychophysiological measures of workload. Dr. Moss received a Ph. D. in
human factors psychology from Clemson University in 2008.
Dr. Paula Durlach has conducted and managed adaptive training research, as well as
other projects, at U. S. Army and DoD organizations for more than ten years. Prior to
that she did behavior research in both academia and industry. She is currently at the
U.S. Army Research Lab, Simulation and Training Technology Center, in Orlando, FL.
Dr. Durlach received a Ph.D. from Yale University in 1982.
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Abstract. The “Assessment and Intervention during Team Tutoring” workshop
covers the topic areas of assessment and intervention during team tutoring and
collaborative learning in intelligent tutoring systems (ITSs). The development of
team ITSs is a time-intensive and difficult task that includes technological,
instructional and design based challenges. The goals of this workshop include
providing a forum for researchers working in these up and coming areas to
discuss the progress that they have made in team or collaborative tutoring,
discuss the approaches that they have taken, and the challenges that they have
encountered. After presentations of work in three topic areas: lessons learned
from team ITSs, team assessment strategies and approaches, and collaborative
learning/problem solving in ITSs, there will be an open discussion to identify
commonalities and novelties in the approaches. This workshop is expected to be
of interest to those in academia, government, and industry who are developing
tutoring experiences for multiple learners. The expected outcomes of the
workshop include an identification of team tutoring gaps/challenges in varying
learning domains, approaches that have been successful or unsuccessful in
meeting those challenges, and determining the next steps in approaches that
AIED researchers can use for their own team tutor development.

Keywords: Team tutoring � Collaborative problem solving
Intelligent team tutoring systems

1 Introduction and Overview

1.1 Team Tutoring in Intelligent Tutoring Systems

The purpose of this workshop is to provide the AIED Community with an exploration
of key issues surrounding assessment and intervention during team tutoring in intel-
ligent tutoring systems (ITSs). Team Tutoring has been shown as an area of significant
interest in the AIED community as multiple Journal of AIED articles were recently
published in this topic area [1–3].

It is particularly challenging to create adaptive computer-based team and collabo-
rative learning tutors. One of the reasons for this difficulty resides in accounting for
technological and instructional challenges when designing ITSs for multiple distributed
individuals to use simultaneously. As such, the goal of this workshop is to provide
opportunities for discussion regarding approaches taken, challenges associated, and
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techniques applied in addressing team tutoring. As there are a range of approaches and
iterations that constitute team tutoring (e.g., team taskwork tutoring, teamwork tutor-
ing, collaborative problem solving, etc.), this workshop is uniquely positioned to
facilitate constructive and informative dialogue for interested stakeholders for the
purposes of identifying relevant solutions.

1.2 The Generalized Intelligent Framework for Tutoring (GIFT)
as an Example of a Team Tutoring Implementation

The US Army Research Laboratory (ARL) has been developing team tutoring capa-
bilities in the Generalized Intelligent Framework for Tutoring (GIFT; www.
gifttutoring.org) project. While GIFT [4] was initially implemented as an individual
tutoring framework, both theoretical [4] and applied work [2, 5] has been done to
ensure GIFT is applicable for use in team tutoring situations. In prior GIFT team
research, a number of complex challenges have been identified. One such identified
challenge includes transitioning individual learner’s data, states, and performance to a
team version that encompasses all individual performances as well as a team
performance.

To contextualize and introduce the current challenges in team tutoring as identified
by ARL researchers, the workshop organizers will provide an overview of the
approaches used to date regarding incorporating team tutoring in GIFT. This will
include detailing the background work conducted into the initial theoretical elements of
team tutoring for GIFT (e.g., meta-analysis and identification of behavioral markers), as
well as prior and ongoing approaches that have been used to incorporate team tutoring
functionality into the architecture of GIFT. This introductory discussion of team
tutoring and GIFT will be used as a jumping off point to frame one example of team
tutoring in action that can then be compared and contrasted to other approaches
employed by the community and attendees.

2 Themes of the Workshop

This workshop is made up of three main themes: (1) Team ITSs in action: Lessons
learned from developing Team ITSs; (2) Team Assessment Strategies and Approaches
in an ITS; (3) ITS based Collaborative Problem Solving and Learning. Papers that will
be presented during the workshop include both empirical and theoretical papers cov-
ering topics including: communications in team tutoring; frameworks for teamwork
assessment; considerations for assessment in team tasks; and case example approaches
analyzing team tutoring problem solving processes. The presentations will be followed
by open discussion reviewing commonalities and novelties in the approaches to team
tutoring addressed in the workshop, as well as discussions to articulate research gaps.
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3 Expected Outcomes

Much research has been conducted in regard to team training and the understanding of
communication and performance within in-person teams [6]. However, there has been
limited research in regard to applying these principles in ITSs, due in part to the
complex challenges that are inherent to this field. Accordingly, this workshop is
expected to contribute to the continued efforts of identifying optimal team tutoring
paradigms in the following ways: (1) providing a forum to display the progress made in
regard to all types of team and multi-learner ITSs; (2) discussing ways to overcome
known challenges in team tutoring; (3) identifying theoretical frameworks for future
team ITS research.

Outcomes of the workshop include an identification of challenges and research
gaps that exist in team tutoring, and an initial discussion about approaches that have
been used to overcome them. An additional outcome is expected to include the open
discussion of team tutoring approaches in multiple domains, and the commonalities
that exist between them that can be leveraged for future team tutoring development. In
sum, the outcomes of this workshop are expected to be of interest to the AIED com-
munity, researchers working in the areas of team tutoring and collaborative learning, as
well as GIFT developers actively working on designing a domain-independent
framework for designing team ITSs.

Acknowledgements. The research described herein has been sponsored by the U.S. Army
Research Laboratory. The statements and opinions expressed in this article do not necessarily
reflect the position or the policy of the United States Government, and no official endorsement
should be inferred.
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Abstract. This goal of the proposed workshop is to explore opportunities to
standardize components and/or processes within a class of technologies called
adaptive instructional systems (AISs) which include Intelligent Tutoring Sys-
tems (ITSs), intelligent media, and other learning tools and methods used to
guide/optimize instruction for individual learners and teams. AISs use human
variability (e.g., performance, preferences, affect) and other learner/team attri-
butes along with instructional conditions to develop/select appropriate learning
strategies (domain-independent policies) and tactics (tutor actions). Within
AISs, the relationship of the learner(s) states/traits, environmental conditions
(context within a learning experience), and AIS decisions is usually described by
a machine learning algorithm which is used to select an action or set of actions
to optimize one or more learning outcomes. Outcomes include: knowledge
acquisition, skill development, retention, performance, and transfer of skills
between the instructional environment and the work or operational environment
where the skills learned during instruction may be applied. This workshop will
present standardization opportunities and strategies with the goal of reducing the
entry skills/time required to develop AISs, and promoting opportunities for
reuse.

Keywords: Standards � Adaptive instructional systems (AISs)
Intelligent tutoring systems (ITSs) � Intelligent media
Reuse and interoperability

1 Introduction

In December 2017, the Learning Technologies Steering Committee (LTSC) under the
auspices of the Institute for Electrical and Electronics Engineers (IEEE) formed a 6-
month Standards Study Group to investigate the possible market need for standards
across AISs. Several interactions with affiliated stakeholder communities point to broad
interest in AIS standards. Discussions to date indicate opportunities to influence their
affordability, their interoperability and reuse, making them more appealing to the
masses. Standards in learner modeling, instructional strategies, and domain modeling
have the potential to effect AIS design via machine-based reinforcement learning
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strategies used to improve the accuracy and effectiveness of learner state predictions
and instructional decisions by AISs. This workshop is relevant to communities
researching and developing solutions including users of broadly used AIS technologies
including, but not limited to the Cognitive Tutor [1], AutoTutor [2], the Generalized
Intelligent Framework for Tutoring (GIFT) [3, 4], Dragoon [5], ASPIRE-Tutor [6], and
the Total Learning Architecture (TLA) [7].

2 Target Audience

The target audience for this proposed workshop consists of researchers and practi-
tioners within academia, industry, and government institutions interested in AIS
standards and the associated goal of reducing time and cost to author, deliver, manage,
and evaluate the effectiveness of adaptive instruction.

3 Organization Plan

The workshop is proposed in three sections or themes: (1) barriers to the adoption of
AIS standards; (2) module level interoperability for AIS standards and reuse; knowl-
edge and pedagogical strategies for AIS standards. The papers that will be presented
during the workshop examine opportunities to solve AIS development problems (e.g.,
skill, time, and cost) and barriers to their adoption. Each briefing will be followed by
open discussion reviewing the merits of the approaches presented during the workshop,
and a final discussion panel will feature the workshop organizers to allow free flowing
questions related to the motivations and potential of AIS standards.

4 Expected Outcomes

An important element of this workshop addresses the “why standards for AISs”
question. The motivation behind AIS standards should be focused on how proposed
standards can help current and future AIS developers bring their useful products to
market. To develop AIS standards fairly and objectively, the organizers of this
workshop have focused on presenting a sampling of approaches where the audience
can engage in conversation on their merit (e.g., ability to promote/limit creativity).

The primary goal of this workshop is to increase the number of informed stake-
holders who understand the potential of AIS standards and how they might influence
their development. Standards can and should enable the streamlining and innovation of
processes, decrease waste and development costs, increase the efficiency of research
and development, reduce adopters’ risks and integration costs, lower barriers to entry
for innovative products, improve interoperability and reuse, expand markets, and
support the development of new technologies and products.

Acknowledgements. A portion of the research described within this workshop has
been sponsored by the U.S. Army Research Laboratory. The statements and opinions

568 R. Sottilare et al.
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United States Government, and no official endorsement should be inferred.
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Abstract. The proposed workshop will focus on the design and application of
randomized experimental comparisons, that investigate how components of
digital problems impact students’ learning and motivation. The workshop will
demonstrate how randomized experiments powered by artificial intelligence can
enhance personalized components of widely-used online problems, such as
prompts for students to reflect, hints, explanations, motivational messages, and
feedback. The participants will be introduced to dynamic experiments that
reweight randomization to be proportional to the evidence that conditions are
beneficial for future students and will consider the pros and cons of using such
more advanced statistical methods to ensure research studies lead to practical
improvement. The focus will be on real-world online problems that afford the
application of randomized experiments; examples include middle school math
problems (www.assistments.org), quizzes in on-campus university courses,
activities in Massive Open Online Courses (MOOCs). The attendees will have
the opportunity to collaboratively develop hypotheses and design experiments
that could then be deployed, such as investigating the effects of different self-
explanation prompts on students with varying levels of knowledge, verbal flu-
ency, and motivation. This workshop aims to identify concrete, actionable ways
for researchers to collect data and design evidence-based educational resources
in more ecologically valid contexts.

1 Introduction

The adoption of digital technologies in education offers novel opportunities for
bridging research and practice, as it lowers the barriers to conduct randomized com-
parisons in real-world settings. Currently many studies take place in laboratories, as
classroom field experiments in physical environments are challenging to randomize at
the student level. To address this challenge, the workshop aims to connect theories and
approaches from the learning sciences with the improvement of ecologically valid
educational resources, by designing randomized comparisons that can be deployed with
students.

The workshop will investigate how to enhance components of digital problems to
increase students’ learning and motivation. The goal is to focus on components of
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widely used online problems, like prompts for students to reflect [1, 2], hints, expla-
nations, motivational messages, and feedback. The focus of the workshop will be real-
world digital problems or activities for which it is actually possible to conduct the
proposed experiments. These include problems on the www.assistments.org platform
for middle school math, quizzes in on-campus university courses, and Massive Open
Online Courses (MOOCs).

Components of online problems are especially germane because: (1) They are
ubiquitous in a wide range of educational settings, topics, age groups. (2) There are
immediate dependent measures of engagement (time spent on problems, repeated
attempts) and learning (accuracy and time needed to solve future near and far transfer
problems). (3) A wide range of variables can be experimentally investigated in
enhancing online problems, through appropriate design of hints [3], explanations [4],
and learning tips [5]. Despite the extant research that demonstrates that quality support
in problems can benefit learning, there are many open questions about how to provide
the best instructional support and feedback in interactive problems (see [6] for a
review).

2 Dynamic Experimentation

A challenge that arises in conducting randomized comparisons is minimizing the
chances that students are disadvantaged by receiving conditions that are bad for
learning and maximizing the chances that data from experiments leads to practical
improvements for future students. The workshop will introduce how to dynamically
adapt experiments, by analyzing data in real-time and weighting randomization, so that
the probability of assigning a student to a condition is proportional to the probability
that the condition is best for them (leads to highest learning or engagement).

Algorithms that provide statistically principled trade-offs between experimenting
and maximizing outcomes have been extensively studied in machine learning [7],
website testing [8], and medical applications [9]. Workshop co-organizer Williams has
implemented one of these algorithms, i.e. Thompson Sampling [10], into a system for
experimentation on explanations in online problems [11], freely available at the URL
www.josephjaywilliams.com/dynamicproblem. The Thompson Sampling algorithm
used an adaptively weighted random policy that changed the probability of assigning
different explanations by using data about students’ ratings of how helpful explanations
were for their learning. For example, the probability of receiving any one of four
explanations was 25% for the first learner. But if the first twenty learners rated
explanations three and four more highly than explanation one or two, the probability of
the twenty-first learner receiving each explanation might be changed to 20%, 16%,
34%, 30%. This preserves random assignment and allows causal conclusions, while
dynamically using the data collected to increase how many people receive higher rated
explanations. A separate study with pre- and post- test measures of learning showed
that using the system to identify highly rated explanations increased learning and
transfer to accurately solving new math problems. Learning gains from these adaptive
explanations did not differ significantly from high quality explanations written by a
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teacher. This is one example of the kinds of studies we hope workshop participants can
design during the workshop, and then collaborate after the workshop.

3 Target Audience and Organizers

The workshop targets a broad group of researchers interested in randomized compar-
isons in digital educational environments, as well as university instructors and K12
teachers interested in collaborating on such studies.

Organizers of the workshop: Joseph Jay Williams, Assistant Professor, School
of Computing, National University of Singapore (www.josephjaywilliams.com).
Neil Heffernan, Professor, Learning Sciences Program & Computer Science, Worcester
Polytechnic Institute (www.neilheffernan.net), Co-founder of www.assistments.org
platform. Oleksandra Poquet, Postdoctoral Fellow, Institute for Applied Learning
Sciences and Educational Technology, National University of Singapore.
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