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Preface

Professionals and Business Consultants have predicted that “Digital Business” shall
dominate the Computing and Business arena for the next 10 years rather than
simply Data Mining or Business Intelligence. It is one of the niche areas of
Computer Science and Business Management. The term “Digital Business” is used
in a context of digital transformation, disruptive technologies and holistic business
integration/optimization/convergence. However, its dimension is much more than
that. A key part of this domain is information employed at work, which requires a
holistic approach of information management and connecting value chain to derive
more throughput out of the entire business ecosystem.

As digital technologies offer new ways to connect, collaborate, conduct business
and build bridges between people, it touches the core of all business functions.
Digital technologies have also challenged existing business models and their pre-
sent form of operation. One of the key driving forces is the capacity of innovation
and the commercialization of information and communication technology. Digital
business encompasses the entire business model, such as marketing, ICT, social as
well as core business activities and its convergence. From a sheer technology
perspective, it has gone beyond, such as Cloud Computing, Internet of Things,
Mobile platform, Big Data, etc. This edited volume covers the three distinct areas
such as Cloud Computing, Digital Mess, i.e. Internet of Things and Business
Algorithms which integrate them all.

All most every industrial sector and business enterprises are now focusing on
digitization of core systems and processes, along with development of new
frameworks and models. Digital Mess or, Internet of Things (IoT) has become the
core of many applications by combining affordable embedded sensors and actua-
tors. This digital transformation process has given rise to processing of massive
amount of heterogeneous data, known as Big Data through cloud computing.

This volume covers various business algorithms to solve various issues and
challenges, faced by the business organizations, including Big Data, Digital
Business Transformation, Cloud Computing and IoT along with some scientific and
web-based application areas. This book also provides future research directions for
these areas for researchers.
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We are thankful to the Editor-in-Chief of the Springer Book Series on Lecture
Notes on Data Engineering and Communications Technologies Prof. Fatos Xhafa
and also Springer Executive Editor Dr. Thomas Ditzinger, for his kind acceptance
of this volume in his series. We are also thankful to all the reviewers, for their
support in reviewing the chapters to bring out the volume in time. I am also thankful
to all my co-editors Prof. Xin-She Yang, Dr. Madjid Tavana, Dr. Florin
Popentiu-Vlădicescu and Prof. Feng Qiao, for their support and encouragement.

I am sure that the readers shall get immense ideas and knowledge from this
volume.

Bhubaneswar, India Prof. (Dr.) Srikanta Patnaik
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Editorial

The evolution of new technologies such as IoT, cloud computing and widespread
use of smart phones has initiated the faster adoption of digitization wave by
organizations and enterprises in business world. This current technological
advancement has given rise to a revolutionary era, which has lead to the trans-
formation of traditional business world into digital form. Moreover, digital trans-
formation of businesses has created many new opportunities with the integration of
digitization process across the horizontal and vertical value chains of the organi-
zation ranging from digitization of planning and other processes to digitization
of the product itself and respective solutions. All these transformations and dis-
ruptions together form a digital ecosystem where both products and processes are
digitized and are adopted by traditional firms and industries and thus present new
obstacles and challenges.

This book has presented a comprehensive collection of works from potential
researchers and scholars who have shared their works and findings related to this
area. It addresses a wide range of IoT-based problems, frameworks, solutions and
applications related to smart environments and applications, where vast amount of
data is being generated. Again, as this research area is highly multidisciplinary in
nature, the chapters considered in this book are the ones that have addressed recent
trends and challenges while maintaining innovativeness. Further, this book is
technically organized to contain 18 chapters that are broadly categorized into four
major sections namely (i) Digital Business Transformation, (ii) Cloud Computing
(iii) IOT & Mobility (iv) Information Management & Social Media. A brief
overview of each chapter is given below:

Chapter “Towards Algorithmic Business: A Paradigm Shift in Digital Business”
gives a brief idea about what is algorithmic business along with an overview about
how it is related to IoT and digital transformation. It also discusses how algorithms
are impacting current and future business applications.

Chapter “A Decentralized Business Ecosystem Model for Complex Products”
first studies decentralized business ecosystem for complex products by considering
different scenarios and identifies the objectives, significant actors and their relevant
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interaction patterns for developing architecture to support the model. The new
ecosystem they introduce not only supports transactions between complex products
but also supports both value creation and sharing between the components.

Chapter “Compliance Management in Business Processes” addresses the com-
pliance management issue in business processes by first giving an overview of the
concept and possible pros and cons in the absence of compliance management
system. They further discuss various compliance management activities and finally
the compliance management functionalities (CMFs).

Chapter “Sustainable Cloud Computing Realization for Different Applications:
A Manifesto” investigates the challenges in sustainable cloud computing along with
the current developments for different applications. The authors propose a taxon-
omy for application management in sustainable cloud computing and map existing
works to the taxonomy for identifying research gaps.

Chapter “Auction Based Scheme for Resource Allotment in Cloud Computing”
proposes a dynamic model for resource allocation in cloud computing using winner
determination scheme for computing cost and achieving optimal resource alloca-
tion. The authors consider the requirement of both the users and the cloud service
providers for calculating the final cost.

Chapter “M-Cloud Computing Based Agriculture Management System” pre-
sents a mobile-based cloud computing framework to solve problems related to
agriculture for increasing productivity. The framework attempts to solve problems
concerning agriculture faster by gathering and sharing environmental as well as
location-based information among farmers thus modernizing agriculture.

Chapter “Detection and Analysis of Drowsiness in Human Beings Using
Multimodal Signals” proposes a framework for analysing and detecting the
drowsiness state in a human being that monitors alertness of mind and body while
driving. The authors consider here multi-modal signals such as visual information
and biosignals (EEG) for implementing the framework for the analysis purpose.

Chapter “Enhancing Security and Privacy in Enterprises Network by Using
Biometrics Technologies” proposes a novel security mechanism using biometric
trait of employees in the encryption process of data exchanged by enterprises. The
proposed approach ensures security and confidentiality in enterprise network to
provide stronger security measures.

Chapter “Lightweight Context-Based Web-Service Composition Model for
Mobile Devices” discusses a new lightweight context-based model for web service
composition of the mobile device itself using POS tagger. The authors use POS
tagger to identify service requests from users in NLQ form and the responses are
further composed in the mobile device itself by web service providers.

Chapter “On Weighted Extended Cumulative Residual Entropy of k-th Upper
Record” considers a shift-dependent version of generalized cumulative residual
entropy and discusses its advantages and applications for k-th upper record and
establishes a non-parametric estimator with its asymptotic normality along with
characterization of the results.
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Chapter “Impact of Mobility in IoT Devices for Healthcare” proposes an
IoT-based platform that helps in providing personalized tips, tracing, reminders and
educational contents about medical conditions proactively. The authors also discuss
about mobility in IoT and its convergence with respect to mobile cloud, devices and
social media.

Chapter “Multiple Mobile Elements Based Energy Efficient Data Gathering
Technique in Wireless Sensor Networks” studies the limitations of the existing data
gathering techniques in WSN and proposes a related framework that introduces
Mobile Elements. Further, the authors use data fusion at cache point to ensure data
gathering efficiency by reducing instances of transmissions. Also, the proposed
technique is claimed to be efficient by the authors in many aspects such as packet
delivery ratio, lesser delay, reduced overhead optimum energy consumption and
decreased packet drop.

Chapter “Online Social Communities” presents a comprehensive list of online
social communities and classifies them according to their usage. Various ONSC are
further discussed from the user participation lifecycle perspective along with dis-
joint and overlapping communities over both static and dynamic networks.

Chapter “The ‘Verticals’, ‘Horizontals’, and ‘Diagonals’ in Organisational
Communication: Developing Models to Mitigate Communication Barriers Through
Social Media Applications” proposes a three-tier communication paradigm for
addressing the communication barrier problem among organizational workforce.
This paradigm builds interpersonal as well as intrapersonal skills and mitigates
performance anxieties to enhance overall productivity. The authors examine these
aspects and mitigate the communication barrier through social media applications.

Chapter “Subjective Interestingness in Association Rule Mining: A Theoretical
Analysis” investigates the nature of subjective interestingness among associations
of several items of a supermarket considering the manager’s expectation and cus-
tomer’s purchase patterns. The authors observe the limitations and propose a
two-dimensional framework that presents matching methodology horizontally and
granularity of user knowledge across vertical axis. They also make an attempt to
identify relevant research gaps in this context and pose significant research
questions.

Chapter “Identifying Sentiment of Malayalam Tweets Using Deep Learning”
presents a comparative study to identify sentiments in Malayalam tweets by using
various deep learning methods. The findings are then compared with several
baseline methods such as SVM and RKS-RLSC, etc. for the effectiveness of
methods. F1-score, precision, recall and accuracy are considered by the authors as
evaluation measures.

Chapter “Twitter Based Sentiment Analysis of GST Implementation by Indian
Government” provides a mathematical analysis of sentiments of Indian public over
GST implementation and the author’s observation over the impact made by the tax
structure is carried out on Twitter data that has been collected over the period of
GST implementation phase as well as the Pre-GST and Post-GST phases of the
Indian economic reformation scenario.
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Chapter “Event Detection Using Twitter Platform” discusses several event
detection techniques that are used on Twitter for prediction, detection and managing
disaster-based events. Further, the chapter summarizes the performance of various
data collection, analysis and event detection tools over Twitter data.

Prof. Srikanta Patnaik
Prof. Xin-She Yang
Dr. Madjid Tavana

Dr. Florin Popentiu-Vlădicescu
Prof. Feng Qiao
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Towards Algorithmic Business:
A Paradigm Shift in Digital Business

Pragyan Nanda, Sritam Patnaik and Srikanta Patnaik

Abstract The emergence of cloud computing, IoT, and increasing number of smart
phones laid the foundation for digital business. In the current scenario of digital
transformation, digitization of enterprises has become a survival strategy for orga-
nizations to cope with the fast changing and uncertain business environment. Even
if digital transformation is essential for the growth of traditional business in today’s
transitional phase and enables countless opportunities, but still the major challenges
commonly faced here are what is need to be done and how it should be done to
address business related issues.Moreover, since these days volume of data is increas-
ing exponentially, but raw data has no value until analyzed or utilized. Algorithmic
business is one of the solutions to afore mentioned said challenges. It involves the
use of smart algorithms in providing important business insights, defining company
processes handling customer services, analyzing business data and making impor-
tant decisions. This chapter presents a brief overview about algorithmic business,
discusses various aspects, deployment strategies, challenges, opportunities such as
algorithmic market place etc. Speed and scale are some of the primary advantages
of deploying algorithmic business in enterprises.

Keywords Digital business · Business algorithmic · Process automation
Smart algorithms
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4 P. Nanda et al.

1 Introduction

In today’s digital era, the rapid advancement of technologies such as cloud computing,
IoT along with the extensive usage of smart phones has initiated rapid establishment
of the digital transformation phase, thus, leading to evolution of digital business.
Digital businesses posses many advantages over traditional business models as it
opens new business opportunities by creating advanced models that merges both the
physical and the digital worlds together. This involves digitization of almost all sys-
tems and processes lying across vertical as well as horizontal value chains [14, 17,
26]. The digitization process is usually accomplished in three major phases: (i) the
first phase involves digitization of processes and systems at base level such as verti-
cal value chain digitization which includes digitization of several processes ranging
from designing and planning of products to development and efficient management
of manufactured end products. This digitization process is further extended to inte-
gration of various processes across horizontal value chain which again ranges from
several suppliers of rawmaterials to intermediate suppliers to final customers through
adoption of various tracking and tracing systems. (ii) Second phase involves digiti-
zation of the product itself as well as various services associated with the product
such as addition of different types of sensors to products for collecting data related
to products and analyzing the retrieved data for refinement of products to improve
customer satisfaction. (iii) Finally, the third phase provides several digital business
models and solutions integrated with data-driven platforms for digital disruptions,
thus generating a complete digital ecosystem. Now this complete digital ecosystem
can be integrated entirely into existing traditional business environments to allow
faster communication with introduction of interactive frameworks such as on-line
purchase and sell channels embedded with intelligent algorithms to makes fast and
optimal decisions in crucial situations to generate additional revenues. These bene-
ficiary visions have enforced organizations for adapting digitization phases in their
firms and factories. And due to this fast adaption of digital era, organizations are
producing huge amount of data every day.

Tackling this massive collection of data, also widely known as Big Data, is one
of the many new challenges that business organizations are facing along with many
advantages and opportunities. This flooding of organizations with huge amount of
incorrect and inconsistent data occurs because enormous amount of data are collected
from different sources and in different formats. While storing and accessing this
huge amount of collected data, lots of complexity is involved due to the variations in
media types such as texts, images, audios and videos. Since these data are generated,
collected and processed in real time world during various scenarios, so maintaining
pace between data generation, collection and processing is again a tough task and
leads to missing of parts of data further leading to retrieval of inaccurate information.
Also this huge volume of data is a combination of both structured and unstructured
contents from heterogeneous sources, analyzing which is another difficult task.
Other challenges include authenticity of the source of the data, freshness of the
data collected as updated and latest data will provide more accurate information
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about status of various processes, manpower and labour, customer requirements,
sales and pricing etc. This Big Data plays the foundation role for all types of
organizations ranging from small scale to large scale ones that have joined the race
of being digitized. Moreover, digitization of enterprises has hardly left any aspect
of modern business environment untouched, thus making it a survival challenge for
organizations to cope with continuously changing and unfavourable circumstances.

As discussed previously, the digital transformation process is changing traditional
business world dramatically by globalizing the competition among organizations and
raising the bar of customer expectations. Also, advanced technologies ranging from
smart mobile devices, Internet of Things (IoT) and cloud-based services has become
an inevitable part of every individual’s life as well as every business including large-
scale business firms to the smallest shops. The vast adoption of smart phones and
devices has allowed all these devices to connect and communicate with each other
through internet and hence the concept is coined as the Internet of Things (IoT).
Again, almost all industrial sectors are in-process of deploying digital transforma-
tion to explore new horizons of growth leading to adoption of data analytic solutions
and IoT [5, 9, 12, 16]. And this extensive adoption generates a huge amount of
data on daily basis and analysing which provides relevant information that impacts
the underlying business strategies and processes significantly. Further, the extracted
information can be utilized to generate significant insights for making crucial deci-
sions in several scenarios through various data analytic techniques and algorithms.
In a way, it can be summarized that decision support systems embedded with data
analytics for IoT will next drive several business models for different organizations.

Thus, this wide adaptability of advanced technologies such as IoT, cloud-based
services and smart mobiles has put immense pressure on all sorts of organizations, as
a result of which the organizations can either adapt to the digital change and evolve
or face severe operational as well as financial risks leading to the downfall of the
organization. “Digital business” explicitly means the wide and unavoidable adaption
of digital business ecosystem discussed above by almost all organizations. Further,
this explosive adaption of digital ecosystem has opened a universe of applications
where organizations can directly interact with real-time partners and consumers in
both business-to-business and business-to-consumer scenarios respectively. More-
over, this inescapable adoption has lead to a paradigm shift from traditional business
to digital business by re-defining how organizations will grow, sustain, compete and
prosper in the digital era. And those organisations that fail to adapt to the rapid
change will hardly survive. However, digital business revolves around three basic
characteristics namely (i) agility: the organization must be capable of adapting reg-
ulatory and market changes quickly by including digitization of back-end servers as
well as applications (ii) speed: the organization must be able to anticipate real-time
customer demands evolving with changing markets and respond rapidly to avoid loss
of opportunities (iii) and finally being innovative: organizations have to be innova-
tive by adding value to products and services being delivered for boosting sales and
gain loyalty for competitive advantages. But for transforming traditional business
into digital business, an organization has to make huge changes from top-to-bottom
including digitization of the smallest data to change of technological architectures to
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infrastructures. While the primary characteristics of traditional business are stabil-
ity and security, the above mentioned characteristics form the underlying principles
of the digital transformation of organizations. Thus adaption of digital transforma-
tion by the organization involves digitization of several internal as well as external
operations to gain maximum flexibility and benefits in competitive environments.

Some of the major advantages of the paradigm shift is recurring of profit from
revenue, from subscriptions in e-commerce based services, services providing buy
and sell market without infrastructures like Uber and AirBNB, providing algorithm-
driven strategies for adding value to customer experiences like navigation based apps
providing shortest routes to destinationwith traffic details, enhancing customer expe-
riences through multiple channels, addition of sensors to capture real-time data etc.
These advantages justify the need of integrating digital transformation into traditional
business for staying competitive in a continuously changing environment.

This chapter presents a brief overview about algorithmic business, covering var-
ious aspects, deployment strategies, challenges, opportunities such as algorithmic
market place etc. Speed and scale are some of the primary advantages of deploy-
ing algorithmic business in enterprises. Also huge amount of data can be utilized to
provide significant insights in a cost-effective manner. Some of the important chal-
lenges explored in this chapter are the possibility of erroneous decisions made by
the algorithms due to existence of bugs in algorithms. Also, since algorithms are not
context-sensitive, they can be biased on the basis of data used.

2 Emergence of Algorithms in Business

Some of the important outcomes of this digital transformation are increase of profits
with increase of digital channels for business, increase in the generation of revenue
due to improved performance of internal as well as external operations, increase
in allies and partnerships between organizations, re-defining competition as survival
strategy, reduction of overall costs involved in procurement to logistics to promotions,
creation of new markets and business by crossing pre-defined industrial boundaries.
Thus, digital business creates a digital ecosystem by merging physical world with a
digital network of several physical processes and applications that are embeddedwith
smart technologies for sensing and interactingwith eachother aswell as external envi-
ronment. This wave of digital transformation forms the base of fourth industrial revo-
lutionwhere completely automated and smart products and industries will be brought
into existence by merging different spheres. These smart systems will be capable of
making intelligent and decentralized decisions without human interventions by cre-
ating virtual copies of various processes alongwith their updated status for communi-
cating with other automated systems. Further, these intelligent systems collect data,
analyze and generate relevant information and insights to be used for making deci-
sions and taking actions in several sectors like fabrication of products,manufacturing,
logistics, supply chain management and risk analysis etc. through inter-connected
machines communicating with intelligent interactive services over global networks.
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Fig. 1 Action as a function of data

Although in current scenario, digital transformation plays a major role the growth
of business but achieving complete digital transformation and complete automation
of systems for realization of smart products and services is still an ongoing process
and how to do is still considered to be difficult. And the answer to this difficulty
lies in adaption of intelligent algorithms for development of smart applications [17,
21, 25]. Algorithms, as we already know, are a set of rules encapsulated together to
act on a given data for generating the expected outcome. These algorithms utilizing
knowledge and intelligence to provide various solutions and insights for the given
scenarios and data can be packaged into functions, applets or even products and
services. This can be shown in the figure below (Fig. 1):

The above figure is a generalized representation of algorithmwhere algorithms are
defined as functions performed over data provided to generate a set of actions as out-
comes. While developing smart and automated applications, products, and services;
complex algorithms with strong mathematical foundations will form the underlying
principle to drive decisionmaking and automation process of business. This adaption
of smart algorithms in industries and business for using the encapsulated knowledge
to generate insights from data andmake decisions about consequent actions is coined
as ‘Algorithmic Business’ by Peter Sondergaard, senior vice president at the analyst
firm Gartner. The analyst firm Gartner highlights the importance of algorithms in
business in a symposium conducted in 2015 by mentioning that the in future the
value of business will be in algorithms and not in data as data itself has no mean-
ing. Intelligent algorithms are required to generate patterns and insights from the
data to make decisions and perform actions. This digital transformation of organiza-
tions combined with intelligent algorithms brings a revolution in the way business
was being done before. The entire transformation revolves around technological
changes, customers’ response behaviour to the change and new business opportu-
nities opened as a result of this revolution. It involves how to utilize technological
enhancements to generate the best possible outcomes from analysis of customers’
response to these enhancements. Realization of this revolution is possible by the
application of intelligent algorithms which takes outcomes generated from analytic
algorithms as inputs for making optimal decisions. Moreover, these outputs gener-
ated mathematically from algorithms can be used repeatedly to improve results and
insights. This improvement in business due to adaption of intelligent algorithms, also
adds speed and scale to business by processing transactions quickly and increasing
number of simultaneous and interrelated connections.
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3 Digital to Algorithmic Transformation

In this internet era, organizations are steadily moving into algorithmic transforma-
tion from digital transformation. Also, IOT has opened the way for innovativeness
through algorithmic transformation to generate information and insights from big
data since data itself has no meaning unless it is analyzed in some way or the other
due to its complexity [1, 3, 5, 16, 22]. This particular context of doing something
meaningful with big data needs intelligent algorithms for extracting information
from both structured and unstructured data i.e., the focus of organizations has shifted
from enormous data to the algorithms using them. It is not like we are currently not
using algorithms, in fact we are already surrounded by algorithms in different forms
and scenarios, but in future algorithms will form the base of most of the solutions
generated for solving specific problems and converting it into decisions and actions.
Although “algorithmic business” has not been employed universally as a term, still
it forms the underlying principle of many significant applications. For example,
Google’s driver-less car uses a proprietary algorithm for connecting the physical
objects with sensors to collect data and combine everything into software for trans-
portation application. Similarly, high frequency trading uses a unique algorithm to
drive higher return generating decisions. Also another secret algorithm of Google,
page-rank algorithm used in the search engine is responsible for making it a valued
brand name. Moreover, some of the other organizations that has already adopted
intelligent algorithms that has added value to the organization include Amazon, Net-
flix, airline industries and even global retailers. Therefore, it can be inferred that
further development of cognition-based software will lead to autonomous interac-
tions between machines and intelligent algorithms will play the role of competitive
and powerful weapons by taking digital transformation to the next level which is
considered as algorithmic transformation.

As we know, algorithms provide a mechanism for capturing important informa-
tion and insights from given data which can further be packaged into a reusable
form. And usage of these intelligent algorithms in reusable form for adding value to
business. As discussed above, algorithmic business revolves around these algorithms
and monetizes these algorithms for generating revenue in different ways such as pro-
viding licences for using unique algorithms [18]. For example, in a food industry, to
implement automated replenishment system, some just-in-time algorithm used for
logistics by some organization can be licensed instead of developing it from scratch
at the expense of huge cost. These smart algorithms are responsible in differentiating
organizations from their competitors in common market places. Also this license
providing or buying and selling of intelligent algorithms will create newmarkets and
opportunities with exponential growth in significant increment in revenue genera-
tion. Moreover, sophisticated algorithms will define new products and services along
with business model and strategies for maximizing organization value and revenue.
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4 Deployment Strategies of IoT

The rise in internet wave has paved way for implementation of digital business and
new models and patterns are being generated for smooth adoption by organizations.
Physical industries are also being digitized rapidly for moving into the next level
of revolution i.e., automation. But the key principle underlying this transformation
is adoption of Internet of Things (IoT) for merging the physical and digital worlds.
Researchers are currently working on many hybrid solutions for implementation of
respective real-time environments. Moreover, organizations will be more dependent
on algorithms for all sort of significant operations. Algorithmic business involves this
use of smart algorithms in providing important business insights, defining company
processes handling customer services, analyzing business data andmaking important
decisions. Therefore, smart and innovative algorithms are required to analyse big
data generated by various organizations, provide insights into it in order to automate
various core processes of digital business [9, 11, 13]. In other words, we can say that
the future of digital business can be determined by algorithms. And these algorithms
playing the driver role in the digital world can create a whole set of new business
opportunities with proper support.

Although algorithms usually described as a set of instructions for doing certain
jobs and have always been there but in the fast changing business scenario they
are being centrally utilized to make competitive business decisions without human
interventions. Innovative algorithms along with advanced technologies and novel
business models can help in the development of new customized products and ser-
vices to support various industries in deploying digital transformation effectively.
Even if digital transformation is essential for the growth of traditional business in
today’s transitional phase and enables countless opportunities, but still the major
challenges commonly faced here are what is need to be done and how it should be
done to address business related issues. Moreover, since these days volume of data
is increasing exponentially, but raw data has no value until analyzed or utilized.

As discussed previously, smart things consists of elements combining working
principles with algorithms from both physical and digital worlds. In case of manu-
facturing industries, keeping account of inventories available in warehouses is a erro-
neous and expensive task but with the deployment of smart containers and shelves
equipped with sensors and transmitters, inventory details can be measured and com-
municated with almost zero marginal cost. Thus development of intelligent algo-
rithms to identify and measure things can be considered as a deployment challenge.
Moreover this collected data can either be made freely available or can be leveraged
to maximize profits. Another current algorithmic business models widely being used
is implementation of demand and supply algorithm over real-time data by Uber and
other taxi-based services. These organizations use heat mapping for providing real-
time analytics for demand and supply of taxis. A heatmap represents data graphically
by showing individual values using matrix through colors. This detects high demand
with low supply situations automatically and increases.
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Fleisch et al. have identified three basic trends of new digital business models in
their research [10], which involves (i) increase in integration of users and customers
across value chains to open source some tasks for utilizing users in customization
of contents and re-distributing them further, (ii) service-oriented models are also
followed to provide run-time as well as after-sales services to customers for main-
taining customer loyalty relationships, (iii) and finally, analytical models consisting
of intelligent algorithms for core competence is also applied for collection of past
data about customer experiences and utilizing it for future refinement of product
design and structuring of price. Although previously, industrial sectors have been
classified into digital and non-digital industries, the emergence of internet has been
responsible in bringing major breakthroughs in both sectors. While adoption of IoT
is not only reviving old business models but also generating new business patterns in
existing digital sectors like Facebook, Google, YouTube, eBay, Amazon etc., in case
of non-digital sectors, internet has helped in simplifying processes with cost reduc-
tion while not compromising the quality and variety of products. But this adoption
of entire organizations involves a lot of challenges.

Some of the deployment challenges for digital business include management of
high resolution data in the digital world as huge amount of high resolution data with
multiple dimensions is being generated from several areas of physical industries
such as images, texts, audios, videos etc. Intelligent algorithms are being used for
processing these high resolution data along with hardware. When queries are being
processed in the digital world, queries need to be processed at lightning speed and
should be capable of generating anything ranging from texts, documents to images
and videos as result in real-time environment as per requirement. Google, for an
example has utilized the high resolution data through smart algorithms to provide
advertisements to users on the basis of their search behaviour for optimizing profit.
This dynamic processing of high resolution data involves use of higher resolution
providing control circuits with sensors and actuators which is much higher and finely
grained than that of physical world. IoT makes this possible in physical world by
merging both digital and physical worlds together with a vision of digitization of
each and every object and its position in the physical world. This can be achieved
with the deployment of mini-computers for making smart objects that can collect
information about its surrounding and capable of communicating the samewith other
smart objects. Since thesemini-computers are barely visible, so people communicate
with the smart object.

Fleisch et al. have also [10] further discussed a digital business model that inter-
mingles the patterns of both physical and digital business patterns into a hybrid lay-
ered construct. This hybrid construct known as value-creation model shown below
in Fig. 2, consists of five major layers which are usually involved in any abstract IoT
based applications.

The details of the layers are given as follows: (i) the first layer of the value-
creation model consists of the physical thing itself, responsible for fulfilling its
purpose for the user in the immediate surroundings; (ii) the second layer consists
of sensors and actuators loaded as elements in mini-computers that measures
local data and generate local services as benefits to the user; (iii) the third layer is
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Fig. 2 Value-creation model of digital business

responsible for connectivity, as the elements of second layer are connected to internet
providing global accessibility; (iv) since the previous layers cannot deliver any
benefit themselves, the next layer is responsible for collecting, storing, classifying
and processing the sensor data. It further searches and integrates consequent web
services to find the corresponding actuator elements; (v) In the final year, the entire
data obtained id structured digitally and packaged into a suitable form, which
can be a web-based service or application and globally accessible. These patterns
generated by the digital business model, cannot be separated from smart things and
thus deliver benefits to the users accessing them at negligible costs.

All the above mentioned layers are dependent on each other and cannot be created
independently as deployment of IoT is not merely addition of isolated layers but
also addition of processes containing intelligent algorithms for providing maximum
benefits to the user. The three major steps that lead to algorithmic business include
(i) identifying the unique and smart algorithms or a set of rules that smartly makes
the business work (starting from the trade secret of the products to data parsers to
intelligent scheduling of processes for achieving goals) towards faster response and
revenue maximization. (ii) Assignment of ownership to these algorithms, i.e. who
should take responsibility for the algorithms. (iii) Finally third is classification of
the algorithms into public and private assets since algorithms can be considered
for monetizing information assets if an organization is having skill sets to generate
information from the collected data. In other words, we can say that this changes
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the way of considering data as the centre of transforming business of organizations;
instead algorithms play the central role in the transformation.

5 Business Algorithms

The organizations doing business online receive huge benefits by practising Search
EngineOptimizationwhile those that are not practising are at the losing end. SEO not
only provides better search results to users using it but also helps e-commerce based
businesses in considering many aspects to stay on the top for gaining competitive
advantages. It helps businesses in maintaining user friendly and faster websites to
form a strong customer base. As customer satisfaction contributes a lot to in increas-
ing the number of customers aswell as assisting in improving loyalty of the customers
leading to building reputation and brand name of the organization. With the increase
in website traffic driven by loyal customer base online businesses improve their rank-
ing in search engines and are visible in top result pages thus enhancing the growth
of the business. It further helps in exploring new markets. Since web world is cur-
rently the fastest ever growing market, it also provides better conversion rates thus
converting visitors into subscribers and customers. SEO also helps local customers
to reach local businesses and bypass competition among local businesses through
SEO and online promotional strategies [19, 31]. These online search engines work
on the basis of underlying algorithms that retrieve the Search Engine Results Page
(SERP) using ranking of pages relevant to the search query matching strategy. Also
sometimes, on the basis of matching keywords of sponsors and advertisers, results
are generated. Apart from this RSS feeds, newsletters, and social media newsfeed
also play a major role in building customer base by driving traffic to sites.

While most of the businesses that are based on algorithmic approaches are already
reaping benefits up to certain extent from employing the above mentioned strategies
for return on investment, some of the benchmarks such as page ranking algorithms for
SEO of Google, Google pay per click strategy, recommender algorithms of Amazon,
Edge News feed algorithms of Face book, and pricing algorithm of UBER are a few
to name. Some of these algorithms are discussed in this section.

5.1 Google’s Algorithms

Google is the most widely adopted search engine that can provides immense benefits
by understanding the page ranking strategy for web pages of businesses. Mostly the
users of Google search don’t leave the first page of the resulting pages. Therefore,
Google makes enhancements to its ranking algorithms on regular basis. And these
small changes usually impact the ranking of web pages highly, making businesses
keep track of these enhancements and improve their pages accordingly to stay on top.
The most successful businesses enhance their online presence to be highly ranked by
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Google. Some of the important Google algorithms namely Google Panda, Penguin,
Humming bird, Pigeon, Mobile, Rank-Brain, Possum and Fred [7, 23, 28, 32] are
briefly presented below.

5.1.1 Google Panda

Google’s algorithms usually rely on 200 or more unique clues such as key terms
present on websites, recency of contents, regional information of the user, ranking
of the potential pages and many more, that help to predict what the user is searching
for. Therefore, online businesses hire SEO marketers or agencies for monitoring
these updates and identifying the changes required to be made in their websites to
meet Google’s search criteria and thus tailoring the same to their online presence in
order to drive more traffic to their websites. The earliest algorithm developed by the
company was Google Panda in 2011 [23, 28] designed for penalizing low quality
websites with poor content by preventing them from appearing in top results of the
search instance. This update not only ensured the originality of contents and articles
but also the value they bear for the viewers by adopting some metrics. One of the
metrics the underlying algorithm used for judging the quality of the content of the
website is the duration a user stays on the website before returning to the main page.
Google Panda uses quality scores obtained above as a factor for further ranking the
pages.

5.1.2 Google Penguin

Next, another algorithmic update launched by Google is Penguin in 2012, which
aimed at fighting against spam, vague links and penalizing deceitful websites [7,
23, 28, 32]. Usually, these websites use unfair practices for SEO to gain high page
rankings. Penguin penalizes these websites by down-ranking these sites once the
anchor texts are seem to be over-optimized and links appear to be manipulative.
While Panda inspects the contents of the entire site, Penguin works in more real-
time mode thus inspecting page-specific contents and penalizes the web page, once
something suspicious is identified. The website can recover its ranking only after
the penalty is removed. In 2016, both Panda and Penguin became Google’s core
algorithms. Further, two more updates Google Pirate and Google Top Heavy were
launched by Google in the year 2012, where the former plays the role of a filter
and filters out sites with copyright issues and the later penalizes sites with heavy
advertisements respectively.

5.1.3 Google Humming Bird

Again, in 2013, Google launched two more algorithmic updates named as Google
Payday and Google Humming Bird. While Google Payday cleans up commonly
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spammed terms for search such as insurance, various loans, pornography etc., the
Google Humming Bird update is responsible for preventing keyword stuffing along
with low-quality contents. The role of the Humming Bird was different from that
of Panda and Penguin [23, 28]. It was designed as an interpreter that looks for the
meaning of the search query instead of the individual words and provides more
accurate result of pages containing the intended meaning of the searched query. The
underlying principle applied here is natural language processing (NLP) based upon
synonyms, semantic-based indexing and co-occurring terms.

5.1.4 Google Pigeon

Also, Google again launched the next algorithmic update Pigeon in 2014 which
considered location as a vital part of the search query. This algorithm forms tie-ups
between the core algorithms as well as local algorithms and ranks local results by
SEO factors. This helped a lot to review-oriented sites thus improving their visibility
on the basis of SERP [23, 28]. Some more algorithmic updates launched by Google
include Mobilegeddon in 2015 that ranks mobile-friendly pages highly while not
affecting the usual usage of desktops and tablets.

5.1.5 Google RANKBRAIN and FRED

Again in 2015, one more update RANKBRAIN was launched by Google that uses
artificial intelligence, mathematical equations and semantics of language in order to
learn the search habits of the user [28]. Similarly, Possum was launched in 2016,
which utilizes user’s location to provide local results thus benefitting the businesses
located closer to the user with higher visibility. Along with location parameter, this
update removes duplicate entries from search results. And last but not the least,
the recent most algorithmic update is FRED, launched in 2017, which targets sites
breaking Google’s guidelines by overloading pages with ads and low-quality content
[28]. It also targets sites with sole intention of ad revenue generation and bearing
little value to users. Understanding the guidelines provided by these algorithms will
definitely help various businesses to grow.

5.2 Amazon’s Algorithm

Amazon the e-commerce giant uses intelligent search and recommendation algo-
rithms to reach potential customers and grow its business. Most of the customers
search the product they are interested in directly on Amazon instead of Google.
Now, businesses are focusing on modifying their web presence not only on Google
but also on Amazon by adopting new marketing strategies to increase visibility. The
increased visibility of businesses will in turn increase the number of buyers of several
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product ranges. In order to increase their web exposure on Amazon and maximize
their opportunities, businesses need to understand theworking principle of Amazon’s
search algorithm. However, Google algorithms and that of Amazon’s differ subtly
in their base purpose of conceptualization. The Google algorithms were developed
with the intent of returning the searched contents to users, so as to keep people
returning to the pages again and again, thus generating profit from clicks and ads.
Whereas,Amazon algorithmsmainly targets customers, for selling products although
it behaves as a search engine to certain extent. Further, it matches best prices with
products considering user preferences to attract customers and grow business.

5.2.1 Amazon A9

In comparison to Google algorithms, the Amazon algorithm A9 is quite straightfor-
ward and considers those factors for ranking that immediately exist on the page. The
algorithm predicts customer relevancy, studies their buying behaviour and provides
them competitive prices of products along with other value added buying options.
Some other factors considered by Amazon’s algorithm that helps in increasing vis-
ibility of brands include sales ranking of similar products (i.e. increased sales in a
particular category will lead to higher ranks), sellers past record, customer reviews
on the purchased products, clarity in image and information of the products, com-
pleteness of listings etc. Also, Amazon’s algorithm recommends products to users
on the basis of products usually bought together using collaborative filtering which
may create an interest in the customer to purchase the same and thus adding profits
[24, 34, 30, 33].

5.3 Face Book’s News Feed Algorithm

Face book usesNews Feed algorithm for emphasizing public posts that peoplemostly
find interesting and interact through likes, shares, and comment depending on user’s
preferences and ongoing trends over the network. A careful observation of the algo-
rithm can provide brands and other businesses to create potential contents to attract
customer conversations from the social media [2, 6, 8, 27]. Businesses are required
to create contents having higher value that can generate comments and shares for
the posts so as to increase the ranking of the content in News Feed of users. Brands
need to encourage users to interact with each other to keep posting comments and
shares, thus making brands top-stories. This will result in forming a strong customer
base and popularizing the brand within a broader reach of opportunities to grow their
business.

The News Feed algorithm earlier know as EdgeRank algorithm that determines
the top-most stories scoring higher ranks to appear in the user’s News Feed. Edges are
the individual actions performed by the users ranging from posting a status update,
tagging photos to posting comments on other user’s status update and everything.
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These edges are then ranked by the algorithm to filter out each user’s top-most stories.
The EdgeRank algorithm assigns rank score on the basis of three major criteria: (i)
Affinity Score: that considers “how connected a user is” by observing the number
of mutual friends with other users, and calculating affinity score for each explicit
action such as clicking, liking, commenting and sharing etc. (ii) Edge Weight: Each
edge has been assigned a default weight such as comments have higher weight as
compared to likes. These weights of edges add to the rank score of the top stories
of the users and finally (iii) Time Decay: Since EdgeRank is evaluated dynamically,
older edges lose points and newer ones get higher scores. This earlier version of
EdgeRank algorithm has been gone through lots of enhancements and modifications
according the requirement of the users.

Some other businesses that are based on algorithmic business framework include
Uber, the ride sharing Transport Company. Although it claims that its surge pricing
algorithm is based upon the demand and supply concept [4] but the underlying
operational strategy still follows black-box algorithms about which not much has
been disclosed publicly. However, the other businesses such as eBay and Airbnb that
adopt on dynamic pricing algorithms are transparent to public.

6 Applications

In today’s digital era, many of the organizations are currently developing certain
applications that are being built using intelligent algorithms for processes and ser-
vices to be delivered to customers. Moreover, Instead of leaving the decisions to
be made by human beings, on the basis of the information generated by analyzing
the massive amount of data generated from heterogeneous sources, these algorithms
take the responsibility of making dynamic decisions for actions to be made using
real-time values and studying different aspects and consequences of the decision.
Hence, these intelligent algorithms are considered as the centre for the deployment
of digital business [9, 11, 13, 15, 20, 29]. Although, the term “Algorithmic Busi-
ness” is gaining attention recently after being coined by Peter Sondergaard, senior
vice president, Gartner; but still the algorithmic model for business has been prac-
tically in use since a long time, enabling disruptive business. Some of the major
organizations that are currently using intelligent algorithms in various applications
for enhancing their business include:

6.1 Manufacturing Industries

Manufacturing industries are installing smart factories equipped with autonomous
systems, intelligent tools and machineries containing sensors and actuators that col-
lects real-time data and optimizes several automated processes. And, intelligent algo-
rithms remain behind everything as the underlying principle.
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6.2 Health Care Industries

Intelligent algorithms developed in clinical sciences have helped to build new insights
about several diseases thus making them more curable. These insights are generated
by analyzing huge amount of graphical as well as textual data acquired from indi-
vidual patients. Further, development of advanced algorithms in clinical science has
enabled healthcare industry to convert the information they have extracted into assets.
Also, these advanced algorithms can further be monetized to generate revenue.

6.3 Smart Products

Various new smart products being developed and ranging from clothes, fitness prod-
ucts, to kitchen products and accessories being manufactured are embedded with
micro-chips containing sensors and actuators that communicate with human beings
through intelligent interactive systems and make decisions about improving experi-
ence and performance.

6.4 Retail and E-Commerce Industries

Retail sector has also not been left untouched from the algorithmic wave of digital
era. In fact, retail sector is the one that has widely embraced algorithmic business by
solving several problems using intelligent algorithms. Retail industries are applying
intelligent algorithms in logistics and supply chain to find best routes for supply of
raw materials as well as delivery of final products to save time. While real-time data
of currents status are collected and analyzed by these algorithms, load limits, traffic
congestions, vehicle specifications and limits are some of the constraints being con-
sidered while applying the intelligent algorithms in retail sectors. Some other retail
based applications of smart algorithms involve merchandising of products in both
offline and online displays to stimulate customer interests, optimal pricing of prod-
ucts, designing of promotion strategies and discount offers etc. by analyzing not only
real-time interactive data about customer preferences but also about selling horizon
and storage capacity as constraints. However, maximizing revenue, quick response
and customer satisfaction are considered as the major goals of the retail sector while
designing these intelligent algorithms. Further these designed intelligent algorithms
can be treated as assets and protected from other retailers to gain competitive advan-
tage; also it can also be monetized for profit gains. Also e-commerce based websites
such as Alibaba and Amazon are top users of algorithmic model for business for
automating various processes involved such as managing inventory, recommending
products to customers on the basis of their preferences, providing a comparative
view of various sellers using matching algorithms and lastly for implementing pric-
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ing strategies. Further, the adopted intelligent algorithms dynamically adjust prices
of products depending on past market trends, demands and experiences.

6.5 Smart Cities

With the development of smart products and smart transports leading to smarter
ways of living, smart environment, smart economy and smart governance emerges
the concept of smart cities. These cities are expected to be heavily equipped with
internet, telecommunication as well as sensor networks to facilitate IoT services.
Smart cities commit to consider improvisation of life quality along with efficient
consumption of energy and safety of citizens as major focus and work towards
adaption of intelligent algorithms for bringing it into reality.

6.6 Education Industries

Also education industry has adopted smart algorithms to some extent by design-
ing smart assessment tests for students and taking initiatives in delivering quality
education after weaknesses of students are identified.

6.7 Airline Industry

Intelligent algorithms are also being used in airline sector since a long period to set
passenger fares. While designing these algorithms a set of variables are considered
on the basis of certain factors such as choice of seat class by the passenger from
the set—economy and business, location of the sit in the aircraft, time of the year
that is being travelled, day of the week that is being travelled, duration left before
the travelling date, etc. Optimal pricing of tickets are dynamically set by these smart
algorithms considering the above factors as well as certain constraints by constantly
monitoring the demand for tickets as well as availability of tickets while keeping
revenue maximization and customer satisfaction as objectives.

6.8 Human Resources

Further, intelligent algorithms are designed evaluating the suitability of candidates for
specific jobs in Talent Acquisition sector. Smart algorithms for various psychometric
tests can be designed for assessing IQ levels to leadership, flexibility in working with
a team to leading a team etc. to assigning the candidate a deserving position.
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6.9 Transportation

Bus and on-demand taxi services are also applying intelligent algorithms are making
communication easier along with enhancing their business. Taxi service companies
like Uber do not even own any vehicle or infrastructure. Instead, they widely use
smart algorithms for connecting passengers with drivers available in the passengers’
locality. Here, the smart algorithms are considering requirements of passengers and
time of the day (peak hour or regular hour) as price deciding factors, while availability
of vehicles is being considered as constraints for optimizing the price.

6.10 Stock Trading

In this digital era, trading systems are also adopting intelligent algorithms for deciding
successful trading strategies. These algorithms design new investment and trading
strategies by automating the process of continuous monitoring of market trends and
applying modern modeling tools and techniques for predicting investment options.

7 Challenges

Although algorithmic business offers many benefits to an organization but some
inevitable challenges also exist there which need to be addressed for successful
implementation of algorithmic business. Some of these challenges can be enumer-
ated as (i) the first major challenge consists of modernization of infrastructure and
resources to cope with the fast transformation, (ii) a revolutionary change in the tra-
ditional architectures in all aspects (to enhance, in-memory computation, processing
speed etc.) to support higher scalability with quicker performance for generating
real-time insights can be considered as the next challenge (iii) Moreover, making
such enormous changes in almost all business sectors, will lead to the rising demand
in building of new skill sets pools for handling these new changes. (iv) further, in
case of a supply chain scenario, algorithms may not be capable of negotiating with
suppliers to the extreme extent that human can attain to get lowest rates for procuring
supplies of materials or intermediate products (v) again, not being context sensitive
as the response of a customer in a feedback form, collected about a certain product or
service depends on the current mental state of the customer. Therefore, the response
may not be considered as a standard as improvisation based on that feedback may
or may not help the organization, (vi) next analysis of security risks associated with
emerging architectures and business models along with managing them as soon as
they are detected is a must since it might lead to higher and critical risks as everything
revolves around confidential information, (vii) another major downside of algorith-
mic business can be certain unavoidable circumstances that can be created as a result
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of algorithms centrally controlling business and machines. Suppose some real-time
data is incorrect or inconsistent then the algorithms may become biased and behave
unexpectedly making the entire system unstable and can cause severe damages both
professionally aswell as financially. Therefore, preventive practicesmust be designed
to take potential decisions and consequent actions to nullify such effects. (viii) Also
there is always the risk of hackers conning the algorithms to attain their objectives.
Identifying such risks and applyingmeasures tomitigate these risks for protecting the
organization is also an issue. (ix) Finally, since algorithmic business is based upon
usage of algorithms or a set of rules and the algorithms are yet to learn about ethics,
we still cannot rely on algorithms solely leaving entire control to smart algorithms.

8 Conclusion

As almost all the enterprises and organizations are open-handedly embracing the
technical advancements developments emerged for the analysis of big data, algo-
rithms are gradually strengthening their position in economical enhancement of any
organization. Algorithmic business is slowly gaining attention of academic as well
as industry oriented researchers with growth of smart live styles and smart business.
Algorithms are providing major breakthroughs in the way business is being done by
shifting the centre from data to algorithms. They not only help in understanding the
occurrences of certain events on the basis of historical data but also predict future
uncertain events and design rules and actions to be taken to avoid risks. This can
be considered as a significant research area covering a wide range of application
areas and the challenges they are facing in deploying the same. In this chapter, we
have tried to provide a base framework by exploring several aspects of algorithmic
business ranging from its arrival to its rise and deployment strategies to potential
applications and challenges.
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A Decentralized Business Ecosystem
Model for Complex Products

Mirjana Radonjic-Simic and Dennis Pfisterer

Abstract Consumers looking for complex products, demand highly personalized
combinations of individual products and services to satisfy a particular need. While
online marketplaces work well for individual products and services (or a predefined
combination of them), they fall short in supporting complex products. The com-
plexity of finding the optimal product/service combinations overstrains consumers
and increases the transaction and coordination costs for such products. Another
issue related to contemporary online markets is the increasing concentration around
platform-based ecosystems such as, e.g., Amazon, Alibaba or eBay. That increases
the “positional power” of these platforms, putting them in the position, where they
can dictate the rules and control access directing towards de facto centralization of
previously decentralized online markets. To address these issues, we propose a novel
business ecosystemmodel for complex products—amodel of a strictly decentralized
exchange environment purposefully designed to support complex products in a way
to lower transaction and coordination costs and alleviate the adverse effects of grow-
ing platform power. This chapter introduces our ecosystem model by describing its
primary artifacts: (1) the ecosystem structure, and (2) the ecosystem architecture. The
ecosystem structure maps the activities, actors, their roles, and the essential value
creation pattern required to support different complex product scenarios. It integrates
various actors (i.e., individuals, companies, communities, autonomous agents, and
machines), and enables them to constitute and enrich their ecosystem without any
central instance of control or governance (i.e., underlying platform). The ecosystem
architecture describes the building blocks of our ecosystem model, and the relation-
ships among them considered essential to support the ecosystem structure on the
operational level. It is represented by a highly scalable and strictly decentralized
software-system architecture that supports arbitrarily complex products given exist-
ing domain-knowledge, relevant for commercial transactions in a particular domain.
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The feasibility of the proposed software-system design is demonstrated based on a
prototypical implementation and an evaluation use case scenario.

1 Introduction

Recent developments towards a highly interconnected world of people, processes,
data, and things [1] unlock new possibilities for commercial exchange and give rise
to novel types of products and services. These products and services, as well as
complex combinations of them, can be personalized in a way to satisfy individual
needs and contextual requirements of consumers.

Consider the use case of a couple that plans an evening with friends, for example
visiting a concert at the city’s theater and having dinner at a nice Italian restaurant.
Besides buying tickets and reservation of a table, this also includes finding a parking
space close to both locations and booking a babysitter that looks after the children.
As a consumer, the couple is looking for a complex product by demanding a highly
personalized combination of products and services to satisfy a particular need.

We define complex products as arbitrary combinations of individual products or
services that meet particular consumer needs based on a consumer-defined context.
Thereby, consumer-defined context encompasses a broader range of information
providing a comprehensive description of consumers’ needs. Examples are personal
preferences and constraints such as budget, quality, schedule, and payment modali-
ties. For our couple, in addition to just specifying concert details (e.g., classic,musical
or other), this could be engaging a babysitter from a well-rated babysitting agency,
making the table reservation with certain restrictions (e.g., availability of a seaside
terrace) and parking slot with less than 200 m walking distance.

To make an informed decision, our couple (i.e., a consumer of this complex prod-
uct) needs to know where and how to find viable offerings, to compare them, and
aggregate all relevant information manually and put them in the context of their pref-
erences and requirements. That complexity and high consumer involvement lead to
the decision making according to the principle of adverse selection [2], where con-
sumers substitute an “optimal” buying decisionwith a “good enough”. That increases
the transaction and coordination costs for complex products. To approach this issue,
specialized online marketplaces (i.e., platforms) exist that support consumers in
finding complex products for certain domains. Examples are travel platforms such as
Opodo1 or Expedia2 that provide pre-defined combinations of flights, hotels, rental
cars, and insurances. However, such platforms are limited to supporting consumers
in creating and requesting arbitrary complex products, which need to fulfill particu-
lar consumer-defined criteria. The aforementioned use case already spans different
service domains and includes contextual requirements affecting the complex product
as a whole.

1http://www.opodo.com.
2http://www.expedia.com.

http://www.opodo.com
http://www.expedia.com
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Another issue related to contemporary online markets is the increasing concen-
tration of supply around mega platforms such as, e.g., Amazon,3 Alibaba.4 This
underpins the positional power of these platforms, putting them in a monopoly posi-
tion [3] where they can dictate the rules, control access, and offerings, and thus leads
to a de facto centralization of the previously decentralized offerings on the Internet.

To address these two issues, we propose a novel business ecosystem model for
complex products—a model of a strictly decentralized exchange environment pur-
posefully designed to support complex products in a way to lower transaction and
coordination costs and alleviate the adverse effects of growing platform power. The
contributions of this chapter, therefore, are the following:

• We analyze complex product scenarios and elicit the business, organization, archi-
tecture, and technology-related objectives relevant to the modeling of a business
ecosystem for complex products.

• Weoutline its structure by identifyingactivities, actors, their roles, and the essential
value creation pattern required to support complex product scenarios.

• We design and develop a highly scalable and strictly decentralized architecture to
support the operational level of the proposed ecosystem structure on the opera-
tional level.

• We prototypically implement the proposed architecture and demonstrate its feasi-
bility in the context of an evaluation use case scenario.

This chapter is organized as follows. First, Sect. 2 presents the background of
business ecosystems and briefly describes our approach and employed methodol-
ogy. Next, Sect. 3 analyzes complex product scenarios and discusses the overall
objectives and requirements relevant to the modeling of a business ecosystem for
complex products. After that, Sect. 4 reviews the related work and compares it to
the elicited requirements. Section 5 outlines the proposed business ecosystem model
by describing its concept and ecosystem structure. Thereafter, Sect. 6 introduces the
ecosystem architecture by specifying its entities and functional components and eval-
uates its feasibility in the context of a use case scenario. Finally, Sect. 7 summarizes
this chapter and gives an outlook for the future research.

2 Background and Methodology

In this section, we will first look at business ecosystems and different modeling
approaches. Afterwards, in Sect. 2.2, we briefly describe the theoretical framework
of this work and employed methodology.

3http://www.amazon.com.
4http://www.alibaba.com.

http://www.amazon.com
http://www.alibaba.com
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2.1 Business Ecosystems

The term business ecosystem is first introduced by Moore [4] defining it as “an
economic community supported by a foundation of interacting organizations and
individuals—the organism of the business world. This economic community pro-
duces goods and services of value to customers, who are themselves members of the
ecosystem”. Themember organism also includes supplier’s competitors, institutions,
and other stakeholders, which together define business networks (i.e., ecosystems)
that create value through a process of cooperation and competition [5, 6]. This explicit
dependence of involved actors who depend on each other for their mutual effective-
ness and survival is considered the essential feature of business ecosystems that
distinguishes them from other organizations of economic actors like, e.g., supply
chains or value networks [7].

The literature on business ecosystems suggests that two determinants are essen-
tial for successful business ecosystems [5, 8, 9]. First, how value is created to
attract and retain ecosystem’s participants and motivate them to engage and provide
growth potential. And second, how created value is distributed and shared among
involved participants. Consequently, a business ecosystem construct is considered as
a network-centric structure [10] composed of entities and components that describe
how value is created and captured [11].

There are several approaches on how to conceptualize business ecosystems, such
as BEAM [9], MOBENA [12], 6c [8], VISOR [11], and concepts of Value Design
[13]. BEAM and MOBENA focus on the strategic aspects suggesting a network-
centric approach to value creation and capture across the ecosystem. In contrast,
Value Design emphasizes a more actor-centric view of value creation in a dynamic
co-evolving network of different actors. However, as with the previous two, Value
Design is in a conceptual stage and falls short to provide insights for practical imple-
mentation.VISORand6c aremore explicit on the operational level but predominately
concentrated on the technical aspects of an ecosystem as a platform-based construct
that utilizes technology for value creation and distribution.

A common pattern of the aforementioned approaches is that they prioritize the
“focal actor” and the network of actors tied to it (i.e., platform). Ecosystem-as-
structure [14], in contrast, prioritizes the value proposition of the ecosystem (i.e., the
focal value proposition). It suggests that the modeling process should start with a
definition of the focal value proposition and continue with designing an alignment
structure of activities and actors, which need to interact and exchange value for the
focal value proposition to materialize. Accordingly, and as illustrated in Fig. 1, the
core elements that underlie the ecosystem construct are activities, actors, positions,
and links. Activities define the discrete actions to be undertaken, actors represent the
entities that undertake these activities, positions, and links specify where in the flow
of activities actors are located, and how they need to interact and exchange value.
These elements mutually depend on each other, and collectively they characterize
the configuration of activities and actors required for the focal value proposition to
be realized.
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Activities 

Actors Positions 

Links 

Value Proposition

Define discrete actions to 
be undertaken. 

Represent entities that 
undertake activities. 

Specify where in the flow of 
activities actors are located. 

Specify interactions and 
exchanges between actors. 

Fig. 1 Elements of an ecosystem construct [14]

2.2 Methodology

The methodology employed to develop this work follows the Design Science
Research (DSR) method [15]. We apply the problem-centered approach since the
primary goal of this work is to address the problem related to increasing transaction
costs for complex products and the adverse effects of the growing platform power.
As illustrated in Fig. 2, the used methodology aligns with five steps.

In Step 1, we analyze complex product scenarios using the BOAT framework
[16] as a method for analysis of networked business scenarios. Thereby, we dis-
tinguish between business (B), organization (O), architecture (A), and technology
(T)—related objectives, which a business ecosystem model must meet to support
complex product scenarios.

In Step 2, we operationalize these objectives and formulate business goals and
requirements relevant to the design of the ecosystem model that is represented by
two artifacts: the ecosystem structure and underlying architecture.

In Step 3,we outline an ecosystem structure employing the ecosystem-as-structure
modeling approach [14] (cf. Sect. 2). Based on the stated business goals, we first
formulate the value proposition of the envisioned ecosystem. Then, we outline the
activities, actors, and interactions necessary for the value proposition to realize.

Based on that, in Step 4, we design a blueprint of the underlying ecosystem archi-
tecture to support such an ecosystem structure. The blueprint describes the necessary
components of the architecture, the externally visible properties of these components
and the relationship among them. Finally, in Step 5, the proposed ecosystem architec-
ture is prototypically implemented and demonstrated in the context of an evaluation
scenario.



28 M. Radonjic-Simic and D. Pfisterer

Step 2
Overall objectives 
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Complex Product Scenarios

Scenario Analysis 

Step 3
Outline ecosystem structure

Step 4
Design underlying ecosystem architecture

System Analysis / Modeling 

Step 5  
Implement and evaluate ecosystem architecture

Prototyping 

Ecosystem
Modeling 

Fig. 2 Methodology for the development of a distributed business ecosystem model

3 Overall Objectives

The aforementioned use case of a couple planning an evening with friends represents
a class of different scenarios in which consumers are looking for complex products
to satisfy personalized needs and demands. In this section, we will discuss and
analyze such complex product scenarios and point out their main characteristics.
These characteristics will also serve as the base from which to elicit the business
goals (cf. Sect. 3.2) and requirements (cf. Sect. 3.3) on a business ecosystem model
that supports such scenarios.

3.1 Complex Product Scenarios

Complex product scenarios denote settings inwhich consumers and providers engage
together to achieve specific goals represented through the transactions of complex
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Fig. 3 Visualization of complex product scenarios

products. Complex product scenarios are considered context-centric, distributed and
transaction-oriented business scenarios:

• context-centric—as initiated by consumer’s demand for a personalized combina-
tion of products and services to satisfy a particular need. In the case of our couple,
that is a specific set of services (e.g., a babysitter, tickets, table reservation and
a parking slot), that need to meet constraints such as, e.g., a babysitter from a
certified and well-rated agency and a parking slot with a short walking distance to
both locations.

• distributed—as consumer’s demand might span different business domains (e.g.,
events, gastronomy, babysitting, parking), complex product scenarios might
require many diverse cross-domain providers to deliver distinct parts of the
required product/service combination.

• transaction-oriented—as its central goal is the commercial transaction of a par-
ticular complex product. In contrast to a commercial transaction of an individual
product or service, the transaction of a complex product is considered a bundle of
single transactions embedded in one enclosing transaction.

From themarket-level perspective, complexproduct scenarios represent two-sided
interactions between market participants (consumers and providers). As illustrated
in Fig. 3, the involved market participants are linked via complex products (CPs)
they intend to consume (represented by the solid lines) and products/services they
intend to provide (dotted lines). As shown, market participants might initiate and
participate in different scenarios being a consumer or a provider or both at the same
time. For example, one of the providers involved in Scenarioi might also initiate
Scenarioj taking the role of a consumer asking for CPj.

In addition to the identified characteristics of complex product scenarios, Tables 1
and 2 summarize further characteristics derived from the scenario analysis, which
we conducted using the BOAT method [16].
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Table 1 Classification of complex product scenarios

Purpose To support interactions between consumers and providers to achieve
a particular goal represented by the transaction of a particular
complex product

Involved parties types Involved parties (consumers and providers) can be everybody or
everyone connected to the Internet asking (or providing) for complex
products. These can be individuals, companies, institutions, and
software agents and machines acting on behalf of a provider or
consumer

Time scope Dynamic and short lasting. Dynamic, as the selection of potential
interaction partners (potential providers), is determined by
consumers, and short lasting, because the interactions of the involved
partners are transaction-oriented. That is, as soon as the transaction is
settled the relationship between involved partners comes to an end

Table 2 Further characteristics of complex product scenarios

Aspect Characteristics

Business Drivers
For a consumer to increase efficiency in making transactions of complex
products (lower coordination and transaction costs)
For a provider to improve the accessibility of own offerings and the level of
personalization by providing products/services in consumer defined context

Organization Networked structure (actor-to-actor) to integrate a vast number of involved
consumers and providers (i.e., actors) since complex product scenarios might
span different product/service domains and require many heterogeneous
providers to deliver distinct parts of the requested product/service combination

Architecture Business functions
Facilitating the formation of an actor-to-actor network and support the
interactions among actors within a networked organizational structure
Enabling the composition of complex products and integration of
consumer-defined context
Supporting the transaction of complex products by enabling activities related
to the transaction process [20], that divides into phases: information
(formulating, publishing offerings demand), negotiation (matching and
ordering), settlement (realizing the transaction regarding payment and
delivery), and after-sales (reviews and possible dispute resolution)

Technology Supportive technology
Internet and Web Technology as the basis for communication and interaction
between involved parties within an actor-to-actor network
Transaction process management technology to support the identified business
functions and related processes
Data management technology to support specific aspects of organizing, storing
and retrieving information within the actor-to-actor networks
User interface technology to enable composing complex products and
formulating complex products requests
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We first classify complex product scenarios regarding their scope, involved par-
ties, and applicable time scope, as presented in Table 1. Then, we look at further
characteristics taking the perspective of a business ecosystem as an organizational
structure to support such scenarios. The analysis starts with formulating the business
drivers for involved participants, followed by considerations how complex scenarios
need to be organized to meet identified business drivers, and which business func-
tions are required to support the organizational structure. The analysis closes with
technology-related details deemed necessary for the realization of such a structure.
Table 2 presents the identified characteristics and their relation to each analyzed
aspect.

3.2 Business Goals

The identified characteristics of complex product scenarios impose a set of specific
objectives for the organization and underlying architecture of a business ecosystem
aiming to support such scenarios. Based on that, and our previous work in [17, 18] we
formulate the primary business goals of a decentralized business ecosystem model
for complex products. The business goals (BG1,…,BG5) are summarized and briefly
discussed in Table 3.

3.3 Requirements

Having formulated the business goals of a decentralized business ecosystem for com-
plex products, in this section, we use them as the rationale to derive the most relevant
requirements to bemet by the underlying ecosystem architecture. Thereby, we follow
the definition of business ecosystem architecture as a blueprint or a description of
the building blocks of an ecosystem and how they relate to each other, what they do,
and how they interact [19].

Table 4 summarizes the derived requirements (R1, …, R8) and describes them
briefly.

4 Related Work

This section reviews a set of approaches and concepts for commercial exchange
environments and compares them considering the stated requirements (R1, …, R8).
And thus, identifies the missing gap to be closed by our business ecosystem model
for complex products.

Electronic marketplaces (e-marketplaces) refer to a market-oriented organiza-
tion of commercial exchange, aiming to increase market transparency and lower
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Table 3 Business goals of a decentralized business ecosystem model for complex products

# Business goal Description

BG1 Enabling transactions of complex
products in a trustful and reliable manner

For consumers, it means increasing
efficiency, less time and effort in making
informed buying decisions, and for
providers, gaining higher accessibility of
their offers and the level of
personalization related to the
consumer-defined context

BG2 Facilitating decentralization and
scalability

To alleviate the adverse effects of the
growing platform power, and increase the
flexibility of integration for a broader
range of different product/service
domains and a vast number of involved
consumers and providers

BG3 Allowing trade in any business domain Since complex products can be arbitrary
complex combinations of individual
products and service spanning different
domains, the ecosystem has to be open for
any business domain

BG4 Enabling cross-domain transactions Since complex products can encompass
any composition of products or services,
the ecosystem as a business environment
has to allow cross-domain transactions

BG5 Promoting actor-to-actor economy
principles

The ecosystem has to support activities
related to the formation of an
actor-to-actor network, activities among
the actors and ensure an adequate level of
trust and security, seen as very important
for actor-to-actor transactions [41]

transaction and coordination costs [20]. Established e-marketplaces also called
“platforms” operate as centralized solutions with a focus on the supply and the
availability of individual products and services. Regarding the complex product
composition and integration of contextual information (R1, R2), most platforms
only support compositions of products and services within their domain boundaries
(i.e., industry, domain, or type of products/services) or they offer a pre-defined
combination of them. In general, e-marketplaces work well for the transaction of
individual products and services providing reliable support inmatching, ranking, and
settlement activities for both transaction partners (consumers and providers). They
are centralized solutions and fall short to support transactions of complex products
(R1, R3) that need to fulfill a specific consumer-defined context (R2). Furthermore,
they do not support cross-domain transactions among different platforms (R4).

Decentralized peer-to-peer (P2P) marketplaces refer to the concept of a dis-
intermediated exchange environment that brings potential buyers and sellers together
to engage with each other directly, without any intermediary [21]. Concepts intro-
duced by Eymann [21], Schmees [22], Serban et al. [23], Xia et al. [24], Hausheer
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Table 4 Requirements on the architecture of a decentralized ecosystem for complex products

Rationale # Requirement Description

BG1, BG3 R1 Complex product composition Capability to enable consumers
to compose complex products as
arbitrary combinations of
individual products and services

BG1, BG3 R2 Integration of contextual
information

Capability to integrate
consumer-defined context, which
can encompass much more
information than those related to
the decision criteria and include
the broader range of constraints
and requirements

BG2, BG3 R3 Distributed transactions Capability to support transactions
of products/services from
different providers in a single
enclosing transaction (from the
consumer’s point of view)

BG4 R4 Cross-domain transactions Capability to support transactions
of products/services from
different business-domains in a
single enclosing transaction
(from the consumer’s point of
view)

BG1, BG3, BG5 R5 Advanced matching Capability to support matching a
large number of fragmented,
heterogeneous consumers and
providers efficiently, by keeping
transaction and coordination
costs low

BG1, BG3, BG5 R6 Advanced ranking Capability to support consumers
in making informed decisions by
applying ranking mechanisms
that consider context-related
constraints to create the “best-fit”
list of offers

BG5 R7 Sophisticated reputation and
feedback mechanism

Capability to support consumers
in making informed decisions by
considering sophisticated
information about potential
trading partners

BG2, BG5 R8 Actor-to-Actor network Capability to enable the forming
of an actor-to-actor network and
supporting the interactions
among actors in a direct and
decentralized manner
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and Stiller [25] propose different technological solutions, i.e., frameworks and archi-
tectures, on how to organize “market without makers”. Yet, they do not support the
full transaction process in a cross-domain and distributed manner. Some of them
are related to a particular product/service domain, e.g., [23], others are limited on
the exchange of services [26] or even only on digital goods [22], and [25] supports
only certain trading forms such as, e.g., auction-based or supply-oriented trade. In
contrast, the projects BitMarkets [27], OpenMarket [28], and OpenBaazar [29] aim
to shift the whole trade onto decentralized P2P environments. These decentralized
P2P marketplaces support providers to create and run online stores to sell products
and services and connect these stores directly to each other on a global network,
which is scalable and without a central point of control (or point of failure). Potential
consumers can search, connect, and buy products or services directly from providers.
While all of these solutions support the whole transaction process in a cross-domain
and distributed manner (preferably using criptocurrency), they are predominately
supply-oriented and thus, limited in supporting consumers making informed deci-
sions regarding complex products (R1, R2, R3).

The Intention Economy (IE), by Searls [30], represented through the Project Ven-
dor Relationship Management (VRM), refers to a trading environment that focuses
on a buyer’s intention to conduct a transaction with potential sellers (i.e., vendors).
The main idea of this approach is to make buyers independent in their relationships
with the supply-side of markets [31], by providing VRM tools, which support buyers
to describe their needs, creating a personal request for proposal (pRFP) and making
it visible for the interested vendors. The matching of demand and supply is made by
many specialized, domain-specific platforms, which support identifying the best and
final offers (BAFO) for the corresponding pRFP, as well as, settlement of the trans-
actions. Even though the VRM tools in collaboration with related platforms enable
highly personalized requests, they do not support the integration of the contextual
information (R2) neither they support cross-domain and distributed transactions (R3,
R4) in a direct manner (R8).

Web of Needs (WoN) proposed by Kleedorfer et al. [32], refers to a framework for
a distributed and decentralized e-marketplace on top of the Web. The vision of WoN
is to standardize the creation of owner-proxies, which describe the demand or supply
and represent the intention of a user to enter into a commercial transaction. Owner-
proxies contain all information relevant to begin a transaction (e.g., information about
the owner, description of the demand or supply). Ones created, owner-proxies are
published to the Web by sending them to WoN nodes, which are distributed and
interconnected. Published, owner proxies are made aware of each other by indepen-
dent matching services, which collect information similar to Web search services by
crawling through all WoN nodes. In case, potential transaction partners are identi-
fied, the matching service sends hint messages to the matched owner-proxies. The
owner applications than initiate the transaction process by sending the contact mes-
sage to the potential transaction partners. WoN enables a rich description of user’s
demand, advanced matching services and identification of potential trading partners,
but it does not support the transaction process as a whole. Also, there is no evidence
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that WoN integrates any ranking or reputation mechanisms (R6, R7), or supports
cross-domain and distributed transactions (R3, R4).
Concluding remarks on related work: Contemporary solutions for commercial
exchange are mature in supporting individual products and services (thus, fulfilling
R3, R5, R6, R7). However, they are mostly centralized solutions and fail short to
support complex products (R1, R2, R4) in a strictly decentralized and direct manner
(R8). Other approaches, address some of these shortcomings, but they do not repre-
sent a comprehensive solution on its own. Either they provide tools that need to be
integrated such as IE, or they address some of the defined requirements, as the case
with the P2P marketplaces andWoN. To our best knowledge, we therefore, conclude
that there is no integrated organizational model for the commercial exchange, which
meets all of the requirements (R1, …, R8).

5 Outlining a Decentralized Business Ecosystem
for Complex Products

This section outlines the proposed business ecosystemmodel that represents a strictly
decentralized exchange environment, purposefully designed to support complex
products. And thus, fulfilling the business goals and requirements stated in Sect. 3.

5.1 Model and Concept

The proposed business ecosystem model supports complex products in a way to
lower transaction and coordination costs, and it follows the principle of the disinter-
mediation to alleviate the adverse effects of growing platform power.

As visualized in Fig. 4, the proposed model defines a business ecosystem for
complex products on three different levels:

• on the level of the Market Space,
• on the level of the Ecosystem Structure, and
• on the underlying Ecosystem Architecture.

Market Space visualizes the ecosystem as a strictly decentralized business
environment and illustrates the supported market interactions among involved
actors—consumers and providers linked via complex products they demand and
products/services they provide.

Ecosystem Structure maps the overall value creation pattern within the ecosys-
tem defined by the value proposition formulated as an end-user enabled ecosystem
for trading complex products directly and reliably. Based on the business goals and
requirements (cf. Sects. 3.2 and 3.3), the ecosystem structure is considered as an
alignment structure of essential activity flows and actors (Activities and Actors). It
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illustrates how actors and activities need to link and align with the overall value cre-
ation to satisfy the individual and shared motivation across the ecosystem (Positions
and Links). Next section (Sect. 5.2) provides a detailed description of the proposed
ecosystem structure and its elements.

Ecosystem Architecture describes the building blocks of the proposed ecosystem
and the relationship among them considered essential to support the ecosystem struc-
ture on the operational level. The proposed ecosystem architecture is represented by
a software-system architecture that enables the overall value creation pattern of the
ecosystem as a whole. Section 6 presents it in more detail, describing its core entities
and inner workings, and evaluates its feasibility using a prototypical implementation
in the context of a use case scenario.

5.2 Ecosystem Structure

The value proposition of a decentralized business ecosystem for complex products
is to enable end-users (consumers and providers) to establish an open ecosystem in
which they can trade complex products directly and reliably. This section outlines
the ecosystem structure required for the stated value proposition to materialize.

As shown in Fig. 5, the proposed ecosystem structure presents an alignment struc-
ture of actors, activities, and interactions among them. It encompasses the four core
elements Activities, Actors, Positions, Links, which (when linked together), illustrate
how value is expected to be created and shared across the ecosystem. Following, we
explain and describe each of these elements in more detail.

5.2.1 Activities

There are three primary activity groups that a decentralized business ecosystem
for complex products needs to support in order for its value proposition to realize
Demand and Supply, Transaction Process, and Ecosystem Foundation:

• Demand and Supply activity group maps activities related to the description and
publishing of offerings on the provider side, as well as, activities related to the
composing of complex products on the consumer side.

• Transaction Process activity group maps activity flows necessary for the conduct-
ing and monitoring of the transaction process as a whole (cf. Sect. 3.1) but, also
for the discrete actions related to the different phases (i.e., information gathering,
ordering/contracting, settlement, and after-sales).

• Ecosystem Foundation activity group maps activity flows to build the foundation,
essential for setting up and functioning of the ecosystem. It includes forming and
running the actor-to-actor network, providing hardware (e.g., hosting) and soft-
ware resources (e.g., tools) and domain knowledge inevitable for the commercial
transactions in a specific domain (e.g., product/service ontologies, vocabularies).
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Fig. 5 Structure of the business ecosystem for complex products

5.2.2 Actors

Actors in a business ecosystem for complex products can be individuals, companies,
institutions, associations, and autonomous actors such as software agents ormachines
(cf. Sect. 3.1). As shown in Fig. 5, there are (at least) six roles that actors can take
Consumer, Provider, Technology Provider, Knowledge Provider, Reputation Bank,
and Advisor/Mediator.

Consumer andProvider are considered shaper roles as they shape the value propo-
sition and thus the birth of the ecosystem. Others are enabler roles since they under-
take the afore-described activity flows. They are enabling the overall value creation
and contributing to the ecosystem’s ability to provide comprehensive services to the
shaper roles.

Table 5 summarizes identified roles briefly describing their function and moti-
vation, i.e., expected value from the participation across the ecosystem. Roles can
overlap and might be taken concurrently, as they do not exclude each other (cf.
Sect. 3.1).
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Table 5 Roles and expected value

Role Description Motivation/Expected value

Consumer Asking for a complex product To satisfy a particular need
defined through the transaction of
a complex product in a reliable
and trustful manner

Provider Offering products or services in
one particular domain or many
domains

To earn revenue per
product/service sold, receive
payment; increase the visibility of
own offerings and the level of
customization by utilizing the
contextual information provided
by the consumer
(contextualization)

Technology provider Providing technology assets
(software or hardware resources)
to support the transactions of
complex products

To contribute to the ecosystem
foundation; earn revenue by
guaranteeing availability only to
paying users (incentive) and to
leverage the user’s feedback for
improvement and development of
technology assets

Knowledge provider To provide structured knowledge
for a particular trading domain

To contribute to the shared
knowledge base; earn revenue by
providing paid knowledge-based
services (incentive)

Advisor/Mediator Offering knowledge and expertise
to support buying decisions and/or
resolve disputes

To earn revenue through advisory,
consultancy and consumer’s
feedback (incentive)

Reputation Bank Assessing ecosystem’s
participants (i.e., actors) regarding
their reliability, solvency, and
worthiness

To capture reviews about current
transactions needed for qualified
assessments and establishing an
adequate level of trust among
actors

5.2.3 Positions

For the value proposition to be realized, the definition of the required activities and
actors who need to undertake these activities is necessary, but not sufficient. To
create value, actors need to align with the activities and take a particular position in
the overall value creation.

As illustrated in Fig. 5, positions provide an overview of where in the flow of
activities identified actors need to be located. As shown, single roles can contribute
to several activities, and single activities might require several roles to engage. For
example, to support consumers in composing complex products as arbitrary com-
binations of individual products and services, several roles are necessary to partici-
pate. Besides the consumer who initiates the process, the technology and knowledge
providers are required to provide tools and knowledge to enable the composition of
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complex products and the integration of the contextual information. Depending on
the complexity and level of personalization, the complex product composition might
also involve further actors. For example, advisors can support composing the required
product/service combination, and reputation bank might provide information about
reputation and worthiness of the possible providers. Hence, support consumers pro-
ceed in a more targeted manner, narrowing the selection of the potential providers
already at the beginning of the transaction process.

5.2.4 Links

Links between actors, as shown in Fig. 5, illustrate how actors need to interact
with each other and specify the transfers between them. The nodes represent actors
performing a particular role and the arrows the essential interactions indicating the
“value exchanged” between these roles. Collectively they represent the overall pat-
tern of exchanges to archive the stated value proposition as the shared motivation
of all actors. But also, they specify the content of transfers required to satisfy the
individual motivation of each actor, i.e., the expected value from the participation in
the ecosystem (cf. Table 5).

Note that Fig. 5 maps only tangible exchanges such as payment or product/service
delivery. For an in-depth discussion, the reader is referred to [17].

6 Ecosystem Architecture

This section presents the ecosystem architecture designed to facilitate the ecosystem
structure as outlined in the previous section. The proposed architecture supports the
identified alignment structure of the actors, activities, and interactions among them,
and thus addresses the requirements (R1,…, R8) of a purposefully designed business
ecosystem for complex products.

As an explanation of our architecture, we first provide a high-level overview in
Sect. 6.1, followed by the description of its core entities and functional components in
Sects. 6.2 and 6.3, and inner workings in Sect. 6.4. Finally, we evaluate the feasibility
of our ecosystem architecture based on a prototypical implementation and use case
evaluation in Sect. 6.5.

6.1 High-Level Overview

The proposed ecosystem architecture represents a blueprint of a software-system
required to enable the overall value creation pattern in a strictly decentralized business
ecosystem. Figure 6 depicts the software-system design showing its core entities
Peer, Peer Application and Decentralized Market Space (DMS).
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Fig. 6 Core entities of the ecosystem architecture

Peer represents an actor intending to consume (or provide for) a complex product
and might take different roles as previously described in Table 5. Peers join the peer-
to-peer network and form a strictly decentralized business environment, in which
they can trade complex products directly and without any central instance of the
control.

Peer Application represents the access point for a peer to participate in the ecosys-
tem. It enables peers to join (and leave) the ecosystem, to connect with other peers
of interest by allowing interactions among them and supports all activities related to
the composition and transaction of complex products.

Decentralized Market Space (DMS) enables addressing peers of interest across a
strictly decentralized ecosystem. It incorporates the underlying peer-to-peer network
and a Distributed Semantic Web Database. The database holds information about
providers and their offerings, and the knowledge necessary for transactions in a
particular domain (e.g., product/service ontologies and vocabularies).

6.2 Peer Application

The responsibility of the peer application is to enable end-users (i.e., peers) to consti-
tute and enrich their business ecosystemwithout any central instance of the control or
governance. That includes supporting peers in tasks and activities related to joining
and leaving the ecosystem, active participation in the ecosystem as well as engaging
in different roles (cf. Table 5).
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For a peer looking for a complex product (i.e., consumer role), the tasks of the
peer application are:

• to transform the consumer’s intention into a complex product request,
• to distribute these requests to potential providers,
• to receive (partial) complex product offers and re-combine them into multiple
complete complex product proposals,

• to rank them according to the consumer’s context and requirements, and
• to coordinate the settlement of single transactions in one enclosing transaction.

On the other side, for a peer looking to provide a product or service (i.e., provider
role), the user application needs:

• to support the description and registration of the offered products/services,
• to receive product/service requests,
• to create offers, and
• to coordinate the transaction settlement.

Figure 7 illustrates the functional structure of the peer application. Based on our
prior work [33, 18] the functional structure of the peer application incorporates fol-
lowing components Complex Product Request Builder (CPR Builder), (De-) Com-
poser, Ranking, Coordinator, Registration, Offer Engine and P2PCommunicator.

The CPR Builder component enables consumers to compose an individual prod-
uct/service combination, integrate the relevant contextual information and create a
complex product request. As complex product can be composed of products and
services from very different domains, such complex requests need to be described
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Fig. 8 Architecture of the decentralized market space

Listing 1.1 An exemplary description of a provider (excerpt)

in a domain-agnostic way so that the peer application can be used for arbitrary
product/service domains. Based on our work published in [33], the CPR Builder
uses the Resource Description Framework (RDF) [34], to get a rich description of
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Listing 1.2 An ordered list of providers offering in domain ticketing

the requested data and integrates existing domain-related vocabulary and ontologies
(i.e., Domain Knowledge). For detailed information about the CPR Builder concept,
the reader is referred to [33].

The (De-)Composer component splits up the complex product request (described
inRDF) into single product/service requests and communicates them to the providers.
After receiving single product/service offers, the Composer recombines them into
multiple complex product proposals and passes them to the Ranking component.
Using the consumer’s context (e.g., the current location or other sources of data),
the Ranking component ranks all complex product proposals in a way that the best
matching is on top of the list.

In case there is a viable complex product proposal, the Coordinator component is
responsible for supervising the transaction settlement of such proposal. It integrates
models formicro-contracting and distributed transaction processing, e.g., [35], Coor-
dinator, and enables monitoring of the transaction process and takes responsibility
for transaction completion, as well as, for failure recovery and rollback.

The Registration and Offer Engine components support the registration of
providers and the offering process. That includes publishing a provider descrip-
tion, providing a price tag for each product/service request and sending offers back
to the requesting peer (i.e., consumer). The offering process can also encompass
more functionalities depending on the type of the provider (e.g., individuals, com-
panies or institutions) and the kind of products/services they offer (e.g., technology
or knowledge provider).

Finally, theP2PCommunicator component enables peers to access (join and leave)
the ecosystem as a strictly decentralized peer-to-peer network. It integrates discovery
and matching mechanisms for finding peers of interest (e.g., matching providers for
product/service request as shown in Listing 1.2) and enables the direct, peer-to-peer
communication across the ecosystem.
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Fig. 9 Transaction process for complex products (excerpt)

6.3 Decentralized Market Space (DMS)

The responsibility of the DMS is to enable addressing peers of interest across
a strictly decentralized ecosystem. That includes resolving information necessary
for the matching peers for a particular product/service, sending requests for prod-
ucts/services and receiving product/service offerings in a direct, peer-to-peermanner.

As shown in Fig. 8, peers join and form a Distributed Hash Table (DHT). Those
intending to provide for complex products register as a provider by publishing the
information about themselves and description of domains, in which they offer prod-
ucts or services. This information is encoded as an RDF document and stored in a
Distributed SemanticWebDatabase. Listing 1.1 presents an exemplary RDF descrip-
tion of a provider. The description uses Turtle syntax (Terse RDF Triple Language
[34]) and an ontology for electronic commerce (Goodrelations5). The triples state
that The English Theatre Frankfurt registers as a BusinessEntity who intends to
provide offerings in the domain Ticketing.

5http://www.heppnetz.de/projects/goodrelations/.

http://www.heppnetz.de/projects/goodrelations/
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Listing 1.3 An exemplary description of a product/service offering

The distributed database is formed by operations on the distributed hash table
(DHT). Each DMS instance joins the peer-to-peer network and publishes a self-
description of its offered products and services. As a result, each member of the
network (i.e., peer) provides resources for the distributed database and hence stores a
fragment of the global database.As pointed out in [18], this allows inherent scalability
as an increasing number of DMS instances automatically contribute more resources
in the underlying peer-to-peer network. One possible implementation of the DMS
instance is utilizing existing distributed semantic databases such as DecentSparql
[36], which provides full SPARQL 1.1 support and enables scalability, decentraliza-
tion, fault-tolerance and infrastructure-free operation.

For the peer application to send product/service requests to the peer-to-peer net-
work, this demands that it knows at least one single DMS instance. A request for
providers offering a product or service in a domain sent to a single DMS instance
returns a list of all peers that provide in that specific domain. Listing 1.2 shows an
exemplary SPARQL query (SPARQL 1.1 query language for RDF [37]) that returns
an ordered list of registered peers with offerings in the domain “ticketing”.

After getting a list of potential providers, the peer application can then send the
request for products/services to those providers who are the part of the result set,
and thus, address the peers of interest in order to receive offerings for a particular
complex product. Listing 1.3 shows an exemplary description of an offering.
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6.4 Inner Workings: Transaction Process
for Complex Products

Having described the entities and components of the ecosystem architecture, in this
section, we provide some details about how these interact to support the transactions
of complex products and thus create value for involved peers (i.e., consumers and
providers).

Figure 9 shows the transaction process, taking the perspective of a peer performing
the consumer role. It illustrates the main activities of the peer application to support
the transaction phases: information and negotiation. Additionally, it indicates some
message exchanges representing RDF documents, which are produced during or as a
result of execution of these activities. The interaction with the Distributed Semantic
WebDatabase is depicted by anRDF store. It represents a SPARQLquerymechanism
for activities to retrieve or update stored information that persists beyond the scope
of the transaction process (cf. Listing 1.2).

Extending the exemplary description of a provider (as shown in Listing 1.1),
Listing 1.3 describes an offering for a musical “Jekyll and Hyde” offered by that
provider. As with all exchanged messages in the proposed architecture, it is an RDF
document encoded in Turtle, and it uses aforementioned ontology GoodRelations
and the domain related Ticket (TIO) ontology.6

6.5 Demonstrator

To evaluate the feasibility of the proposed ecosystem architecture, we present a
demonstrator that implements the components of the Peer Application and DMS
in a testbed environment. It demonstrates the handling of the evaluation scenario
and covers the primary activities of consumer and provider roles for the transaction
process phases illustrated in Fig. 9.

For the evaluation scenario, we chose the aforementioned use case of the cou-
ple (i.e., consumer) asking for a complex product that includes: buying tickets for
a concert in the city-theatre, reservation of a table at an Italian restaurant, finding
a parking space close to both locations and engaging a well-rated babysitter. The
complex product spans four different product/service domains (i.e., babysitting, gas-
tronomy, parking, and ticketing) and has to consider contextual information regarding
the schedule, location, and ratings of a particular service.

For the implementation, we used established technologies and existing ontologies
and vocabularies, but we also developed custom ontologies (e.g., for babysitting and
parking) to describe the products/services in our evaluation scenario.

The peer application is implemented as a web application using HTML,
JavaScript, and CSS. It enables the composition of complex products by integrat-

6http://www.heppnetz.de/ontologies/tio/ns.

http://www.heppnetz.de/ontologies/tio/ns
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Fig. 10 A composition of a complex product and entering data

ing the CPR Builder component as a web service. The implementation of the CPR
Builder and the related concepts of demand and supply ontologies are presented in
[33]. Figure 10 shows a screenshot of the user interface for complex product compo-
sition and entering data relevant to the publishing of the resulting complex product
request.

The peer-to-peer communication is realized using the WebRTC [38]. Figure 11
shows a sample of messages exchanged among peers in the negotiation phase of the
transaction process. On the left, it presents the demand-side (i.e., a peer requesting
complex product and getting offerings for distinct services from different providers).
On the right, it gives an overview of the supply-side (i.e., addressed peers) providing
for the scenario-domains babysitting, gastronomy, parking, and ticketing, as well
as, shows a registered babysitting agency receiving requests and answering these by
sending offerings.

For the instantiation of DMS (i.e., DHT-based peer-to-peer network and Semantic
Webdatabase)weuseChord [39] as an implementationof a distributedhash table, and
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Fig. 11 A sample of exchanged messages among involved peers

Apache Jena components TDB and Fuseki SPARQL Server [40]. Since the focus of
the demonstrationwas to show the phases: information gathering,matching providers
for services and negotiation (i.e., communication among peers), we used the TDB as
a persistent RDF store on a single machine, and the Fuseki SPARQL Server for the
query and update. Further implementations need to replace it with a decentralized
Semantic Web database solution (e.g., DecentSparql [36]). The description of the
implemented data model and other sample resources are provided at the following
URL.7

In summary: The use case evaluation shows that the proposed ecosystem archi-
tecture is feasible as the demonstrator has been able to handle the evaluation scenario,
and thus meets the stated requirements (cf. Table 4). As demonstrated, our architec-
ture supports the composition of arbitrary complex products, which span different
domains (R1,R2,R4), given existing structured domain-knowledge relevant for com-
mercial transactions in that domain. It facilitates the underlying peer-to-peer network

7http://www.sim2it.de/digital-business-book-chapter-samples.

http://www.sim2it.de/digital-business-book-chapter-samples
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of consumers and providers and supports matching among peers to address providers
of interest in a direct and decentralized manner (R5, R8).

However, the demonstrator does not incorporate all functionality required to sup-
port the transaction process as a whole. What is missing is the functionality related
to the distributed transaction settlement (R3), and the generic ranking algorithms for
varying types of consumer-defined ranking constraints (R6). Moreover, our demon-
strator is currently limited to the consumer and provider roles and does not provide
any reputation or feedback mechanisms (R7) considered as the central responsibility
of the “Reputation Bank” as the designated role to offer qualified assessments (cf.
Table 5).

7 Conclusions and Outlook

This chapter introduced a strictly decentralized business ecosystem model for com-
plex products. The main aim of our business ecosystem model is to support complex
product scenarios, settings in which consumers and providers engage together to
achieve specific goals represented through the transactions of complex products.

Two artifacts define the proposed business ecosystem model. First, the ecosystem
structure, that integrates various actors and enables them to constitute and enrich
their ecosystem without any central instance of the control. The proposed structure
assembles actors, activities, and essential interactions among them, that when linked
together illustrate the ecosystem’s overall value creation pattern. Second, the ecosys-
tem architecture, that is represented by a highly scalable and strictly de-centralized
software-system architecture. It supports arbitrarily complex products, (given exist-
ing domain-knowledge relevant for commercial transactions in particular domain),
and enables distinct activities related to different phases of the transaction process.

To evaluate the feasibility of our ecosystem architecture, we implemented a
demonstrator that instantiates the proposed software-system design on an evalu-
ation use case scenario. The findings suggest, that our demonstrator can handle
the evaluation scenario and thus, generally satisfy the functional requirements of a
de-centralized business ecosystem model. However, our demonstration is scenario-
specific and does not yet cover all functionalities needed for the settlement of complex
products in a strictly decentralized manner.

In our future work, we will concentrate on these two areas of improvements
considering technologies and solutions like, e.g., blockchain and smart contracts, as
well as, on the implementation of further actor’s roles and estimation whether the
proposed business ecosystem model is creating and sharing the desired value.
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Compliance Management
in Business Processes

Sridevi Saralaya, Vishwas Saralaya and Rio D’Souza

Abstract Business Process Compliance refers to the act of conformance of a busi-
ness process with policies, regulations and rules that govern the organization. An
imperative requirement of business processes in various fields such as Health care,
Insurance, Finance and Online Trade is adherence to a large number of compliance
requirements, constraints and quality policies from various sources. Lack of com-
pliance may result in huge compensations and loss of customers and reputation.
Compliance issues can be handled either retrospectively i.e. after non-complaint
situations are observed or they can be handled proactively i.e. anticipation of possi-
bilities leading to non-compliant circumstances during process execution which may
prevent occurrence of deviations and thus save upon compensation effects. Hence
compliance management tasks need to be incorporated into each phase of the life-
cycle of a business process. In this article we discuss contemporary activities related
to lifecycle of compliance management in business processes which involve compli-
ance elicitation, compliance formalization, compliance implementation, compliance
verification and compliance improvement based on existing literature. Compliance
Monitoring Functionalities (CMFs) which may be used to categorize and also assess
existing compliance management approaches and frameworks are also discussed.
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1 Introduction or Overview

A business process (BP) is a series of activities and/or tasks in an organization that
collectively help to attain a business goal which can be in the form of a hardware
or software product, a service or something of value to customers. A fundamental
necessity for any BP is adherence to a large number of compliance requirements,
constraints and specifications from various sources known as Norms. Governatori
[1] defines “compliance” as: “An act or process to ensure that business operations,
processes and practices are in accordance with prescriptions (often legal) docu-
ments”. Compliance is practiced in many disciplines such as insurance, finance,
traffic-control, health-care and so on. It is used to ascertain adherence of the pro-
cedure/process followed in any field against a set of rules regulating the process.
Compliance governance is the practice of placing together the measures, methods
and technology by an enterprise to execute, monitor and manage compliance. Man-
aging compliance is a significant, complicated and expensive task to deal with.

It is significant as there is growing burden on enterprises from all walks of life to
meet guidelines and laws. Compliance requirements originate from diverse sources
such as ISO9000 for qualitymanagement,1 ISO/IEC27000 for information security,2

legislation and regulatory bodies (such as Sarbanes-Oxley Act for public accounting
firms in US,3 HIPAA (Health Insurance Portability and Accountability Act4), ICMR,
which is responsible for regulating bio-medical research in India5), Basel III on
banking supervision,6 internal policies and Service-Level Agreements (SLAs) [2].
It is important in every field as absence of compliance may lead to safety mishaps,
loss of reputation, money laundering, huge penalties or compensations and further
to bankruptcy.

Compliance management is considered complex due to two reasons: The primary
challenge in compliance management is the alignment of compliance objectives with
the business objectives, which are from distinct universe of discourse [3]. Compli-
ance objectives are control objectives which emerge from external sources. As both
address separate issues, business process modeling languages cannot be used to
model compliance objectives. Business process specifications are descriptive which
specify ‘How’ activities in the BP are to be executed whereas Contol objectives are
based on norms and which illustrate ‘What’ has to be done to be compliant. There
are also possibilities of redundancy, inconsistency and conflicts between the two.
Therefore the assimilation of compliance objectives with business objectives should
be administered with utmost care.

The second reason to consider managing compliance as a complex pervasive
task is because it involves many departments of an organization and spans across

1http://www.iso.org/iso/home/standards/management-standards/iso9000.htm.
2https://www.iso.org/obp/ui/#iso:std:iso-iec:27000:ed-4:v1:en.
3https://www.sec.gov/about/laws/soa2002.pdf.
4https://www.hhs.gov/sites/default/files/privacysummary.pdf.
5http://www.icmr.nic.in/AboutUs/AboutICMR.html.
6http://www.bis.org/bcbs/publ/d295.pdf.

http://www.iso.org/iso/home/standards/management-standards/iso9000.htm
https://www.iso.org/obp/ui/#iso:std:iso-iec:27000:ed-4:v1:en
https://www.sec.gov/about/laws/soa2002.pdf
https://www.hhs.gov/sites/default/files/privacysummary.pdf
http://www.icmr.nic.in/AboutUs/AboutICMR.html
http://www.bis.org/bcbs/publ/d295.pdf
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multiple processes. The task of managing compliance automatically is not sim-
plistic as multiple perspectives from different stakeholders such as Data, Timing,
Resources, Humans and Automated devices are involved in the business process.
Often the requirements are imprecise and specified informally. Likewise represent-
ing and modelling of rules is not an easy task as well defined standards for the
same are not yet available. Conceptual modeling languages used for specifying
compliance management functionality should be able to depict all pertinent real-
world concepts such as those related to behavioral aspects, men, methods, materials,
machines, measurements, environment, business rules and policies, quality control
procedure and standards. Business Process Management (BPM) systems emphasize
on human resources, work and organization whereas compliance management sys-
tem focus on rules, policies and regulations. Existing BPM systems lack capabilities
to model constraints and requirements.

Compliance management and auditing is a very expensive affair, which not only
involves salaries of auditors but also internal costs for the preparation of and assisting
audits. Sometimes the compliance implementation cost may be higher than the fine
imposed due to non-compliance or loss due to reputation. In the 2008–09Governance
Risk management and Compliance Spending Report, it was estimated that US$ 32B
would be spent by companies only on compliance, governance and risks and greater
thanUS$ 33B in the year 2009 [4]. To reduce costs enterprises are taking steps at each
phase of the BP to make it complaint such as during design time, during execution
as well as after execution for auditing and invoking corrective measures.

Conventionally regular audits are conducted to assure compliance. Manual veri-
fication by compliance personnel may be time consuming and may fail to deliver the
expected level of assurance. The rules are either hard-coded within the business pro-
cess application or present in the form of implicit knowledge in the minds of domain
experts. When the application or the domain expert moves on, the gaps (disparities)
have to be filled by the organization. In order to provide incessant updates regarding
compliance, a strategic approach is preferred. This transferal from manual reviews
to continuous affirmation necessitates automated compliance management systems
that provide transparent real-time monitoring of the business process.

This chapter does not propose any new formalism or mechanism to check com-
pliance of business processes. Our objective is to provide information regarding
the recent state-of-art developments for handling compliance issues from existing
literature and to offer elementary knowledge on requirements for compliance man-
agement. Some of the studies which provide a recent survey on business process
compliance approaches are by Becker et al. [5] and Fellmann and Zasada [6].

In Sect. 2 we discuss the concepts and terms related to compliance and in Sect. 3
we provide a case study to relate the concepts of compliance. In Sect. 4 we discuss all
the phases of compliancemanagement life cycle, in Sect. 5 we discuss functionalities
for managing compliance which help in comparing and evaluating existing studies,
in Sect. 6 we discuss challenges faced and conclude in Sect. 7.
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Fig. 1 Conceptual model of compliance governance [7]

2 Compliance Management—Concepts and Terminology

In this section we discuss some of the common concepts and terms related to com-
pliance management with respect to Fig. 1.

BPM—is the acronym for the term “Business Process Management”. Business Pro-
cess Management may be defined as “a discipline to design, model, execute, monitor
and optimize business processes so as to increase profitability” rather than a tech-
nology or a tool. BPM is not merely a software to manage business issues and
humans play a substantial role in management of business process. The main differ-
ence between BPM software and workflows is that the BPM software goes further
than solely automating work to assisting people with constant process improvement.
Business process management (BPM) is a management approach which focuses
on synchronizing all features of an enterprise with the needs and requirements of
clients. BPM enables enterprises to be more effective, efficient and more compe-
tent to change as compared to a functionally engaged, conventional hierarchical
management approach.7 The business process model is usually specified using Busi-
ness Process Execution Language (BPEL) or Business Process Modelling Notation
(BPMN).

Compliance Source—refers to those entities that specify all documents that regu-
late and provide guidelines for the right conduction of the business process for any
particular business domain. A compliance source illustrates a set of rules stated in
natural language that defines the way in which a business has to perform. Standards

7http://www.itinfo.am/eng/business-process-management/.

http://www.itinfo.am/eng/business-process-management/
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(such as ISO-9001, CoBIT, CMMI), laws (e.g. HIPAA, SOX) and SLA’s are some
of the examples of compliance sources.

Compliance Requirements—An organization may have to follow only certain princi-
ples from a given set of compliance source documents. The selection of appropriate
constraints to be followed constitutes the Compliance Requirements. The act of sat-
isfaction of requirements is known as Complying with a source.

Compliance Rule—The compliance requirements from various sources have to be
identified and extracted into actionable statements termed as Rules, which can either
be in natural language or some kind of formalism which enables its automated veri-
fication.

Compliance Policies—The set of compliance rules which an organization has to
adhere to are grouped together to form the internal documents of the organization
which also explain how the organization intends to accomplish compliance. These
documents form the Compliance Policies of an organization. For the evaluation of
compliance, knowledge of specific rules and the context in which they are applicable
is required for any business process. Hence compliance policies are associated with
the business process.

Risk—A risk factor is always involved with violation of compliance rules. For exam-
ple, in a health care setup, in case the details and reports of patients which are sup-
posed to be confidential are not encrypted while dispatching, would certainly lead
to a security risk. The aim of risk management is to understand, detect, prevent and
mitigate numerous kinds of risks due to non-compliance in the business process.
Mitigation of risk is the real driver for in-house compliance auditing.

Activities—A set of activities when executed in coordination helps to accomplish
the goal of the business process. Each activity may be realized by a set of operations
or services. These activities may be executed sequentially or in parallel by people or
by automated systems.

Actor—An actor may be responsible for execution of every activity in the BP. An
actor may havemultipleRoles. For e.g. An employee of an organizationmay perform
the role of aManager or an Administrator. A Microbiologist may play the dual role
of Quality Control Manager and that of Certifier or Verifier. If the activities are not
performed by the specified Role, this leads to a Role or Resource violation.

BusinessProcess Instance—Executionof the business process on concrete data forms
an instance of the business process. During each execution, data outputmay be gener-
ated by the activities/services/operations. The attainment of compliance is evaluated
on the concrete execution of each process instance.



58 S. Saralaya et al.

3 Case Study

In order to relate the concepts of compliance we take up a health care example such
as the laboratory diagnosis of Dengue virus infection. Dengue is emerging as an
important viral disease and presently, afflicts a large portion of humanity around
the globe in terms of morbidity and mortality. Laboratory diagnosis of Dengue
infection is extremely important due to similarities in clinical features of Dengue
with other viral/bacterial/parasitic infections such as Chikungunya, Leptospira and
Malaria which are also prevalent in the same geographical areas and therefore pose
a problem to physicians in differential diagnosis of the disease. Accurate and early
laboratory diagnosis of Dengue is not only important in initiating lifesaving treat-
ment to the patient but also helps in estimation of prevalence and disease control
measures Fig. 2.

The laboratory diagnosis of dengue ismainly dependent on appropriate collection,
shipment, storage and processing of specimens. During collection of blood for sero-
diagnostic studies from the suspected Dengue Fever/Dengue Hemorrhagic Fever
cases, universal/standard precautions should be undertaken. Samples required to be
collected are:

• When the patient (with symptoms) presents himself at the healthcare facility for
the first time or is admitted to the hospital with acute symptoms (acute phase
serum, termed as S1).

• At the time of discharge from hospital (convalescent phase sera, S2) or, in case of
fatality, at time of death.

• A third serum sample (S3—late convalescent phase serum) may also be collected
3 weeks after collection of acute phase serum S1).

Serological diagnosis of Dengue depends on the demonstration/presence of Anti-
gens of the Dengue virus or the Antibodies produced by the host during infection,
against the virus. The basis of paired sera (S1 and S2/S3) testing is to confirm the
diagnosis of Dengue virus infection by demonstration of a rise in titer (four-fold
increase in levels) of Antibodies against Dengue virus from a basal level in S1 to
significantly higher levels in S2 and/or S3. To demonstrate this rise in levels of sero-
logical markers, a suitable period of time (7–14 days) is required between the acute
phase serum (S1) and the convalescent phase (S2/S3) serum.

The diagnostic process involves the following steps as illustrated by Fig. 3: Blood
samples are collected from patients. These samples are barcoded and are preserved
between 2 and 8 °C up to 7 days. The test process starts at 8.00 a.m. every day. In
order to test for the presence of Dengue virus or Antibodies against the virus in the
patient’s sample, as a preliminary test, Immuno-chromatographic (Card/Rapid) tests
are performed for detection of DNS1 Antigen (Dengue virus non-structural protein)
and Dengue IgM and IgG. If any of the three serological markers are detected in
this first stage, confirmatory ELISA tests to detect the same markers are conducted.
If the preliminary screening tests indicate the patient is positive for Dengue virus
infection, the clinician is immediately alerted (critical alert) as life saving measures
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Fig. 2 Strategy to detect
dengue virus infection

such as blood/plasma/cells transfusion may be required in the patient and the test
process using the confirmatory ELISA’s need to be performed for DNS1 Antigen
and Dengue IgM/IgG detection. These results have to be validated and verified by a
consultant ‘Microbiologist’. After verification, the results are entered in the Labora-
tory Information System (LIS) by the Clerical staff. This transcript of the report has
to be verified again by the consultant ‘Microbiologist’ after which the reports are
released to the patient or the clinician through means such as SMS, update on web
site, e-mail or by post [8].

Considering the severe morbidity and increased mortality of Dengue, especially
that of Dengue Hemorrhagic Fever (DHF), reliability of diagnostic tests conducted
is a matter of key concern. The entire process of diagnosis of Dengue is not a simple
affair as most of the tests involved in diagnosis (virus isolation; PCR) require costly
equipment and expertise which might not be possible or available in rural areas espe-
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Fig. 3 Elucidation of a health care BP (laboratory diagnosis of dengue viral infection—case study)

cially in developing nations where Dengue virus infection is particularly prevalent.
It is further complicated due to the presence of multiple diagnostic kits/reagents with
varying sensitivity and specificity. Therefore, strict Quality control measures must
be inbuilt into the entire process so that the output of the laboratory is of the highest
standards, thereby playing an important role in providing healthcare to the commu-
nity. All laboratories which undertake diagnostic testing of Dengue virus infections
should ensure Quality assurance regarding testing so that they provide accurate, reli-
able and reproducible results in the shortest period of time. Quality control should
include both internal (IQC) and external (EQAS) assurance measures which will
constantly monitor and prevent any errors from occurring, thereby providing reliable
output at each level of the entire process.

This health care (BP) case is selected for the following reasons: It is a BP run
by a single institution to its customers where all the activities related to diagnosis
are performed by/on resources belonging to one organization creating an Orchestra-
tion scenario. The diagnosis BP has to adhere to numerous compliance requirements
from various sources for the diagnosis, treatment, prevention and control of Dengue
such asWorld Health Organization (WHO) andDirectorate of National Vector Borne
Diseases Control Programme—Ministry of Health and FamilyWelfare, Government
of India. This process has demands on various dimensions of compliance such as
Resources, Temporal, Control-order and Data output. Resources dimension includes
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requirements both from human resources (i.e. verification to be done only byMicro-
biologists) and hardware/software components (such as type of ELISA processors to
be utilized, LIS). It also has temporal requirements such as “an activity has to com-
plete within a specified time period” and the process has a specific order in which
the activities are to be performed known as control-sequence. It is also important to
the healthcare of a huge population involved. It has considerable interaction between
its components and compliance to set rules and strict QC over the entire process is
also vital to the output.

4 The Compliance Management Lifecycle

In order to address compliance in any BP such as the healthcare example provided
in the previous section, it is imperative to find answers to some basic questions [9]
such as:

1. What are we intended to check?
2. What languages will we use to model business processes and rules?
3. How will we do it i.e. check for compliance?
4. When will we check the degree of compliance?

We try to find answers to the above questions in every phase of the compliance
management life-cycle.

Some authors try to separate the concepts of compliance management from the
business process by capturing each compliance concept in separate rules [10, 11].
Task of compliancemanagementwill have to be incorporated in all phases of the busi-
ness process life-cycle which involves compliance elicitation, compliance formaliza-
tion, compliance implementation, compliance verification and compliance improve-
ment. Elicitation refers to the act of identification and extraction of requirements and
constraints that need to be satisfied. Formalization refers to precisely formulating the
requirements. Implementation and supervising is the enactment of the constraints in
the application and their verification. And finally improvement helps to revive com-
pliance based on diagnostic information obtained during execution. In the coming
sections we will study in detail each phase of the compliance management lifecycle
as depicted in Fig. 4 [10].

4.1 Elicitation

The activities of the elicitation phase helps us to answer the question “What are we
intended to check?” which involves three main concepts—(i) Identification of Rules
(ii) Categorization of Constraint Properties and (iii) Collection of Metrics.
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Fig. 4 Compliance
management lifecycle [12]

(i) Identification of Rules:

This phase involves identification and extraction of requirements and constraints to
be satisfied by the business process from various compliance sources. The require-
ments newly elicited from the Policies and Standards must be compliant with earlier
existing requirements, which ought to be ensured during elicitation [13]. This is a
very important phase as the requirements stated by the stake holders (end-users,
customers, managers) may not be clear and precise. It is an amalgamation of func-
tional and non-functional requirements of one or more dimensions to be met and
measured. In order to be able to concisely and precisely identify the constraints from
the requirements stated by the users (non-technical or non-experts), the constraints
are extracted into one of the dimensions and stated as Requirements/Rules to be
adhered to. Business rules come from a variety of sources and are spread out across
the organization as depicted in the Fig. 5. Generally a business analyst gathers regu-
lations from various sources. The process of gathering, categorizing and integrating
the rules for supervision and verification is referred to as the Business Rules approach
[14]. The interpretation of all policies/procedures/laws have to be captured by the
Rules. Steinke and Nikolette [15] define a business rule as “A statement that aims to
influence or guide behavior and information in an organization”. Business Rule as
defined by Ian Graham: “A business rule is a compact, atomic, well-formed, declar-
ative statement about an aspect of a business that can be expressed in terms that
can be directly related to the business and its collaborator, using simple, unambigu-
ous language that is accessible to all interested parties: business owner, business
analyst, technical architect, customer and so on. This simple language may include
domain-specific jargon.” [16]. The rules have to emphasize the requirements of the
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Fig. 5 Sources of business rule [14]

business process and should not feature the technical details of the system under
consideration. Every requirement of the business process has to be captured in a
corresponding Rule. Studies which emphasize the use of rules as the elements with
which compliance can be verified are Alberti et al. [17], Awad et al. [18], Ghose and
Koliadis [19], Governatori and Sadiq [20], Hashmi et al. [21] , Mulo et al. [22] and
Zhang et al. [23].

Business rules may be classified with respect to their source as [24]:

• Mandates: are policies such as the commitment to provide excellent healthcare
facilities to the society as per regulations set by the regulatory authorities (For e.g.:
Drug Controller of India [DCGI]/Food and Drugs Administration [FDA—US]).
Such mandates if not followed may lead to adverse consequences.

• Policies: are procedures given by rules and regulations of the company such as
objectives, goals and budget statements. Policies are drawn by the health care
providers (as per case study) based on the mandate so as to provide health care
solutions to the society.

• Guidelines: are rules specific to context and environment such as methods, man-
agement styles and approaches to be followed for the diagnostic of infectious viral
diseases (case study).
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Rules can be considered at three different levels of abstraction based on their
structural relationship between the elements of the complex business process [24,
25] as:

• Static or Dynamic Integrity Constraints—are used to specify constraints on the
values/state space. For example from the case study—Every report has to be vali-
dated by the same Microbiologist who had verified it.

• Derivations—are used to explain derived concepts or conclusions. For example:
If the result of both the tests are positive, the patient is confirmed to be infected
with Dengue and also differentiated as having primary or re-infections.

• Reactions—are used to specify the actions to be taken in response to events i.e.
reactive behavior which are usually in the form of Event, Condition and Action.
For e.g. If the result of the rapid tests are positive, Clinician is to be immediately
notified.

Below we try to identify the rules from the case study discussed as:

1. Sample collection should be followed by Barcoding.
2. Preservation of blood sample between 2 and 8 °C up to 7 days.
3. The test process has to start at 8.00 a.m. every day.
4. If output of Immuno-chromatographic test is positive, confirmatory ELISA test

has to be performed.
5. If the preliminary test indicates positive,Clinician has to be immediately notified

by phone, SMS or email.
6. The results have to be validated and verified by a consultant Microbiologist.
7. The results are entered in the Laboratory Information System (LIS) by the

Clerical staff only after verification by the Microbiologist.
8. The most suitable time interval between collection of S1 and S2/S3 serum is

7–21 days.
9. The duration between the first verification of Report by the Microbiologist and

second verification of the transcript after entry in LIS should not be more than
3 h.

10. All details regarding patient details/investigation/report status need to be kept
strictly confidential.

(ii) Categorization of Constraint Properties

By categorizing the constraint properties to be verified for compliance into vari-
ous dimensions we are able to address the first question “What are we intended to
check?” The answer to this question helps us identify the components that have to
be observed and their properties to be measured. To ensure conformity of the BP
with requirements, the properties of compliance requirement rules to be monitored
are categorized into four dimensions—control properties, data properties, tempo-
ral properties and resource properties by Cabanillas et al. [9], Elgammal et al. [26]
whereas a different categorization of the rules into classes and sub-classes accord-
ing to their effectiveness is proposed by Hashmi et al. [21]. According to the latter
study, categorization is based on the conditions under which the norms/rules come
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Compliance Categories Metric / 
Compliance Rule

Q uantitative

Within

Exact Interval
Max Interval

AtLeast After

Temporal Data Control - O rder 

Q ualitative

Precedes
Chain Precedes

Directly FollowedBy

Composite  Resource

PerformedO n/By

Min/Max Temp

Segregation of Duty

Max/Min Memory
CPU Utilisation

Binding of Duty

Min Interval

Every

Exactly After

ExactlyAt

LeadsTo
Chain LeadsTo

Else
ElseNext

O ccurence

isUniversal
isAbsent

Exists O ften
Bounded Exists

mapped to

Fig. 6 Categories of compliance

into force i.e. the time period when the rules are effective or applicable until their
termination. Below we discuss the two categorizations.

1. Dimensions of Compliance Constraints (based on Property Specification
Patterns)

Compliance constraints of any business process may be viewed from multiple per-
spectives as Quantitative and Qualitative Constraints as shown in Fig. 6 [27]. Quan-
titative properties are those that can be observed and measured whereas Qualitative
properties (Control-flow) are those that can only be observed. The foundation for
many of these categories is from Dwyer’s property specification patterns [28], which
have been extended by many researchers over the years [26, 29].

(a) Quantitative Properties: Properties such asData, Temporal andResource prop-
erties which can be measured are quantitative and are explained below:

(i) Data properties: Data elements specify details of the activities to be carried
out and the information produced by them. The execution of activities in
the BP may involve information output produced in the form of data or
documents. Data is exchanged between activities, services and operations.
The data produced by one activitymay be the input for subsequent activities.
This data could be modified in whole or in part by the succeeding activities.
Compliance rules related to data from the case study:
• Rule 4—If output of Immuno-chromatographic test is positive, confir-
matory ELISA test has to be performed.

• Fromworkflow description, data output of the Immuno-chromatographic
test and the automatedELISA service should be either positive or negative
and should never be invalid.

Data properties are restrictions placed on the output produced by an activ-
ity/service. This category verifies the output produced/generated by each
service with the expected output during execution. Compliance violations
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related to data ariseswhendata objects donot satisfy the constraints imposed
on them. Cabanillas et al. [30] state three types of problems related to con-
tent of data. They are: insufficient input data (an activity or service may
not receive all the intended data), insufficient output data (data output pro-
duced by a service may be incomplete) and prohibited data (some data such
as financial details and medical data may have to be kept confidential and
should not be accessible by all operations or actors. Knuplesch [31], Hashmi
et al. [32] and Gómez-López et al. [33] deal with data compliance of busi-
ness process while Schleicher et al. [34] deal with such data restrictions in
the cloud environment.

(ii) Temporal properties: are used to define time requirements to be satis-
fied by each service/operation of the business process. Properties that deal
with time constraints such as start time of an activity, time span allotted
to an activity or deadline to complete fall under this category. Tempo-
ral properties which specify exact time when an activity is supposed to
start/complete execution are known as time point metrics whereas those
that specify a duration are known as time interval metrics. The temporal
concerns of any constraint as stated by Palmirani, et al. [35] fall under three
main aspects: (i) the time when a constraint is in force (ii) the time when
a constraint is fulfilled and (iii) the time of application of the constraint.
Some of sub-patterns under time constraints are:
• Within—the time interval within which an event has to occur or an activ-
ity has to be completed.

• Max/MinInterval—“Event A min/maxInterval event B” represents the
minimum/maximum duration between occurrence of two events A and
B.

• ExactlyAt—represents the exact timewhen an event is supposed to occur.
• AtLeastAfter—represents the minimum time after which an event is
expected.

Examples of Temporal properties from the case study are:
• Rule 3—The test process has to start at 8.00 a.m. every day.
• Rule 8—The optimal time interval between collection of S1 and S2/S3
serum is 7–21 days.

• Rule 9—The duration between the first verification of Report by the
Microbiologist and second verification of the transcript after entry in
LIS should not be more than 3 h.

Some of the studies which consider temporal properties are Barbon et al.
[36], Zhang et al. [23], Li et al. [37], Governatori et al. [38], Kumar and
Barton [39] and Ramezani et al. [10].

(iii) Resource properties: are properties which are used to express obligations
of resources onwhich the services are executed or bywhom the services are
executed. Policies of the business process such as “which service/activity
has to be executed on which device or by human actor (role)” falls under
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this category. In addition, properties such as minimum/maximum hard-
ware required to execute a service such as CPU/memory/temperature
range to be maintained come under this property. The sub-patterns under
resource constraints are:
• PerformedOn/PerformedBy—PerformedOn indicates the node/device
on which the service has to be executed. PerformedBy indicates the
individual or role responsible for performing the service. (This property
is an exception to Quantitative property).

• Min/MaxMemory—The min/max free memory required for execution
of an activity/service.

• CPU Utilisation—Maximum CPU utilisation level.
• Min/MaxTemp—The min/max temperature that has to be maintained.
Examples of infrastructure properties from the case study are:
• Rule 2—Specimen/sample can be stored at 2–8 °C up to 7 days.
• Rule 6—The results have to be validated and verified by a consultant
Microbiologist.

The studies which consider resource properties are by Cabanillas et al.
[40], Nakatumba [41]

(iv) Composite properties: Rules that are a combination of more than one
category of property form a composite property. Rule 2—“Preservation of
blood sample between 2 and 8° C up to 7 days” is a composite property
as it is a combination of resource and temporal properties.

(b) Qualitative Properties: The properties which can only be observed but cannot
be measured numerically are Qualitative properties as given below:

(i) Control-Order properties: The workflow of the business process dictates
the activities of the process and the sequence in which they have to be
executed. Verifying the sequence in which the activities are invoked is very
crucial for the business process and is known as control-order constraints.
Control-order properties deal with the order of event occurrence during
execution of the SBS. The studies which consider control-flow properties
areWeidlihh et al. [42] andRamezani et al. [10]. The threemain sub-patterns
of control-order constraints are namely Precedes, LeadsTo and Sequence.
• Precedes—“Event A Precedes event B” signifies that upon the occur-
rence of event B, event A must have occurred at least once before event
B.

• LeadsTo—“Event A LeadsTo event B” means once event A happens,
event B must occur before the end of the process execution scope.

• Sequence—“Event A Sequence Event B” requires Event B to be the
immediate consequent of antecedent Event A.

Details of control-order sub-patterns are discussed by Elgammal et al. [26].
Examples of control-order properties which are inferred from the workflow
of the case study are:
• Collection and Barcoding service LeadsTo Preservation service.
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• Dispatch Service should be Preceded by Report Generation Service.
The various properties to be observed for each element are derived from
the workflow of the case study and the requirements specified as rules.
The control-order is inherent in the business process modelling languages
such as BPMN as they mainly depict the order of execution of activities
with time. Hence control-flow is implicit in the BP models.

(c) Classification based on Effectiveness: Classification of rules by Hashmi et al.
[21] is based on the deontic effects—Obligation, Permission and Prohibition as
defined below:

• Obligation: “A situation, an act or a course of action to which a bearer is
legally bound and if it is not achieved or performed results in violation”.

• Prohibition: “A situation, an act or a course of action which a bearer should
avoid and if it is achieved results in a violation”.

• Permission: “Something is permitted if the obligation or the prohibition to
the contrary does not hold”.

The process behavior is limited by the prohibition and obligation constraints. The
categorization of the basic three deontic effects and the relationship between these
effects, violations and compensations to overcome them is given in Fig. 7.

Prohibitions and Obligations have an inherent association with each other in legal
theory and legal relationship. If P is obligatory, then¬P is prohibited and the prohibi-
tion of P is the obligation of¬P. The two important aspects of obligations are to know
the lifespan (validity period) of an obligation and the implications it has on selected
activities/services/operations of the BP. Norms or constraints specify the conditions
and the duration for which the obligations hold. The lifespan or the duration on the
validity of an obligation as specified by the norms indicate a time point or a time
interval when an obligation has to be met. An obligation is valid until either it is
removed (persistent obligation) or terminated (non-persistent obligation).

• Persistent Obligation: is a time interval constraint between two tasks denoted by
p and q or on a set of contiguous task such as task q to be performed after task p
and before task r.

– Achievement and Maintenance obligations are sub-types of persistent obliga-
tion.
Maintenance obligation has to be complied with or adhered to or obeyed for
the entire duration by all activities/tasks/operation/services and hence deadlines
are not necessary to detect them.
Achievement obligation on the other hand is complied with if it is achieved
or attained at least once during the time interval or duration, hence they are
checked/verified for violation at deadlines (which can be even before the start
of the validity period). If achievement obligation is fulfilled even before the
achievement or active period it is known as “Pre-emptive obligation” otherwise
it is a “Non-preemptive obligation”. E.g. from the case study: Report has to be
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Fig. 7 Normative requirements: classes and relationships [21]

produced within 4 h of collection of the blood sample—is achievement obliga-
tion of type non-preemptive as the report cannot be given before the collection
of the blood sample.

– Non-Preemptive Obligation: is bound by an interval in which the obligation is
valid (Report after blood sample is collected)

– Preemptive e.g.: Once a blood sample is collected and tested, the report has to
be dispatched/given to the Clinician/Patient/Relative.
(1) The Report must be delivered not later than one day.
(2) The above clause (1) does not apply if the diagnostic lab-

oratory has previously dispatched the report (either through
phone/mail/SMS/hardcopy/website).

• Non-Persistent Obligation: has to be followed or fulfilled for a particular instance
and known as punctual obligation.

– Punctual Obligation: is on a particular task that has to be performed in one par-
ticular instance of a BP. The task has to be immediately performedwith no delay
when a prequalifying task becomes true (time point constraint). The contents of
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the obligations for a punctual obligation have to be attained immediately and if
not, a violation occurs.

• Perdurant Obligation: Even after violation, if the obligation continues to exist, it
is termed a Perdurant obligation. Obligations have to be met by certain deadlines
and if not met within the deadline, a violation occurs, but the obligation is not yet
satisfied and still in effect or force. This triggers compensatorymeasures/actions or
penalties. Therefore if perdurant obligations are not satisfied on time, the original
obligation and the associated compensations have to be executed by the BP. For
e.g. The report of the blood test has to be dispatchedwithin 4 h, if not accomplished
(or delivered) an obligation violation occurs, but the obligation of the diagnostic
laboratory to dispatch the report still exists.

(iii) Collection of Metrics:

The performance of any business process is normally measured in terms of metrics
known as Key Performance Indicators (KPIs) [43], that summarize the attainment
of business goals. In order to obtain the status of compliance, every compliance
requirement requires its own assessment metric which has to be aligned with the BP
rules. Metrics are necessary to assess and evaluate the rules. Similarly metrics also
help to assess the compliance status of every individual process instance and also the
combination of all instances.

A methodical approach to assess and improve compliance is to define appropriate
metrics for the compliance controls. Peter Drucker states, “If you cannot measure it,
you cannot improve it.” Business executives insist on performancemetrics tomonitor
progress towards goals and to evaluate the effectiveness and efficiency of business
processes. Metrics are essential for compliance monitoring and are an indispensable
part of any business process. Metrics help to determine the status of the business
process compliance duringmonitoring. They are necessary for evaluating compliance
and measuring success against objectives. Metrics are performance indicators that
illustrate a positive or negative progress and thus provide a snapshot of the status
of compliance. The outcome of metric measurement ought to focus on fault-finding
and evaluating the root-causes to resolve violations. Metrics have to be precise and
practical in order to diagnose causes for performance anomaly. Hencemetrics should
be based onSMARTcriteriawhich specify five significant characteristics for defining
performance indicators which are “Specific, Measurable, Attainable, Realistic and
Time-sensitive” [44].

Metrics has been deliberated in various domains by—Frankland [45] consider IT
securitymetrics, Chen et al. [46] discussmetrics such as Availability Time, Response
Time, Security and Reliability to verify SLA compliance with the QoS parameters
stated by the provider.Mayerl et al. [47] definemetrics and the dependencies between
them in order to evaluate compliance with SLAs. Hershey et al. [48] define service
metrics that assist network operators to manage and monitor complex enterprise sys-
tems. Pedrinaci and Domingue [49] discuss methods to define and compute metrics
for analysis of Business Processes. Leitner et al. [50] propose metrics for monitor-
ing of applications deployed on Cloud. Sarwar et al. [51] give examples of process
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metrics in the field of Radiology such as Patient access time and Report turnaround
time. Saralaya et al. [52] define metrics for elements at various levels of business
process such as Process performance metrics for the business process layer, Service
metrics for the service composition and coordination layer and Infrastructure metrics
for resource layer.

In the elicitation phase we extract the rules from the requirements, identify the
categories to which the rules belong to and finally define apt metris to obtain the
values for the rules to verify their adherence to compliance. Figure 8 illustrates the
relationship between the Metric, Rule and the Properties to be monitored. Table 1
depicts metrics for compliance requirements pertinent to the diagnostic laboratory
case study.

4.2 Formalization (Specification)

Formalism refers to precisely specifying and formulating the requirements. A sound
representation of the processmodel and the norms to be verified is required in order to
validate compliance of the business process with the norms. Compliance is an asso-
ciation between the normative specification and process model specification. The
normative specification portrays what the business processes has to follow (i.e. com-
pliance rules, policies and regulations) while the process model specification depict
the sequence of activities in a business process. A normative document includes the
regulatory policies, constraints, obligations and rules to be followed by the organi-
zation from various sources. It should be noted that normative statements are only
a means to specify the conditions to be fulfilled. They are unable to handle the
violations or detect its causes.

Compliance requirements acquired from legal and policy documents identified
in the elicitation phase given by various stakeholders are usually abstract and in
natural language. Each Rule/Requirement identified during elicitation phase has to
be precisely formulated. Compliance constraints are declarative and postulate what
should be achieved rather than how to accomplish them. The requirements in the
natural language have to be represented in a structured formal notation asCompliance
Rules so as to provide tool support for compliance verification.

A formal model is required for illustrating the norms. Similarly the business
process has to be represented by a formal model. If the formalism model of the
business process and the norms, vary a mechanism to bridge them is required. This
requires a collective knowledge of the business process and a suitable formalization

Fig. 8 Relationship between property, rule and metrics
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Table 1 Metrics for compliance requirements pertinent to the diagnostic laboratory case study

ID Compliance rule Metric Pattern Properties

1 Sample collection
should be followed
by barcoding

M1—order of
invoking services

Barcoding sequence
sample collection

1. Control-
Order—Sequence

2 The specimen may
be preserved at 2–8
°C up to one week

M2a—Temp in
storage refrigerator
not to exceed 2–8 °C
M2b—Specimen to
be stored only for
7 days

2a—Temperature
minim threshold 2
°C, maximum
threshold 8 °C
2b—maxInterval to
store specimens is
7 days

1. Resource
min/maxTemp
2. Temporal—
maxInterval

3 Samples are
collected and
barcoded before the
testing process

M3—Barcoding to
be done before
testing

Sample collection
leads to barcoding

1. Control-Order
LeadsTo

4 The test process
should start at 8:00
AM every day

M4—Testing should
start at 8:00 AM
each day

Dengue testing has
to start at 8:00 a.m.

1.Timing—exactly
at k units

5 If output of immuno-
chromatographic test
is positive,
confirmatory ELISA
test has to be
performed

M5—Data output of
immuno-
chromatographic test
if positive ELISA
test has to be
executed

Data output of
immuno-
chromatographic test
if positive leads to
ELISA test

1. Data condition
2. Control-Order—
LeadsTo

6 If the preliminary
test indicates
positive, clinician
has to be
immediately notified
by phone/SMS or
email

M6—If data output
of preliminary test is
positive notify
clinician

Data output of
immuno-
chromatographic test
if positive leads to
dispatch and
notification of
probable positive
result to the clinician

1. Data condition
2. Control-Order—
LeadsTo

7 The results are
entered in the
laboratory
information system
(LIS) by the clerical
staff only after
verification by the
microbiologist

M7—Only after
microbiologist
verifies the data
output, the results
are entered into LIS
by clerical staff

Entry into LIS by
clerical staff has to
be preceded by
verification by
microbiologist

1. Data condition
2. Control-
Order—Precedes
3. Resource—Per-
formedBy

8 Validation of report
should be done by
the role consultant
microbiologist

M8—Only
consultant
microbiologist is
authorized to finalize
the report

Only role consultant
microbiologist can
perform the finalize
report operation

1. Resource—Per-
formedBy

(continued)
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Table 1 (continued)

ID Compliance rule Metric Pattern Properties

9 The optimal time
interval between
collection of S1 and
S2/S3 serum is
7–21 days

M9—An optimal
time of 7–21 days
has to be maintained
between collection
of samples S1 and
S2/S3

Only after results of
S1, S2/S3 samples
have to be collected

1.
Temporal—Within k
units

10 The details of the
patient and their
reports have to be
confidential

M10—Patient’s data
has to be handled
confidentially

Data output and
reports have to be
confidential

1. Data—Confiden-
tiality

11 The duration
between the first
verification of report
by the
microbiologist and
second verification
of the transcript after
entry in LIS should
not be more than
30 min

M11—Time gap
between first and
second verification
by the
microbiologist of the
report not to exceed
30 min

Max time difference
between end time of
first verification
activity and the
second verification
activity should not
exceed 30 min

1.
Temporal—Within k
units

12 Time taken to
generate report after
confirmation should
not exceed 30 min

M12—Time gap
between
confirmation and
report generation not
to exceed 30 min

Max. time difference
between start of
report generation
operation and
completion of
confirmation
operation should not
exceed 30 min

1.
Temporal—Within k
units

language. As this is a difficult task, tools supporting such formalism which hide the
technicalities could be helpful to non-technical users. So as to automate the process
of compliance verification the requirements have to be formalized into formats that
are machine readable, similarly the business process also has to be represented by a
machine readable form.

The new aspects introduced by compliancemanagement such as permitted or non-
permitted states and operating constraints have to be portrayed in a conceptualmodel.
The selection of an appropriate modelling language for the compliance management
framework plays a substantial role as it specifies the formalism to articulate existing
and impeding (or forthcoming) business methods and procedures [24].

For modeling the norms/rules formal logical languages such as Temporal Logic
(TL) [53], Predicate logic [11], Deontic Logic (DL) and Event Calculus (EC) [54–56]
are widely used. A comparative evaluation of temporal logic languages (LTL, CTL)
and deontic language (FCL–Formal Contract Language) as building block for the
formal specification of compliance requirements have been explained by Elgammal
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et al. [57]. This answers the second question What languages can be used to model
the rule.

In literature, temporal logic has been extensively used to formalize hardware
and software designs as well as to verify conformance to policies and constraints
in various domains. Linear Temporal Logic (LTL) is a modal temporal logic with
modalities signifying time. LTL and CTL (Computational Tree Logic) are standards
for model checking used to formalize declarative rules. LTL is a logic of traces, an
LTL formula is true for a transition system S if and only if it is true for each trace of
S. CTL, on the other hand, is a branching-time logic, which handles multiple paths at
the same time. The LTL formulae denote properties that will be interpreted on each
execution of a program. Each possible execution, can be visualized as a sequence of
events or states on a line hence the name “linear time”, the satisfiability is checked
on the run with no possibility of switching to another run during the checking. On
the other hand, the CTL semantics check a formula on all possible runs and will try
either all possible runs or only one run when a branch is encountered. LTL may also
be addressed as propositional temporal logic (PTL). LTL has been used for formal
verification of various computer programs. First-order logic, which is also known as
first-order predicate calculus or first-order functional calculus is a group of formal
systems expended in computer science, mathematics, linguistics and philosophy.
First-order logic quantifies only variables that range over individuals; second-order
(an extension of first-order logic) logic, additionally, also quantifies over relations
[58].

LTL is a very popular formalism to model a sequence of tasks in a business
process workflow and has been effectively employed. On the contrary, Governatori
and Hashmi [59] argue that LTL fails to correctly model some aspects of the norms
such as the permission constraints. Only structural compliance (i.e. control-order)
can be verified by LTL formalism and it also lacks differentiation among constraints
such as various types of obligation, violations and their compensations [60]. It is also
difficult to obtain data related compliance using temporal operators [32]. Normative
reasoning cannot be captured with first-order logic.

As LTL and CTL formalism cannot be easily handled by non-experts, some
authors propose graphical notations [61, 62]. Chesani et al. [63] propose an algo-
rithm for transforming the compliance rules which are specified in a graphical lan-
guageGOSpeL into a declarative language rule based on computational logic. Khaluf
et al. [64] propose a language for visually modeling quality constraints. The quality
constraint models are transformed into CTL formulas by pattern-based translation.
Deontic logic is a formal method that tries to depict the normative concepts such as
obligation prohibition and permission [65]. Over the years several variations to the
Deontic logic have been proposed.

A BP can be represented using process modelling languages like “Business Pro-
cessModelingNotation (BPMN)”, “Business ProcessExecutionLanguage (BPEL)”,
“Event Process Chains (EPC) XPDL”, “UML Activity Diagram” and “Yet Another
Workflow Language (YAWL)”. BPMN is a standard for modelling business pro-
cesses whereas BPEL is a standard which can be used for both modelling as well as
execution.



Compliance Management in Business Processes 75

Specialized softwares such as ActiveVOS, jBPM, Activiti, Camunda, BonitaOS,
TAVERNAhelp business users to diagrammatically create business processes swiftly.
OpenWFE, Freefluo, Syrup, JawFlow. ARIS, intaglio|BPMS, AuraPortal are some
of the commercial BPMs. An extensive comparison of the BPM Suites is performed
by Meidan et al. [66]. Some of the commercial business process management suites
that also incorporate reporting of BP performance are IBMs Business Process Man-
ager, HPs Business Process Monitor, Oracles’ Business Process Management Suite,
TIBCOs Spotfire and SAPs Business Process Management. This answers the other
part of the second question what languages can be used to model the business pro-
cesses. Little or no support is provided for compliance rules by commercial software
systems. The commercial software are declarative i.e. they specify only the control-
order for activities to be executed, but with no particulars on how things are to be
achieved.

Such process models can be transformed into formal models such as Petri-nets,
Workflow-nets (sub-classes of petri-nets) by using translation rules as given by Dijk-
man et al. [67], Ouyang et al. [68].

The concerns to be addressed by this phase can be summarized as [69]:

• Assist in rightly determining the periphery of compliant behavior.
• Formal semantics to facilitate automated compliance verification.
• Permit specification of all dimensions of compliant behavior i.e. temporal, data,
resource and control-flow.

• Allow all possible compliant behavior.
• Allow users to emphasize on restricted behavior.

Thus the formalism phase should facilitate the non-technical personnel to specify
required behavior of a compliance requirement without difficulty.

4.3 Implementation

In order to verify that the business process abides with the compliance rules formal-
ized in the previous phase, the formalized rules have to be implemented by suitable
means which can be validated during business process execution [12]. This phase
helps answer the third question “How will we check for compliance?” i.e. How will
we measure the compliance requirements/metrics?—Instituting performance mea-
surement procedures help in determining the means to obtain the measure.

Koehler [70] suggests four different patterns for interaction between the business
process and rules:

i. Embedding rules in the business process models as gateways.
ii. Rules are distinct and referred during gateways.
iii. Rules referred during gateway decisions may depend on outcome of previous

execution instances of the BP.
iv. Rules dynamically dictate the flow of the business process.
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While the first two patterns are frequently observed, the last two are seldom used.
The legal knowledge about the constraints, rules, procedures and policies can be

stored and evolved independently of the BP or can be combined with it.
The mantra is to “Separate the know (domain knowledge) from the flow (sequence

of activities)” [71]. If the Knowledge Base (KB) is separate from the BP, this ensures
reusability of BP components and adaptability of the BPs. However the drawback
of this approach is that the legal KB may be generic and too large which makes it
difficult to maintain and map to the business process. On the other hand the KB can
be made more specific to a BP in which case the separation between the KB and the
BP may not subsist. The business expert designs the business process by considering
the compliance constraints. The compliance expert collaborates with the business
expert to elicit, formalize, specify and manage the compliance constraints frommul-
tiple sources. The various artifacts of the process models such as activities, service
and infrastructure details are stored in the business process repository, whereas the
compliance repository maintains and organizes information related to Procedures,
Rules, Requirements, Constraints and their sources. A model checker has to be used
to enable automatic verification of the business process against the compliance rules.
Some of the standard model checkers are: SPIN used for verification of distributed
software systems,8 SMV for hardware circuits9 and UPPAAL for verification of
real-time systems (http://www.docs.uu.se/docs/rtmv/uppaal/index.shtml.).

SPIN is anopen source tool that iswidely usedby industry and academia for formal
verification of hardware and software systems. The SPIN model checker verifies the
formal business process against the compliance rules. SPIN requires a design model
of the system and a compliance rule in the form of a logical property as input and
checks whether the property holds for themodel. This requires a transformation from
the BPEL/BPMN model to a formal representation such as Petrinets or Automata
and later to Promela code which is the language used for verification by the SPIN
model checker [72, 73]. The response of the model checker is a true-false output
which indicates the satisfaction of each rule.

UPPAAL has evolved to a commercial product for model checking from an aca-
demic research prototype. UPPAAL takes the model of the system in the form of
timed automata and the properties to be verified as a subset of Timed Computation
Tree Logic (TCTL) query language.

Verification using temporal logic can be based on either Top-Down or a Bottom-
up approach [26]. In the bottom-up approach, compliance requirements are formally
represented using logical languages such as (LTL or CTL) while the business pro-
cess modelled using low-level specifications such as BPMN or BPEL should be
represented formally using Petri-nets, Finite state automata or process algebraic rep-
resentation. Verification techniques such as model checking (NuSMV) are used to
validate the conformance between the two representations [53, 74, 75, 76].

In Top-Down temporal logic approach, business processes are initially modelled
by abstract high level specifications and compliance requirements aremodelled using

8http://www.spinroot.com.
9http://www.spinroot.com.

http://www.docs.uu.se/docs/rtmv/uppaal/index.shtml
http://www.spinroot.com
http://www.spinroot.com
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temporal logic. This is followed by verification techniques or model checking. If the
process model conforms to the compliance rules, the corresponding BPEL or BPMN
business process model may be generated in a semi-automatic manner [77–79].

In-order to obtain metric values and to verify compliance, information has to be
extracted from the BP during execution, by the process of monitoring. Information
can be obtained from the system under observation in an Invasive or Non-invasive
manner. The prime feature to be consideredwhen implementing themonitoring func-
tionality is that, it should be non-invasive with the code of the system being observed
i.e. (i) the process of monitoring should be performed parallely during the execution
of the BP without affecting its functionality and (ii) with least instrumentation to
the BP [56]. Data can be obtained in a non-invasive way during execution, using
approaches such as Complex Event Processing (CEP) paradigm or Aspect Oriented
Programming (AOP).

Values of metrics defined for compliance rules can be obtained in a non-invasive
manner by the process of Monitoring based on the notion that events are emitted
during execution of the business process. Event processing is one method for tracing
and evaluating streams of information (known as Events) that are generated during
execution of a process and inferring ameaning from them.Complex event processing,
(CEP), is event processing which combines data from multiple (several) sources to
infer events or patterns that propose more complicated situations. The goal of CEP is
to recognise meaningful events and their patterns (such as threats and opportunities)
and reciprocate to them instantaneously [80]. CEP engine allows to write queries
using Event Query Language (EQL)—a higher level query language similar to SQL.
Some of the well-known CEP engines are WSO2 Siddhi, ESPER, Drools Fusion,
ApacheFlink etc. The studieswhich utilizeCEPparadigm for compliancemonitoring
are by Weidlich et al. [42], Mulo et al. [22], Saralaya et al. [27], Asim et al. [81],
Thullner et al. [82], Barnawi et al. [83], Zahoor et al. [84].

In Aspect-Oriented Programming the program logic is broken down into distinct
parts known asConcerns. The functionswhich spanmultiple points of an application,
called ‘cross-cutting concerns’ are conceptually distinct from the business logic of
the application. Aspects are very well suited for logging, caching, authentication,
auditing, security, declarative transactions etc. AOP aims to reduce the amount of
“tangled” code i.e. code that has to be repeated at multiple locations of a process.
Such requirements cross-cut the system’s fundamental operations and are hard to
develop and manage using non-AOP programming concepts. Cross-cutting process
can be thought of as functionality spanning numerous objects. AOP decouples cross-
cutting concerns from the objects that they affect and help to intercept an application
which facilitates tomonitor the BP in a non-invasivemanner. Themonitoring logic in
the form of concerns can be inserted before, after or around the code to be observed.
AOP has been implemented as an extension to various programming languages, such
as Aspect C++(C++) and AspectJ (Java). The studies which monitor for compliance
using AOP concepts are by Chen et al. [46], Baresi and Guinea [85], Li et al. [37],
Kallel et al. [86], Moser et al. [87] and Saralaya et al. [88].
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4.4 Supervision

Verifying the compliance of the Business Process with the set of require-
ments/rules/norms involves:

For every task/action/operation in every instance (trace) of the BP [21]:

• Determining state corresponding to the task
• Determining requirements/rules for each task
• Checking for fulfillment of the rules or their violations.

Various strategies to attain compliance as classified by Sadiq and Governatori [3]
are detective, corrective and preventative approaches. Detective approach is an after-
the-fact approach also known as Compliance by Detection. Preventative approach
is also known as Compliance by Design. Corrective approach tries to mitigate the
effect of non-complaint situations after they have occurred.

i. Compliance by Design is a preventive approach to managing compliance before
process deployment from the initial phases of the business process life-cycle
such as the modelling phase. The approach towards Compliance by design can
be either Imperative or Declarative. Imperative approach is based on sequence
of tasks to be performed in the BP. While the Declarative approach considers
the artifacts that are affected during the process. Verification of Compliance by
design is based on abstract values provided by business experts. The drawback
of Compliance by design is that some compliance properties such as data output
generated during execution and the actual execution time taken by an activity
can only be verified during run-time and not design-time. As not much infor-
mation about the actual data on which a process operates is available at design-
time Compliance by design should be followed by monitoring and detection of
non-compliance during run-time which is Compliance by detection. In reality,
it should be known that compliant execution cannot be assured by having com-
pliant models. During execution, common problems that occur are handling by
unskilled personnel and technical or system failures. It is impractical to discover
such errors during design and can only be detected during execution or after it
has occurred. Most of the compliance checking approaches focus on design-time
compliance verification, some of which are: Sadiq et al. [89], Julisch et al. [90],
Awad et al. [18], Sackmann et al. [91], Schumm et al. [92], Elgammal et al. [26]
and Goedertier and Vanthienen [93].

ii. Compliance by detectionmay be during or after execution of the business process
based on real values and can be classified as (i) Backward Compliance Checking
(BCC) or (ii) Forward Compliance Checking (FCC). In Forward Compliance
Checking approaches, the control-flow of the business process is verified by the
sequences of event occurrence in the event stream during execution. Whereas in
Backward Compliance Checking the log is verified after execution of the process
instance to match expected pattern.

a. Backward Compliance Checking—is retrospective validation of the business
processes which have completed execution. It is also known as “after-the-
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fact” or compliance auditing. The execution traces of the process are exam-
ined to check conformance. Approaches such as process mining, probing
the event logs (transaction logs, audit trails, message logs, workflow logs)
or matching the execution traces with process models such as petri-nets or
those based on temporal logic are used for this purpose. The shortcoming of
this approach is that it can neither inhibit the occurrence of non-compliant
behavior nor alter the actions of the anomalous process execution to avert
non-compliance. The studies which adopt the BCC approach are Alberti et al.
[17], Chesani et al. [63], Rozinat and Van der Aalst [94], Van der Aalst et al.
[95], Saeki and Kaiya et al. [13], Weber et al. [96], Ly et al. [97].

b. Forward Compliance Checking—This is a proactive or preventive approach
to compliance verification which aims to ensure compliance at design time
or run time of the business process. Run-time method of compliance check-
ing verifies that the business process is in accordance with the stated rules,
policies or constraints during execution. This method has the advantage that
during execution if a non-compliant behavior is identified, the process may
either be stopped as it may lead to disastrous situations or there may be pos-
sibilities to rectify/overcome the deviations in time to correct the anomalous
behavior as explained in the next section. Some of the authors who study
run-time compliance monitoring are Ly et al. [98], Mulo et al. [22], Weidlich
et al. [42].

4.5 Improvement

Any type of obligation (Persistent, Non-Persistent) may be violated. An occurrence
of a violation need not indicate that the execution of the BP has to be stopped (or
terminated). Certain types of violations such as that of time deviations (with lesser
priority) can be compensated for, so that the BP can continue execution and can
still be made compliant by the process of adaptation (replacing services or retry)
[85, 99]) or compensatory measures in the form of penalties. Whereas certain types
of violations which are of higher priority such as data output, role (resource) or
control-order violations need not and should not be compensated and the process
has to be terminated as continuation of execution of such BPs may lead to disastrous
situations. A compensation is an action or set of activities performed to mitigate the
effect of violations/obligations termed as compensation obligation.

If violations to compliance have occurred, it is extremely important to recognize
why the violations have occurred i.e. identification of the root-causes to take appro-
priate measures to improve/optimize the BP known as Adaptation. Violations may
be due to snags during BP execution known as instance-level violations or due to
poorly designed process model known as model-level violations [100].
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4.5.1 Root-Causes

For each task that is/was violated which was identified in the supervision phase,
compensation measures have to be adopted which will result in penalties, monetary
loss, loss of goodwill of customers and loss of reputation of the enterprise. Hence it is
equally important for the BP analysts to identify the root-causes of violations so that
similar problems/errors can be avoided for future instances of the BP. Compliance
experts are concernedwith every compliance violation and interested in identification
of their causes. Whereas the process modeler has to improvise the process models
for future instances.

Root Cause Analysis helps to revive compliance based on diagnostic information
obtained during execution. The aim of root-cause analysis is to improve product or
process quality and should be undertaken in a systematic way so as to be effective.
In order to track causalities in any system, the relationships between the effects and
their causes can be represented by many well-known techniques and tools such as
“Change analysis”, “Failure mode and effects analysis (FMEA)”, “Fault Tree analy-
sis”, “Five whys”, “Current Reality Tree”, “Ishikawa diagram (Fishbone diagram)”,
etc. Doggett [101]. Root-cause analysis is a means of understanding why and how
a problem/unexpected event occurred. Root cause analysis is based on the principle
that problems are better solved by resolving their root-causes when compared to
other methods that concentrate on tackling only symptoms of a problem. Through
remedial measures, the underlying causes have to be addressed which minimizes the
recurrence of the problem. Mdhaffar et al. [102, 103] and Saralaya et al. [27] use
fishbone diagrams for root-cause analysis of compliance violations.

The fishbone diagram, well-known as the Ishikawa diagram, was invented by
Ishikawa [104] and is a causal diagram that indicates the causes of a particular event.
It is a visual method for root-cause analysis to identify the causes of failures. The
fishbone diagram is commonly used as a tool for the analysis and prevention of
defects in product design and quality defects, i.e., so as to identify potential risk
factors causing an effect. Causes are usually clustered into major categories. The
categories include:

• Human resources: The people/staff essential for the process.
• Infrastructure requirements: Equipment, tools, computers, network systems, raw
materials required to accomplish the process.

• Methodology: How the process is performed and the specific requirements that
have to be satisfied for performing it, such as rules and regulations of the land,
institutional policies and procedures.

• Measurements: The data which is generated by the process that is used to evaluate
the quality of output.

• Environment: The conditions which may include but not limited to, the location,
the time, the temperature and/or culture in which the process operates.

Current Reality Tree (CRT) is a complex but powerful method based on represent-
ing causal factors in a tree structure developed by Eliahu M. Goldratt, the inventor
of the Theory of Constraints (TOC) [105]. The method starts by picking up a list
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of undesirable factors based on dependencies that subsequently lead to one or more
undesirable effects (UDEs) which we refer to as Anomalous behavior. The advantage
of CRT is the ease with which we can identify dependencies between effects and
root-causes. Elgammal et al. [106] use CRT for identifying and resolving compliance
violations.

Some of the studies which try to identify root-causes when monitoring for com-
pliance [27, 42, 107, 108] provide feedback on deviations. Awad et al. [109] try
to identify causes for violations of the control-flow category and the data category
[110]. The study by Rodriguez et al. [100] helps to assess and improve compliance
by identifying where and why compliance violations take place in Service-Oriented
Architecture (SOA) enabled business processes.

4.5.2 Improvement/Optimization/Adaptation

The monitored information can be utilized to prevent non-compliance for the current
instance or the knowledge can be utilized to avert deviations for future instances.
Based on the diagnostic information obtained from the root-cause analysis phase,
recovery or adaptation measures can be invoked to enhance compliance. The effect
of a violated obligation on the BP as well as other obligations has to be considered
in order to take compensatory measures. For e.g. If a temporal violation occurs,
i.e. a service/operation does not complete at the expected time, then the adaptation
strategy has to consider the effect of the time delay on succeeding operations as well
as to the total completion time of the BP. Once the amount of delay is calculated,
the services/operations succeeding the violated/deviated service can be replaced by
serviceswith shorter execution time. Studies bySaralaya et al. [99], Ismail et al. [111],
Angarita et al. [112], Aschoff and Zisman [113] devise mechanisms to mitigate such
delays.

Violations of other categories such as control-flow, data output or resource/role
violation, adaptation measures are not suggested as they may be fatal and lead to
erroneous output. A control-flow violation indicates incorrect invocation sequence
of activities or operations. A data violation denotes wrong output from a service
operation. A resource violation reveals either a forbidden role performing an opera-
tion or violation of resource constraints such as inappropriate temperature range or
ignoring minimum memory requirements.

5 Compliance Monitoring Functionalities (CMFs)

The effectiveness of any compliance monitoring framework may be evaluated based
on the functionalities specified by Ly et al. [114, 115]. This evaluation framework
postulates ten ComplianceMonitoring Functionalities (CMFs) categorized into three
sets namely, Modelling requirements (CMF 1–3), Execution requirements (CMF
4–6) and User requirements (CMF 7–10) which can be used to categorize and also
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assess existing compliance management approaches and frameworks. We briefly
discuss the ten CMFs below:

1. Modelling Requirements: The monitoring framework should permit the spec-
ification of compliance requirements to be observed from various perspectives
such as control-flow, timing, data and resources.

CMF 1: Specifies that the model should be able to express and monitor quantitative
and qualitative time related constraints. After and Before patterns are qualitative
constraints whereas the time metrics which enforce an interval between two events
referring to latencies, delay and deadlines are quantitative.
CMF 2: This functionality deals with the data output produced by a ser-
vice/operation/process.
CMF 3: This functionality states that the verificationmodel should not only check for
control-flow and data related properties but also have the capacity to verify resource
constraints such as roles and agents.

2. Execution Requirements: The set of constraints under this category deal with
events, data and conditions available during execution of a process.

CMF 4: Stipulates that the model should support atomic and non-atomic activities.
Atomic activities are related with a time-point (e.g. An activity should start at 8.00
A.M.) whereas non-atomic activities are related with time-duration (e.g. an activity
should be completed within 4 h).
CMF 5: Support for activity life-cycle events i.e. capability to associate every com-
pletion event with the corresponding start event i.e. correlation between events.
CMF 6: Should support constraints of multiple-category which implies the frame-
work should be able to deal with composite constraints made up of more than one
category.

3. User Requirements: The framework should be capable to not-only detect non-
compliance but also assist in analysing causes for non-compliance.

CMF 7: Should not only be capable to continuously monitor and reactively detect
but also be able to notify non-compliance and propose recovery actions.
CMF 8: Support for proactive monitoring to avoid possible violations.
CMF 9: Provision to identify root-causes of violations.
CMF 10: Quantify the degree of adherence to compliance requirements.

The performance of any compliance monitoring and analysis framework may
be evaluated in terms of (i) Degree of Compliance for every instance (ii) Level of
Compliance for multiple instances.

Degree of compliance acts as an indicator to assess the level of adherence to the
compliance requirements at any position during the execution of a business process
instance [116]. The metric that can be used to calculate the degree of compliance at
any time t during the execution of a process is given by Eq. (1):
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1 −
∑

i weighti#violi (t)

#Rules(t)
∑

i weighti
(1)

where i ranges over the constraints rules. For each constraint i, weighti denotes the
assigned weight and #violi(t) denotes the number of rule violations until time t;
#Rules(t) denotes the total number of rules encountered until time t. At any point of
time t, the current state a process instance might be is: compliant (all compliance
rules satisfied till time instant t), violated (most weighted data/resource/control-order
compliance rules are violated and beyond repair), possibly violated (less weighted
temporal rules such as end time of an operation or service violated which can be
overcome through adaptation).

Metric known as Key Compliance Indicator (KCI) may be used to verify the
compliance status of all executed BP instances as given below by—Eq. (2):

KC ICompInst � |Compliant I nstances|
|All I nstances| (2)

Governatori and Shek [60] define a process as compliant “if and only if all traces
are compliant (all obligations have been fulfilled or if violated they have been com-
pensated)”. Table 2 presents a summary and evaluation of prominent studies.

6 Challenges

Some of the challenges faced during managing compliance are addressed by Boella
et al. [71], Abdullah et al. [118] and Hashmi et al. [119]. Boella et al. [71] propose
the general challenges that have to be fulfilled by softwares used for legal knowledge
management:

1. OpenNorms: Norms cover a wide range of scenarios and unanticipated imminent
developments. But, the BP and automated computer systems are able to handle
only specific situations. Thus software systems should be equipped with the
capability to interpret and translate norms into executable BP.

2. Communication among disciplines: Compliance is a field which involves con-
tribution of skilled personnel from multiple facets such as legal experts, com-
pliance officers, BP designers, senior managers and operational managers who
have their specific views expressed in domain-specific languages. The duties of
several departments can be connected by the Three lines of Defense Model as
given by [120]. The first line of defense must be placed in the business which
should incorporate controls in the BP to diminish risks from non-compliance
of regulatory requirements. The specialists who set norms such as compliance
officers and risk managers form the second line of defense. The external and
internal auditors who verify adherence and effectiveness of norms form the third
line of control.
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3. Dynamics: The business process and also the compliance requirements are fre-
quently updated.Hence in order to support the dynamic environment, compliance
management requires:

• The ability to swiftly modify the business processes
• The ability to swiftly change the legal model
• The ability to swiftly evaluate which business processes and activities are
affected by the changing norms

• The ability to swiftly update the business model to incorporate the new norms
• The ability to record and document decision making and changes incorporated
to oblige the audit trail.

As financial BP sectors such as loan landing, insurance etc. profoundly rely on
computer software formanaging compliance, the organizations have a huge burden to
incorporate compliance featuresmore rapidly than the support provided by traditional
software development lifecycle.

Abdullah et al. [118] discuss the many challenges faced by compliance manage-
ment practitioners, such as Frequent Changes in Regulations, Lack of Compliance
Culture, Lack of Perception of Compliance as Value-Addition, Lack of Efficient Risk
Management, Lack of Resources, Inadequate Reporting/Documentation, Inadequate
Monitoring and Lack of IT Support/Tools. Some of the challenges as discussed by
Hashmi et al. [119] are:

(1) Norm Extraction and Elicitation: The constraints/norms come from a variety of
sources and are generally in natural language. It is a complex task to extricate
the requirements from the legal documents and to see that they are not misinter-
preted. Hence it is challenging to extricate and automate the requirements from
the legal documents consisting of technical terms and legal jargon.

(2) Formalism of Norms: The efficiency of a compliance approach rests on the for-
malism approach adopted to represent the norms. Failure to effectively represent
the norms results in inefficient handling of compliance. Even though a large
number of formal languages exist to formally represent compliance require-
ments, each have their own limitations. For e.g. Event Calculus is unable to
represent the effects of a task/operation and first order logic is unable to handle
timing operators.

(3) Multi-Jurisdictional Requirements: Some rules may cross organizational or
national boundaries and are interpreted in unique various ways across bound-
aries. The identification and automation of such constraints is challenging so
that inconsistencies between different interpretations are eliminated.

7 Conclusion

Compliance is a practice of identifying whether or not a Business process adheres
to or fulfills a set of obligations. Norms enforce restrictions on the way the activities
of the BP have to be performed and impose penalties when deviation in behav-
ior is observed. Ensuring compliance with regulations and policies is increasingly
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becoming significant to organizations as adherence to rules and regulations not only
stipulates the quality of the organizations and the value added to the services they
provide but also helps in diminishing the risks and losses that would be incurred
due to compensations, litigations and penalties. Compliance not only deals with how
the activities/operations are executed in a business process but also addresses the
artefacts and the effect of actions on the surrounding environment. In this article we
have tried to provide some basic knowledge of managing compliance through the
different phases of compliance lifecycle.
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Sustainable Cloud Computing
Realization for Different Applications:
A Manifesto

Sukhpal Singh Gill and Rajkumar Buyya

Abstract In cloud computing, an application design plays an important role and the
efficient structure of an application can increase the energy-efficiency and sustain-
ability of cloud datacenters. To make the infrastructure eco-friendly, energy-efficient
and sustainable, there is a need for innovative applications. In this chapter, we com-
prehensively analyze the challenges in sustainable cloud computing and review the
current developments for different applications. We propose a taxonomy of applica-
tionmanagement for sustainable cloud computing and identified research challenges.
We also map the existing related studies to the taxonomy in order to identify current
search gaps in the area of application management for sustainable cloud computing.
Furthermore, we propose open research challenges for sustainable cloud computing
based on the observations.

Keywords Cloud computing · Sustainable computing · Cloud application
Sustainability · Energy efficiency

1 Introduction

Cloud resources are generally not only shared by a number of cloud users but are also
reallocated dynamically based on the changing demand of cloud users. Sustainable
use of the computing resources is required to improve the energy-efficiency of cloud
datacenters [1]. To satisfy the future demand of application users, cloud computing
needs an advanced sustainability theory for efficient management of resources. The
technologies with green cloud computing are required for effective management of
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all the resources (including cooling systems, networks, memory, storage and servers)
in a holistic manner [2]. Presently, cloud computing paradigm supports an extensive
variety of applications, but the usage of cloud services is growing swiftly with the
current development of the Internet of Things (IoT) based applications. To fulfill the
dynamic requirements of user applications, the next generation of cloud computing
should be sustainable and energy-efficient. Currently, service providers are facing
problems to ensure the sustainability of their cloud services [3]. Moreover, the sus-
tainability of cloud services is also affected by usage of the large number of Cloud
DataCenters (CDCs) to fulfill the demand of cloud users.

The various types of applications are executing on cloud infrastructure such as
data-intensive or compute-intensive. There is a need to execute the applications in
a concurrent manner to improve the performance of cloud computing systems [4].
Initially, Quality of Service (QoS) parameters for each cloud application is essential
to be recognized based on the user requirements for provisioning of resources [5].
To improve the energy efficiency and sustainability of cloud datacenters, effective
application modeling approach is used to design the cloud application [6, 7]. Green
Information and Communications Technology (ICT)-based innovative applications
are required to make the environment eco-friendly and sustainable infrastructure.

The rest of the chapter is organized as follows. In Sect. 2, we present the archi-
tecture for sustainable cloud computing for application management. After that, we
discuss the existing related studies in Sect. 3. Based on existing research work, we
propose a taxonomy of applicationmanagement for sustainable cloud computing and
map the existing research works to the proposed taxonomy in Sect. 4. In Sect. 5, we
analyze research gaps and present some promising directions towards future research
in this area. Finally, we summarize the findings and conclude the chapter in Sect. 6.

2 Sustainable Cloud Computing: Architecture

Figure 1 shows the layered architecture for sustainable cloud computing, which pro-
vides a holistic management of cloud computing resources (cooling systems, net-
works, memory, storage and servers), to make more sustainable and energy-efficient
cloud services. There are three main services in cloud computing: Infrastructure as
a Service (IaaS), Platform as a Service(PaaS) and Software as a Service (SaaS). An
application manager is deployed at SaaS layer to manage the user applications such
as smart home, ICT, healthcare, wearable devices, agriculture, aircraft, astronomy,
education, artificial intelligence etc. At PaaS layer, Service manager controls the
important aspects of the system. IT device manager manages all the devices attached
to cloud datacenter. Application model defines the type of application for effective
scheduling of different applications. Application Scheduler manages the user appli-
cations from the application model, finds the QoS requirements for each application
for their effective execution and transfers the information about the quality of ser-
vice of an application to the Resource/VM manager. Remote CDC manager handles
the migration of VMs and workloads between local and remote cloud datacenters
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Fig. 1 Architecture for sustainable cloud computing

for effective utilization of energy. Resource/VM manager uses physical or virtual
machines for scheduling of provisioned resources and executes the workloads based
on their QoS requirements.Green resource manager manages the electricity coming
from power manager and it prefers renewable energy as compared to grid electricity
to enable sustainable cloud environment. It also manages the energy consumption of
cloud datacenters to ensure sustainability of cloud services. The thermal sensors are
used to monitor the value of temperature and Thermal profiling and monitoring tech-
nique analyze the variations of the temperature of the cloud datacenter. The Cooling
manager controls the temperature of the cloud datacenter at the infrastructure level.

IaaS layer contains the details about virtual and physical machines of cloud dat-
acenters. For an efficient execution of workloads, migrations of Virtual Machine
(VM) is performed at virtualization layer for load balancing. The variation of the
temperature of different VMs running at various cores is monitored proactively by
the temperature-aware scheduler. The Cooling manager is deployed to maintain the
required temperature to ensure the smooth functioning of computing resources of a
cloud datacentre. If the temperature of CDC is more than its threshold value, then
thermal alerts will be generated, and Heat Exchanger takes a required action to con-
trol the temperature of CDC with minimal effect on its performance. Further, the
temperature is controlled by District heating management using water economizer,
outside air economizer and chiller plant. Moreover, renewable energy resources and
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fossil fuels (grid electricity) generates power, which is controlled by Power Man-
ager. The renewable energy is highly preferred instead of grid energy, which helps to
enable energy-efficient and sustainable cloud environment. Further, grid energy can
be used to execute deadline-oriented workloads, which improves the reliability of
cloud services. Generally, solar and wind are two main sources of renewable energy
and this energy is stored using batteries. The thermal sensor is used to monitor the
value of temperature to generate an alert if the temperature is more than its value
of threshold and pass the message to the heat controller for further action. Remote
CDC is a cloud datacenter, which is located at a different place. VMs and workloads
can be migrated to a remote CDC to balance the load effectively.

3 State-of-the-Art: Application Management

Application management plays a vital role in improving the performance of cloud
computing systems. There are different types of cloud applications which need to
be managed effectively from application modeling to its execution. An application
should followan efficientmodeling approach during the design of an application. Fur-
ther, green ICT-based innovative applications are required to make the infrastructure
more sustainable. This section discusses the existing related studies in sustainable
cloud computing for application management. Hazen et al. [8] analyzed supply chain
functions’ sustainability for big data analytics and identifies the factors affecting the
performance of economic measures to improve data-driven process. They suggested
that business people can use data analytics tools to improve the operational and
strategic capabilities of the business. Furthermore, this research work analyzed the
effect of data analytics on the sustainability of supply chain functions. Bifulco et al.
[9] explored and analyzed the importance of ICT-based smart sustainable cities to
improve environmental conditions while delivering the services with minimum con-
sumption of energy. Further, Consumption Based Lifecycle (CBL) is presented to
calculate the amount of consumption of power for daily household activities. More-
over, DynamicVoltage and Frequency Scaling (DVFS) technique-based energyman-
agement mechanism is recommended to design a smart sustainable city, which can
improve energy efficiency during the execution of ICT based cloud applications.

Rehman et al. [10] developed a Big Data Based Business (BDBB) model to man-
age the whole cloud applications using sustainability-aware approach to reduce the
impact of carbon footprints on the environment. BDBB model manages the data
by providing the following advantages: (1) improving resource utilization, which
reduces cost, (2) establishing trust between provider and user and (3) improving
data security and privacy preservation during data sharing. Cottrill and Derrible [11]
recommended that big data can be used to develop sustainability indicators for trans-
porting applications to create more efficient and sustainable transport system, which
may also improve the GPS to trace the exact location of traffic congestion. Yekini
et al. [12] introduced a new way to provide technical and vocational education using
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an autonomic cloud computing-based system, which delivers education resources to
staff and student.

Maksimovic [13] developed an IoT based energy efficient model (Green-IoT),
which uses big data analytics to develop more sustainable, smarter and secure cities.
Further, energy-efficient IoT devices are considered for the network to assess the
knowledge, which is used to deliver more sustainable services by making effective
decisions during execution of IoT based applications. Bradley et al. [14] developed a
cost-effective IoT based Parallel Design (IoT-PD)model for an efficient management
of big data for cloud applications. Further, IoT-PD model generates the sustainable
value using machine learning method to reduce its impact on the environment, which
improves energy efficiency and sustainability of cloud services. Moreover, Perera
and Zaslavsky [15] suggested utilizing energy-efficient IoT devices to increase the
sustainability of services and developed a Trading-Based Value Creation (TBVC)
model for effective utilization of IoT devices to execute real-time applications. Zuo
et al. [16] proposed an IoT based Energy Efficient (IoT-EE) model to estimate the
power consumption by cloud datacenters to execute user’s workloads and analyze
the energy consumption. Further, an objective function is developed to assess the
delivering cloud service and IoT-EE model can be used in industry for designing and
making of a product.

Bossche et al. [17] presented a Data Mining Based Model (DMBM) for text
mining application, which uses unstructured data to extract useful information by
removing extra information. Further, DMBM forms sustainable clusters using avail-
able resources efficiently. Cappiello et al. [18] developed a Green Computing Based
Model (GCBM) to develop an application with lesser carbon emissions and maxi-
mum energy efficiency. Further, the reliability of a service is improved by ranking
the application components based on their importance. Moreover, this research work
also suggests two ways to choose a driven site for CO2: (1) based on the availability
of resources and CO2 emissions and (2) based on the possible delay time. One limi-
tation of this research work is that, authors did not suggest any action such as high
cost associated to selected locations. Xia et al. [19] developed a Semantic Informa-
tion services Architecture (SIA) for management of cloud services for matchmaking,
retrieval and advertisement for electrical and electronic equipment. Further, the life-
cycle of cloud providers is described using an ontology-based technique to analyze
sustainability factors related to the semantic applications. Zgheib et al. [20] listed
the advantages of IoT applications while delivering healthcare as a cloud service
and developed a model to manage healthcare applications efficiently using message-
orientedmiddleware. Further, exchanging of data is performed between different IoT
devices using semantic web ontology language (OWL) messages. Gupta et al. [21]
developed an IoT based Security-Aware Framework (IoT-SAF) to design sustainable
and secure healthcare centres by analyzing different security aspects of IoT appli-
cations. The value of different parameters of health are managed using embedded
sensors of the equipment and the gathered information is transferred to centralized
cloud datacenter. Further, secure and faster data transmission in IoT-SAF is provided
using XML web-based services.
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NoviFlow [22] proposed a Green-Software Defined Network (G-SDN) model to
make network infrastructure efficient and sustainable by offering sustainable solu-
tions to reduce carbon emissions. Further, G-SDN model improves economic incen-
tives by increasing energy efficiency of cloud datacenters. NoviFlow [22] identified
that existing models are focusing on QoS and cost to provide energy-efficient cloud
services. Pesch et al. [23] developed a Thermal-Aware Scheduling (TAS) technique
for energy-efficient management of cloud resources to execute user applications,
which improves the sustainability and energy efficiency of cloud datacenters. Exper-
imental results show that TAS reduces the consumption of energy up to 40%. Chen
et al. [24] presented a Cloud and Big Data (CBD) based model called Smart Clothing
to use wearable devices to monitor the health status of patients. Experimental results
show that CBD works efficiently for the long duration as compared to existing mod-
els [22, 23]. Waga and Rabah [25] proposed a sustainable Cloud-Based Framework
(CBF) to manage agriculture data such as rainfall, wind speed and temperature to
improve the use of climate and land in an efficient manner, which helps farmers to
produce a profitable crop.

For desktop resource virtualization, Park et al. [26] proposed a Cloud-Based Clus-
tering Simulator (CBCS) to choose the cluster for sustainable and energy-efficient
cloud services. Based on network infrastructure and execution time, CBCS utilizes
resources effectively without considering other resources such as processor, memory
and storage. To improve the resource utilization and reduce the product-service cost
for industrial product service system, Ding et al. [27] developed the Sustainability-
Aware ResourceManagement (SARM) framework. Further, SARMhelps to increase
the satisfaction of users. Gmach et al. [28] presented a Power Profiling Technique
(PPT) for CDCs, which increases the energy-efficiency and manages to decrease the
carbon emissions andwater consumption. Further, PPT analyzed the effect of demand
and supply of energy on the environment. Moreover, PPT executes the workloads by
fulfilling its QoS requirements while delivering the sustainable and energy-efficient
cloud service.

Islam et al. [29] proposed a cloud-based Water-Aware Workload Scheduling
(WAWS) framework to improve the water efficiency for cooling cloud datacenters
during execution of cloud workloads. Further, water consumption is optimized by
exploiting the spatio-temporal varieties of water efficiency. Dabbagh et al. [30] pro-
posed an Energy-Efficient Technique (EET), which decreases the monthly expen-
ditures of CDCs by postponing the execution of non-urgent workloads, which also
helps urgent-workloads to achieve their deadline. Moreover, the control policy for
prediction of demands of computing resources (storage, powermemory etc.) ofCDCs
is designed for incoming requests. Further, EET is validated by using real traces of
a Google CDCs. Garg et al. [31] developed an Environment Conscious Workload
Scheduling (ECWS) technique for execution ofHighPerformanceComputing (HPC)
applications on resources to improve the sustainability of cloud datacenters. Cheng
et al. [32] developed Workload Placement and Migration Framework (WPMF) to
improve throughput and sustainability of cloud datacenter for efficient execution of
cloud workloads. WPMF executes transactional workloads on available resources
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and the workloads are migrated to different datacenters with the maximum value of
energy efficiency.

Chen et al. [33] developed renewable energy sources based an Energy-Efficient
Workload Management (EEWM) technique for sustainable cloud datacenter. More-
over, the temperature ofCDC is controlled inEEWMusing spatio-temporal diversity-
based cooling facilities. Sehgal et al. [34] developed a smart human security frame-
work based on IoT and Fog Computing (IoT-FC), which protects humans form an
accident using the concept of wearable and pervasive computing. The secure com-
munication between fog layer and IoT devices is managed by the cloud layer. Fur-
ther, at fog and cloud level, the data is protected from external attacks. Khosravi
and Buyya [35] proposed a Gaussian Mixture model based Short-term Prediction
(GMSP) model to predict the renewable energy level to run datacenters and helps
to take decisions for migration of VMs from one datacenter site to another. Further,
GMSP can also perform online VM migration and experimental results show that
GMSP can predict up to 15min ahead. Desthieux et al. [36] proposed a Cloud-based
Decision Support System (CDSS), which has high computing performance to control
three-dimensional digital urban data that aids to provide an environmental analysis.
Further, an analysis module of CDSS improves decision-making process to assess
solar energy potential for installing new solar projects.

Table 1 describes the summary of these related techniques and their comparison
based on the focus of study along with open research issues.

4 Taxonomy of Application Management for Sustainable
Cloud Computing

Application management plays an important role to improve the sustainability and
energy-efficiency of cloud services. The components of the application manage-
ment taxonomy are: (i) QoS parameter, (ii) application parameters, (iii) application
scheduling, (iv) application category, (v) application domain, (vi) resource admin-
istration, (vii) coordination and (viii) application model as shown in Fig. 2. Table 2
shows the comparison of existing techniques based on the proposed taxonomy of
application management.

4.1 QoS Parameter

There are different QoS requirements for different user applications. Literature
reported that three different types of QoS parameters for sustainable computing
[2, 41, 42]: (i) cost related (utility and energy), (ii) time related (response time,
throughput, availability and delay or latency) and (iii) others (correctness, easiness,
resource utilization, privacy, security, reliability, robustness or scalability and inter-
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Table 1 Comparison of existing techniques and open research challenges

Year Technique Focus of study Open issues

2018 GMSP [35] Prediction of level of
renewable energy

Due to overloading of cloud resources, a huge
number of workloads are waiting for their
execution

CDSS [36] Solar energy potential
management

The service delay is increasing by switching
of resources between low and high scaling
modes

2017 IoT-PD [14] IoT devices Secure communication is required to
exchange information

TAS [23] Energy utilization Heterogeneous workloads are not considered

WAWS [29] Water efficiency Need to improve reliability of applications

EET [30] Storage efficiency Over-utilization of resources affects
throughput

SARM [27] Industrial product
service

The response time is increased by switching
of resources between low and high scaling
modes

2016 IoT-SAF [21] Web service security The secure communication of IoT devices is
required

CBL [9] ICT based smart cities To improve energy efficiency, power is to be
managed automatically

CBD [24] Smart clothing Execution time is more, which reduces
customer satisfaction

EEWM [33] Cooling management The manipulation of supply voltage can save
energy consumption by reducing the
processor frequency

BDBB [10] Server utilization Energy utilization is lesser, which leads to
wastage of energy

2015 SIA [19] Web ontology language
(OWL)

There is need to improve retrieval speed in
SIA

IoT-FC [34] Wearable and pervasive
computing

The reliability of the storage component is
affected by putting servers in sleeping mode
or turning on/off

2014 TBVC [15] Trading based value The large consumption of energy by IoT
devices increases carbon footprints

GCBM [18] CO2 emissions Under-utilization of resources increases cost
of CDC

CBF [25] Agriculture Energy consumption is more, which increases
carbon footprints

CBCS [26] Desktop resource
virtualization

The workload execution affects the resource
utilization

WPMF [32] Heterogenous
workloads

Due to speed gap between processor and main
memory, a huge amount of clock speed is lost
while waiting for the incoming data

(continued)
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Table 1 (continued)

Year Technique Focus of study Open issues

2013 DMBM [17] Text mining Response time is larger, which reduces
customer satisfaction

2012 G-SDN [22] Software defined
network

Underloading of resources affects resource
utilization

2011 ECWS [31] HPC applications Reserve resources are in advance increases
cost

2010 PPT [28] Greenhouse gas
emissions

SLA violation can be reduced by using
autonomic resource management technique

operability). “Energy is the amount of electricity consumed by a resource or resource
set to finish the application’s execution”. A Utility is the effectiveness of an appli-
cation while using practically after the development like banking application has
high utility. Response time is defined as the amount of time consumed by a specific
application to respond with the desired output. “Throughput is the ratio of the total
number of tasks of an application to the amount of time required to execute the tasks”.
Availability is the amount of time (hours) a specific application will be available for
use per day.Delay or Latency is a defined as a delay before the transfer of user request
for processing. Correctness is defined as the degree to which the cloud service will
be provided accurately to the cloud customers. Easiness is defined as the amount
of efforts are required to use a specific application to complete a task. “Resource
Utilization is a ratio of an execution time of a workload executed on a particular
resource to the total uptime of that resource”. Privacy is a QoS parameter through
which user and provider can store their information privately using authorization and
authentication.

Security is the capability of the computing system to protect from malicious
attacks. Reliability is the capability of an application to sustain and produce correct
results in case of occurrence of faults such as network, hardware or software related
faults. Robustness or Scalability is the maximum number of users, which can access
the application without degradation of performance. Interoperability is the degree to
which an application can be ported to other platforms. Other QoS requirements of
cloud computing systems can be network bandwidth etc.

4.2 Application Parameters

There are different types of application parameter, which can help to measure the
status of an application [43, 44]. There are four main types of application parameters:
(a) budget, (b) deadline, (c) capacity and (d) performance. Budget is the amount of
cost that user wants to spend for the execution of their task and measured in dollars
($). Deadline is the maximum time limit allowed to execute the user application
and measured in seconds. Capacity is defined as the capability of an application to
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Fig. 2 Taxonomy of application management for sustainable cloud computing

execute user tasks using available resources such as power infrastructure, IT devices
etc. Performance is a parameter, which is used to measure the status of an application
during an unexpected spike in traffic.
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4.3 Application Scheduling

There are four components of an application scheduling as studied from literature
[1, 2, 45, 46]: (a) architecture, (b) planning, (c) integration and (d) datacenter. The
architecture of cloud computing system is a vital component and four different types
of architectures are identified from literature: hierarchical, peer to peer, decentral-
ized and centralized. Peer-to-peer is networking architecture in which each cloud
node, has the same capabilities and responsibilities to execute user task. There is
two levels of schedulers in the hierarchical architecture: lower and higher level. The
lower-level scheduler assigns resources to every small task, which is controlled by
a higher-level scheduler to reduce the complexity of resource allocation. There is
no mutual coordination in decentralized architectures and it executes the tasks by
allocating resources independently. In centralized architectures, all the tasks that are
needed to be executed are managed by a central controller and scheduled resources
are used to execute these tasks using coordination mechanism. Planning of a cloud
application is done using two types of resource scheduling: static and dynamic. In
static resource scheduling, a required resource is mapped to user workload based on
their QoS requirements, while dynamic resource scheduling maps and executes the
user workloads using provisioned resources. To find out the result of different execu-
tion units, an integration function is used by the scheduler, which can be combined or
separate. The literature reported two different types of datacenters: heterogeneous
and homogeneous. A CDCwith the same configuration of computing resources such
as processors, storage, networking and operating systems to process user applica-
tions is called a homogenous datacenter, while a CDC is a combination of different
configurations of computing resources is called a heterogeneous datacenter.

4.4 Application Category

The cloud computing paradigm is a very effective platform, which can handle the
increasing complexity of user applications. As studied form literature [3, 39, 40], two
types of user applications are identified: scientific and business. The Business appli-
cation is a platform, which enables the execution of business functions. For example:
banking systems and online shopping websites. Scientific applications contain the
real-world activities, which needs high computing capacity to execute user requests.
For example: oil exploration, aircraft design and fuel efficiency, weather prediction
and climate modeling, flight control system etc.
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4.5 Application Domain

In order to satisfy different kinds of customers, the applications are created for an
extensive range of domains to make cloud services more sustainable and to improve
customer satisfaction [2, 37, 38]. To develop sustainable smart cities, ICT based
applications are designed, which reduces energy consumption of cloud datacenters.
The use of Internet-based smart devices is growing exponentially, and it is important
to adopt IoT based technology for secure, fast and reliable communication, which
delivers the sustainable cloud services. To improve the consistency of that knowledge
among all the cloud users, Semantic web ontology language exchanges the informa-
tion among smart devices, IoT devices etc. Cloud user can access the unstructured
data and retrieve the required information using textmining-based cloud applications.
Further, to improve the process ofmatchmaking and retrieval of data, applications are
designed to provide Semantic information services. Moreover, Fog computing-based
models such as driverless car and human security models are developed using IoT
devices. For example, people can use wearable devices to protect themselves from
any future accident, which improves the sustainability of IoT devices. To reduce
the carbon emissions and improve the communication in terms of sustainability,
Green-Software Defined Network (G-SDN) is designed, which improve the network
lifetime of IoT devices. ICT based application and IoT devices are used in an inte-
grated manner to design smart cities, which can control energy consumption and
provide a way for effective use of resources in an efficient manner. Other important
application domains of sustainable cloud computing are agriculture, education and
healthcare. Agriculture applications aid to manage agriculture data such as rainfall,
wind speed and temperature to improve the use of climate and land in an efficient
manner, which helps farmers to produce a profitable crop. Students and staff can
access available open education resources using education-based applications. Fur-
ther, wearable devices can be used to measure the health status of patients using IoT
based healthcare applications.

4.6 Resource Administration

Resource Administration consists of five main components [47, 48]: (1) load balanc-
ing, (2) admission control, (3) resource provisioning, (4) resource scheduling and
(5) resource monitoring. Load balancing is a process to effectively distribute the
workload over all the available resources to maintain the performance of a com-
puting system and load balancing can be autonomic or manual. Admission control
mechanism is used to ensure that sufficient resources are available to provide failover
protection by reserving resources in advance. The process of identifying adequate
resources from resource pool based on application requirement is called Resource
provisioning [8], whereas mapping of provisioned resources through resource pro-
visioning for application execution [10] is called resource scheduling. The main aim
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of effective resource management is to schedule the provisioned cloud resources for
execution of an application, so that application can execute with maximum resource
utilization [11].Resourcemonitoring is a process tomeasure the value ofQoS param-
eters during workload execution.

4.7 Coordination

Coordination is a process through which different applications can communicate to
achieve a common goal [1, 41, 42] and three components of coordination are: (1)
mechanism, (2) decision and (3) intercommunication protocol. In the cloud, there
are two types ofmechanism: market-based and group-based. Inmarket-based mech-
anism, the concept of Service Level Agreement (SLA) based negotiation is used to
deliver the resources to different applications. In group-based mechanism, resources
are sharedwithin the groups formed based on the sameQoS requirements of an appli-
cation. Literature reported that there are two different types of decisions: independent
and mutual. Resource scheduler schedules the resources independently for workload
execution in the independent decisions scheme without focusing on resource utiliza-
tion. The concept of mutual coordination is used in the mutual decisions scheme, to
make the coordination between high-level and low-level scheduler for execution of
all the tasks of user application. The components of an application are interacting
with each other using two types of intercommunication protocol: one to many and
one to one. Based on negotiated SLA, one consumer is getting with one provider in
one to one protocol, while one cloud provider offers service to more than one user
in one to many intercommunication protocol.

4.8 Application Model

There are three types of application models as identified from literature [47, 48]:
(1) real-time processing, (2) batch processing and (3) parallel processing. Real-time
processing is a processing of data which requires continuous input, process and out-
put of data and it processes data in a short span of time. For example: processing of
data at radar systems and bank ATMs. There are two types of real-time processing:
(1) stream processing and (2) interactive processing. Stream processing is a process-
ing of small-sized data (in Kilobytes) generated continuously by thousands of data
sources (geospatial services, social networks,mobile orweb applications etc.), which
typically send data records simultaneously. In interactiveprocessing, the workloads
can be executed anytime but its execution of a workload must be finished before their
desired deadline. Batchprocessing is a type of data processing (large batches of data)
which is needed to run all time i.e. 24×7 like Internet services, delay torrent etc. to
execute user workloads.
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There are seven types of batch processing: (1) bag of tasks, (2) HPC jobs, (3) HTC
jobs, (4) scientificworkloads, (5) parameter sweep tasks, (6)map-reduce tasks and (7)
graph processing. Bag-of -tasks refers to the jobs that are parallel among which there
are no dependencies, for example: video coding and encoding. High-Performance
Computing (HPC) jobs in which single computer is used to solve large problems
in business, engineering or science such as advanced application programs, which
need to be executed efficiently, reliably and quickly. High-Throughput Computing
(HTC) jobs in which large number of computing resources are running to finish the
execution of a computational task. In scientific workloads, real workload activities
can be simulated like weather prediction, flight control system etc. which requires
high processing capacity to process it. Parameter sweep tasks are identical in their
nature and differ only by the specific parameters used to execute them.Map-reduce
tasks split the input data-set into independent chunks and parallel way of execution,
which is used to execute the mapped tasks. Further, the outputs of the maps are sorted
and used as an input to the reduce tasks. Graph processing involves the process
of analyzing, storing and processing graphs to produce effective outputs. Parallel
processing is an operation in which job is divided into small independent parts and
execute all simultaneously on different processing nodes to improve the speed of an
application. There are three types of parallel processing: (1) bit-level, (2) instruction
level and (3) task parallelism. Bit-level parallel processing divides the job into the
number of bits for execution, while instruction level parallel processing executed
different instructions of a specific job. In task parallelism, a large task is divided into
little tasks and execute them parallelly.

5 Gap Analysis and Future Research Directions

Researchers have done a large amount of research work in the area of application
management for sustainable cloud computing but there are some research issues still
pending to address. Following are research gaps as identified from the literature [2–7,
37–49] as discussed in Sect. 3.

5.1 Application Modeling

The future cloud applications should be developed with three-tiered architectures,
which has three different layers: (i) database, (ii) application processing and (iii) user
interface. To improve the reliability, simplicity and performance of an application, the
functionality of every tiermust be independent to execute at heterogeneous resources.
The components of applications should follow loosely coupled design to decrease
dependency among them, so that application can be migrated from one CDC to
anotherwithout degrading its efficiency of their execution. Furthermore, data security
should be provided to protect a data of e-commerce applications from unauthorized
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users. The future application of cloud computing can be smart home, smart city,
smart dust, smart lipstick etc.

5.2 Resource Management

Resource management is the organized method of scheduling of available resources
to the required customer’s workloads over the Internet. Applications should be exe-
cuted by allocating virtual resources in optimized manner and workload should be
executed with minimum cost and time. Effective resource management in the virtual
environment can improve resource utilization and user satisfaction. There is a prob-
lem of under-provisioning and over-provisioning of resources in existing resource
allocation techniques. To overcome this problem, aQoS-aware resourcemanagement
technique is required for efficient execution of cloud applications.

5.3 Energy Efficiency

To provide a reliable cloud service, it is required to identify that how the occurrences
of failures affect the energy efficiency of cloud computing system. Moreover, it is
necessary to save the checkpoints with the minimum overhead after predicting an
occurrence of the failure. Therefore, workloads or VMs can be migrated to more
reliable servers, which can save the energy consumption and time. Further, consol-
idation of multiple independent instances (web service or email) of an application
can improve the energy efficiency, which improves the sustainability and availability
of cloud service.

5.4 Reliability and Fault Tolerance

The prominent cloud providers such as Google, Facebook, Amazon and Microsoft
are providing highly available cloud computing services using thousands of servers,
which consists of multiple resources such as processors, network cards, storage
devices and disk drives. With the growing adoption of cloud, CDCs are rapidly
expanding their sizes and increasing the complexity of the systems, which increases
the resource failures. The failure can be SLA violation, data corruption and loss
and premature termination of an application’s execution, which can degrade the
performance of cloud service and affect the business. For next-generation clouds
to be reliable, there is a need to identify the failures (hardware, service, software
or resource), their causes and manages them to improve their reliability. To solve
this problem, a model and system is required that introduces replication of services
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and their coordination to enable reliable delivery of cloud services in a cost-efficient
manner for an execution of cloud application.

5.5 Security and Privacy

Real cloud failure traces can be used to perform the empirical or statistical analysis
about failures to test the performance in terms of the security of the system. Security
during migration of virtual machines from one CDC to another is also a significant
issue because a state of a VM can be hijacked during its migration. To solve this
problem, there is a need for encrypted data transfer to stop user account hijacking,
which can provide a secure communication between user and provider. To improve
the sustainability and reliability of cloud service to next level, homomorphic encryp-
tion methods can be used to provide security against malicious attacks like denial
of service, password crack, data leakage, DNS spoofing and eavesdropping. Further,
it is required to understand and address the causes of security threats such as VM
level attacks, authentication and authorization and network-attack surface for effi-
cient detection and prevention from cyber-attacks.Moreover, data leakage prevention
applications can be used to secure data, which also improves the sustainability and
reliability of cloud-based applications.

5.6 Scalability

The unplanned downtime can violate the SLA and affects the business of cloud
providers. To solve this problem, a cloud computing system should incorporate
dynamic scalability to fulfill the changing demand of user applications without the
violation of SLA, which helps to improve the sustainability of cloud services during
peak load.

5.7 Latency

Virtualization overhead and resource contention are twomain problems in computing
systems, which increases the response time. A reliability-aware computing system
can minimize the problems for real-time applications such as video broadcast and
video conference, which can reduce latency while transferring data to improve the
sustainability of computing systems.
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5.8 Data Management

Computing systems are also facing a challenge of data synchronization because data
is stored geographically, which overloads the cloud service. To solve this problem,
rapid elasticity can be used to find the overloaded cloud service and it adds new
instances to handle the execution of current applications. Further, there is a need for
an efficient data backup to recover the data in case of server downtime.

5.9 Auditing

To maintain health stability of the cloud service, there is a need for periodic auditing
by third parties, which can improve the sustainability, reliability and protection of
computing system for future cloud-based applications.

5.10 New Technological Developments

Cloud computing paradigm utilizes the Internet to provide on-demand services to
cloud users and emerged as a backbone of a modern economy. Recent technological
developments such as the Internet ofThings, fog computing, software-defined clouds,
big data and smart city are creating new research areas for cloud computing. There is
needof the re-evaluationof existing applicationmodels of cloud computing to address
research issues such as energy efficiency, sustainability, privacy and reliability.

5.10.1 IoT and Big Data for Smart Cities

The emerging big data and Internet of Things (IoT) applications such as smart cities,
healthcare services etc. are increasing, which needs fast data processing to improve
the sustainability of computing systems. However, these applications are facing large
delay and response time because computing systems need to transfer data to the cloud
and then cloud to an application, which affect its performance. Fog computing is a
solution to reduce the latency, in which cloud is extended to the edge of the network.
IoT environment using fog-assisted cloud computing for processing of data to make
smarter decisions in a permitted time period. The data collected from different IoT
devices have a large variety and volume (also known as Big Data), which also needs
fog serverswith high processing power.As a result of regular capturing and collection
of datasets, they grow with the velocity of 250 MB/min or more. The continuous
exchange of data in IoT environments is using for efficient decision making and
real-time analytics for smart cities.
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5.10.2 Software Defined Clouds

Software Defined Network (SDN) based software defined clouds can be used to
provide secure communication during the execution of a user applications. Transport
Layer Security (TLS)/Secure Sockets Layer (SSL) encryption techniques can also
be used to provide secure communications between the controller(s) and OpenFlow
switches, the configuration is very complex, andmanyvendors do not provide support
of TLS in their OpenFlow switches by default. SDN security is critical since threats
can degrade the availability, performance and sustainability of the network.

5.10.3 Fog Computing

The Fog computing paradigm offers a virtualized intermediate layer to provide data,
computation, storage, and networking services between cloud datacenters and end
users. The megatrend of Internet of Things (IoT) based real-time applications such
as health monitoring, disaster management and traffic management requires lesser
response time and latency to process user tasks. Therefore, fog computing is a solu-
tion to improve performance, in which cloud is extended to the edge of the network.
Further, following open issues and challenges are required to be addressed to real-
ize the full potential of fog-based application management for sustainable cloud
computing.

• Trade-off between Security and Reliability: It is very difficult to incorporate secu-
rity protocols in fog computing due to its distributed environment. One of the
main security issues is calling authentication at different levels of fog devices.
Trusted execution environment and Public-Key Infrastructure based on authenti-
cation solutions can provide a security to fog computing. To reduce authentication
cost, rogue devices can be detected using measurement-based methods. Reliabil-
ity is one of the main issues since fog computing is comprises of large number
of geographically distributed devices. Reliability protocols for sensor networks
can be used in case of failure of a cloud application, service platform, network
and individual sensors. Reading of sensors can be affected by noise; concept of
redundancy can be used to solve the problem of information accuracy.

• Trade-off between Resource Utilization and QoS: Fog devices have additional
compute and storage power, but it is not possible for these devices to provide the
resource capacity of cloud. Therefore, efficient resource management technique is
required to process the application requests in a timely manner. To solve this prob-
lem, resource usage of user application should be predicted accurately in advance
which can utilize resources efficiently. Moreover, existing resource management
techniques in fog computing considers execution time only. In addition; required
technique needs to consider the basic features of cloud computing in order to opti-
mize the important QoS parameters such as execution time, energy consumption
and network usage.
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• Trade-off between Latency and Power Consumption: Fog environment consist of
large number of fog devices in a distributed manner and computation may be
consuming more energy than centralized cloud environment, hence it is an impor-
tant research issue. Existing research reported that fog devices are more capable
to reduce latency as compared to cloud by experiencing a little larger energy
consumption during the execution of cloud-based applications. In fog computing
system, trade-off between delay and power consumption is an open research area.

6 Summary and Conclusions

In this chapter, the survey of recent developments in application management for
sustainable cloud computing has been presented. We identified the focus of study of
existing techniques and proposed open research challenges. Based on the identified
important open issues and focus of study, a taxonomy of application management for
sustainable cloud computing has also been presented. Our taxonomy categorizes and
investigates the existing researchworks based on their techniques towards addressing
the research challenges. Moreover, we proposed some promising research directions
based on the analysis, that can be pursued in the future.
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Auction Based Scheme for Resource
Allotment in Cloud Computing

R. Bhan, A. Singh, R. Pamula and P. Faruki

Abstract In cloud computing resource allotment is one of the most demanding
areas. Resources are attempt through fixed price model by the cloud provider and
users, which is not much efficient and justified scenario. The optimal processing cost
for each task by using resource bidding procedures which consider the impact of
cost on long-term trade. Most of the existing resource allocation techniques focus
on static task based allocation. The dynamic resource bidding price model based on
auction is efficient and achieves optimal cost computation. The proposed dynamic
model namely Double Auction Procurement Game for Resource Allocation (DAP-
GRA) uses winner determination scheme for cost computation to achieve optimal
resource allocation for tasks. The technique takes into account requirements of both
users and Cloud Service Providers (CSPs) and calculates the final cost, based on
the trade information. Results show that proposed schemes/mechanisms outperform
other existing schemes/mechanism.
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1 Introduction

Cloud computing help us to solve the purpose of sharing resources, information,
and software via the internet. Cloud computing and grid have several similarities in
relations of characteristics and tasks. Together these models are used to improve the
utilization of resources available thereby reduce the total cost. Cloud computing has
various types of resources having different cost with respect to the service provider.
The growth in the scope and several cloud users ask for healthy and effective cost
models for mid and large size cloud vendors focused on market share. These days
majority of pricing strategies for cloud resources are sort of usage based pricing, in
which customers pay a static per-unit price to access cloud resources. The pricing
strategy to select cloud is difficult due to a large number of user’s requirement and
heterogeneous demand.

Auctions are generally referring products having low standard price rates, at a
specific time their rate disturbs demand and supply. To resolve resource acquirement
situation auction is a great tool. Everywhere in the global there exists infinite variety
of virtual auction techniques. The case of auction model have mutual platformwhere
user and provider act individually and freely. This work classifies them in two ways:
the list of commodities and the list of participants such as venders and customers.
The former indicates how several ranges of commodities like service etc. stay traded
in an auction having similar time. The final indication which side competition occurs
for the applicants.

Resources are available to cloud service providers and the user can only get those
resources through bidding. The user can bid for resources because there are many
service providers. Service providers are pricing the resources as per there term and
conditions to gain more profit from the users. Therefore, there is a need to implement
various pricing models to the cloud users.

The last section depicted the comparative study of fixed price model and dynamic
pricing model using proposed algorithm. Twenty-five participants took place for
biding and only four customers are capable to get resources form each supplier.
Fixed pricing model fail to serve any customer by last supplier but dynamic pricing
model perform better to reduce the total cost of resources for all customers served
by every supplier. At last result show the bidding process for each type of resources
where dynamic pricing model able to earn more revenue than fixed pricing model.

2 Related Work

The complexity of cloud computing is more complex as compared to grid computing
proposed by Samimi et al. [1]. In a cloud environment, providers deal with services,
whereas customers accept resources that track their tasks on the criteria of QoS
and pricing requests. Due to uncertainty of the resource allocation in heterogeneous
cloud computing paradigm. Marcos et al. [2] and Rodrigo et al. [3] proposed the



Auction Based Scheme for Resource Allotment in Cloud Computing 121

resource allocation in optimal way is also a challenging task. Numerous researcher
discovered that combine both model to allocate resource to find better solutions for
market mechanism and economic models [4–9].

In heterogeneous cloud, resource allocated in system centric and user centric
way. The performance of the system is optimized in such a way overall throughput
which is the traditional way to find resources allocation in system centric method.
The user centric method, focus on providing higher limit utilization for users based
on QoS needs. There are two techniques for resource allocation in the economic
model between various competing entities. One way of resource allocation is pricing
and non-pricing on the basis of the economy model. The technique based market
is a favorable method to bargain with difficulty while filling budget constraint. In
recent time an explicitly combinatorial auction based scheme is evolved that have the
ability to optimize allotment package of multiple commodities proposed by Zaman
and Grosu [10].

Zhao et al. [11] suggested a cloud storage systems (e-commerce) based on auctions
for resource pooling. Based on vender’s requests, customer (truthfulness) usages a
minimal cost task to control the shared instruction and reduce the expense cost of
the resource sharing.

Wu et al. [12] presented self-organizer cloud for resource allotment using the auto-
matic and scalable technique. The scheme support resource effectiveness between
customer and vendor. Assumed customer bids planner for resource chooses on the
basis of maximum price purchase and determines trader’s resource with minimum
cost to deliver the customer.

Khethavath et al. [13] presented distributed cloud architecture using effective
resource discovery and ideal resource allotment. Praveen et al. [14] suggested in a
distributed cloud based on game theory method to resource provisioning. Based on
vendor’s requests, customer estimates the corresponding service (resource) values.
The vendor request for highest purchase resource service is chosen a winner then
eligible for incentive cost.

Chard et al. [15] proposed Social Cloud (storage service) based on posted price
in social networks. Based on archives vendor along with post price offer the vendor
chose a customer based on SLA for the cloud application. The payment by customer
take place through the bank to the vendor. The payment take place through bank
between customer and vender.

Chard et al. [16] presented Social Cloud (storage service) based on reverse vickrey
auction for resource sharing in the social cloud. Based onVendors request the auction
administrator chose customerwithminimumcost as thewinner. The expense engaged
with payment procedure rules of reverse vickrey auction.

Khan [17] suggested resource sharing services (task) based framework for devel-
oping a market to share resources in the social cloud like a web portal. The broker
calculates the score utility for the customer. The winner are choose and selected
on the basis of vendor with top score utility. The expense involved with the cost
procedure rules of reverse vickrey auction.
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2.1 A Taxonomy of Market Technical Aspects

First, let us categories certain classic market techniques mention by Buyya’s taxon-
omy [18].

i. Posted Price

Commodity market internal shows the vender present special discount such as dis-
counted products or fascinate customers with free gifts. The price posted suggestion
model permit suppliers promote in an open way such an offerings are unequal along
with particular conditions. In everyday life this type of shared commodity bazaar
prototype is an extension.

ii. Commodity Bazaar

The phrase bazaar possible commodity marketplace, where the vender’s group cost
for products and customers pay the price for it. An example farmer selling potatoes
at Rs. 5 in a commodity bazaar for 1 kg; purchase 2 kg of these potatoes have to pay
Rs. 10 in commodity market. The cost stated by the vender and change over period
of time or not changing i.e. flat cost based on the stability of stock and supply. The
sum in general proportion toward the amount of products. The commodity market
prototype to a great extends direct and widespread; hence it viewed as start point to
calculate the resource market home.

iii. Bargaining (Nash Bargaining)

In various countries cost of products are not displayed at all as an alternative, shop-
keeper and customer negotiate for cost with mutual agreement. Generally, vender
begin with higher cost and customer with lower price. The trading fails after agree-
ing on fixed final payment. The negotiating process is upsetting when it comes to
practical, when vender has to limit the problematic cost based on stock and supply.

iv. Proportional Allotment

In some cases where demand goes beyond supply. The answer is to reduce quantity
of allotment and increase the cost price. The resources are shared in proportion at
a given cost to the customers. For illustration, the vender has 100 kg of pulses and
customer A payment Rs. 60 and customer B payment Rs. 40. After payment the
vender gives customer A 70 kg and buyer B 30 kg of pulses. It looked as a change
in commodity bazaar, where vender provide cost control and customers get together
to distribute the resource in a sensible way.

v. Tendering

Public achievement by a government office is envisioned, for instance construction
of a bridge. The detail of the essential product is state by government first. The
enterprises then inspect and take decision regarding the bid or disregard it. The
government gathers the bids, generally selects the low cost appropriate one and
tender is given to the chosen enterprise have low cost. The enterprise received whole
price after completion of work. This process is known as tendering and focus is to
give agreeable cost for quality product and service.
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Table 1 Market features technical aspects

Vender:Customer Price leader

Posted price 1:N Vender

Commodity bazaar 1:N Vender

Bargaining 1:1 both

Proportional allotment 1:N Customer

Tendering N:1 Customer

Auction Vary Auctioneer

Table 2 Type of Auction

Commodities #Venders:#Customers

M:1or 1:N M:N

One Single-sided auctions Double-sided auctions

Many Combinatorial

vi. Auction

A situation where many customers approach for one product that is not shareable.
The solution modify the cost so that single customer needs to give that cost. The
auction prototype fits in similar conditions to change the cost by challenge biddings
between the customers. The process tender viewed alternative sort of auctions where
the competition is among the venders. There are various auction sorting techniques
considered in the next part. The auction prototype is a complex approach for choosing
the cost in conditions of equality and optimality as a result, it is the most favorable
technique to design a calculating resources market.

The upper mention market technical aspects are outline in Table 1.

2.2 Auction Theory

The market system is a sort of auction where cost negotiation is not at all prede-
termined neither attained, but is described by the execution of economic bidding.
Normally, procedure is an auction permitting brokers to specify their concern either
on one or many resources by using these suggestions to describe equally an allotment
of resources and pay to brokers in group [19].

Auction permits many customers to bargain with one vendor via offering broker
bids or alternative way. The broker groups the procedure of the auction and act as
a judge. Negotiation carries on up to the time for achieving a single definite cost.
Thus, auction corrects demand and supply created on the economic cost bid between
venders and customers. The auction is often based on two approaches, summarizes
in Table 2 namely single side auctions and double side actions.
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2.2.1 Single-Sided Auctions

i. Dutch Auction

The cost importance goes low from highest to lowest in the Dutch auctions. The
method is (1) broker states a highest primary cost and begins a timepiece that point to
the reducing cost, (2) a customer pressing a key at a random time to end the timepiece,
and (3) auction ends straightaway. The first customer pushes a key becomes the
winner and must buy acquisition the commodity at that cost. For example flower
bazaar in the Amsterdam is proper to limit the winner slowly possible.

ii. English Auction

The readermaybe envisionEnglish auctionunbiasedusing termauction since auction
is broadly applied at the same time in traditional stocks and auctions at present
time based on internet. There is one vender and the race happens between multiple
customers in theEnglish auctions. The technique is (1) the broker initial states the first
cost of the commodity, (2) then customer increase cost by bidding (3) at last bidding
process stopped when no additional bid by broker or reach specified fix period.
The last bidder with the maximum cost suits the winner and needs to purchase the
commodity at that cost.

iii. Japanese Auction

The cost rises by broker not buy customer in the Japanese auctions. Themethod is (1)
the broker groups the first cost and begins to increase it at the time, (2) in every time a
customer must state whether state they continue auction or not (3) auction completes
when single customer left. The remained end customer turn into the winner and need
to acquisition the commodity near to close cost. The customer left behind cannot
come back to the same auction.

iv. Sealed Bid Auctions

Thebid is kept secret fromdifferent customers. Thebiddings are not open to the public
in sealed tender bargains inverse of auctions that are discussed above in three ways.
The process is (1) customers present their “sealed” biddings straight to the broker,
(2) these biddings are related with a broker, and (3) customer with the maximum bid
turns out to be the winner and has to acquisition the commodity. The cost at which
the winner acquisition the commodity is decided independently in many directions:
(a) first cost bargains the winner’s unpaid like personal offer, (b) next cost bargains
the winner’s unpaid like the another maximum offer and (c) kth cost bargains the
winner’s unpaid like kth maximum offer.

Cost bargaining also possible in English auction with grouping like Yahoo sell-
off on internet. (1) where customer states his booking cost to a delegate broker, (2)
delegate broker then saves bidding above the earlier maximum bid until the book-
ing cost is touched, and (3) auction ends at established time frame. The maximum
competitor turn out winner plus cost pays just for one entity above the next topmost
applicant. The observe sort of auction are grouped in English auctions and next for
sealed applicant auction.
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v. Reverse Auctions

The above discussed four parts has different circumstances having one vender and
various customers. The alternative one has studied: auctions with several venders and
one customer. This type of family auctions is known as reverse auctions. An instance,
Public finding having single customer such as local administration office and many
venders like construction firms challenging each other to deliver the lowest cost for
a commodity like bridge. The conversation on the non-reverse auctions is functional
to the reverse bargain by opposing the costs and exchange the expression vender in
lieu of customer, maximum in lieu of minimum and etc., lacking cost overview. So
less unit’s debate resolve no reverse bargain anymore.

2.2.2 Double-Sided Auctions

There are numerous customers and multiple venders in same period for one type
of commodities. This determining is known as double-sided auctions. A classic
instance stock bazaar, where several people are sharing resources to purchase or sell
an enterprise’s stock. Remark that double-sided bargain challenge in two ways for
rivalry come at same time frame: one is customers and other is venders. The internet
auctions are different in this case alike Yahoo bargains where vendors indirectly
compete with another.

The two ways auctions method represented in double sided bargains: the contin-
uous double auction (CDA) and the periodic double auction (PDA, recognized as
stock clearing sell-off). An applicant place orders individually the CDA and the PDA
at any time and several times as needed. All demand comprises a cost (buy aimed at
maximum or vend aimed at minimum) and a quantity (buy aimed positive or vend
aimed negative). The broker registers the arriving orders on the stock record.

The CDA and PDA have variance among when the trading happens in the same
period. The demand arises fast in CDA, the broker tries to equalizer it versus the
orders placed on the demand book. For instance, received order for 10 items buy
are same versus accurate end demand for 4 items and additional vend demand for 6
items, as extended as the buying cost go beyond the vending cost. In circumstances
of the partial equalizer, the unsold items are placed on the stock record.

The PDA assessment, the broker is unable to counter balance the order within
period of time; vice versa simply place on the stock record. So, at certain predefined
period of time, efforts counter balance the orders approximately likely. The Itayose1
procedure frequently utilized for the counter balance, via which ordered are ranked
with supportive cost and meet quantity demand decision facts.
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2.2.3 Combinatorial Auctions

It is the generic procedure of bargain,whichpermit sun like categories product to trade
in the same time, not like the single side bargains debated in upper parts. Over all it
is important for the brokers (customers and/or venders) whose assessments count on
the group of commodities they cover, rather than the commodity itself. For instance,
while using a computing machine, necessity to secure not the single computing
machine but also its operating system that are linked to internet. Combinatorial
auctions requirement in real global, consist of the bargains for, energy, shipping
routes, corporate finding and radio range [19].

In easy way, study group brokers N � {1, . . . ,} and group commodities
S � {1, . . . ,m}. Allow ν � (ν1, . . . , vn) signify the valuation purposes of the dis-
similar brokers, where valuation for every i ∈ N , νi : 2S → R. There is a hypothesis
that there are no expansion. In distinction from others, it is declared that a broker’s
valuation be determined by only on the group of commodities wins; particularly, do
not recognize such a broker who always take care about other brokers allotments and
payments. The combinatorial auctions broker purposes estimate have non preserva-
tive. Non-preservative are of two kinds: substitutability and complementarities.

Substitutability signifies shared value of numerous commodities is lower in count
of their individual prices. For instance, suppose purchase a car having two option
one is Honda and other is Swift. Since unable to drive these car at same time for
individual is not possible, satisfying individual is lower than double as much as
consider one; vice versa, Limitation of two cars alternates with all other. Whenever
two commodities are exact alternates, assessment of their joint equals to the price
for any single, that circumstance these things are viewed as multiple objects having
one type of commodity.

Complementarities signifies shared value of several commodities is higher in
count of their individual prices. For instance, suppose commanded to travel check-in
(New Delhi) check-out (Bangalore) transit thru Bombay; requirement a fight ticket
for the individual andmerely not any of these else unable to complete task. A business
development is considerable when worth of corporation is produced not for all job
alone but with mutual result of the entire enterprise.

Combinatorial auctions have simple broker’s policy advantage. In situation with
no combinatorial bargain for instance, a broker request to organize a package of
various commodities in singly manner have threat of incompletion. So the broker
job is complex and risky.Using sameauctions in the arrange form, a broker necessities
to only express requirement for a package to the broker. Here no threat is yet finished
as the allotment is guaranteed in the direction win-or-lose.

Basically, broker complexity reduces from the combinatorial auction and an alter-
native shifting this one to the buyer. Practically, auctions are significant topic for
individual in current field of computer science and economics [19].
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3 Market-Based Resource Management Model

Numerous research schemes are motivated on swapping of market for cloud and
grid infrastructures. Between them, the maximum outstanding, which are associ-
ated with this work, are Mandi [20], Bellagio [21], SORMA [22], GridEcon [23],
Ocean Exchange [24], Tycoon [25], SCDA [26, 27], CatNet [28, 29], Nimrod\G
[30–32], DynamicVMprovisioning [33], CloudMarket [34], E commerce [11], Self-
Organizer Cloud [12–14], Social Cloud (Posted Price) [15], Social Cloud (Reverse
Vickrey Auction) [16] and Social Cloud (Web portal) [17] are describe in Table 3.
Several existing schemes (namely Bellagio [21] and Tycoon [25]) have limited pric-
ing and bargaining strategies. Auction allow only one kind of auction and retained
at a fixed period.

A further generic market structural design like CatNet, GridEcon, SORMA and
Ocean Exchange also provision individual one or two market prototypes like combi-
natorial auctions and mutual negotiation. In SORMA, bidding performed automat-
ically to share an auction or negotiation with its supplier that may see large delays
for customers who need resources on urgent basis. The GridEcon project proposes
research in a feasible business prototype for trading facilities in the open bazaar.
This model and Ocean Exchange allows only commodity market prototype, while
CatNetcon firms only the negotiating and contract prototypes.

In earlier work, the option of market model is defined by the market itself. In
Mandi system [20], the option of pricing and bargaining model is left to the customer
and suppliers. This is essential as the selection of the market prototype and pricing
(fixed, adjustable) alter from applicant to applicant depending on the usefulness
gained. Tycoon [25] by Lai et al. proposed resource allocation assign on market
based scheme built on proportional share, where resources are distributed in the
proportion to the sum of the cost of customer uses.

It goals to permit customers to distinguish the value of their tasks in a cluster
computing paradigm. Auction Share engaged by tycoon process to assign resources
immediately and reliably. The customers are user brokers, the venders are servers in
the cluster, the auctioneer is a procedure executing on the server, and the commodities
to utilities resources as CPU cycles. Remark that there are many free auctioneers on
each server. (1) The vender itself indexes there service site facility in trading process,
(2) the customers bid for the resource on a retailer side, (3) the retailer limits share of
the resource for the customers, and (4) the customers use the resource. The enterprise
cloud paradigm is not supportive for Tycoon’s strategy since its divide up single side
auction prototype reasons an exposure threat for the customers who need a group of
many resources.

Buyya et al. [30] proposed Nimrod/G a bargaining built grid scheduler expanded
from Nimrod [32] constructed on the uppermost of Globus Toolkit [33]. Its objective
to support researchers who run a limit package study on heterogeneous resources that
are gather in the limited time along with economic constraint. Its services a commod-
ity market prototype with the constraints of cost and time. The customer is end user
and vendor act as resource supplier. The market is Nimrod/G elements and resources
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Table 3 Market based resource management model
Name Auction

policy/Model
Centralized Pricing Customer/Vendor Type of market

and monitoring
Year

Mandi Commodity bazaar,
Single Side Auction,
Double Side Auction

Yes Static and
dynamic pricing
like spot cost

Discover,
newcomer or
offer in an
auction, buying
product in
bazaar

Flexible 2011

Bellagio Periodical and
Combinatorial

Yes K-pricing Bidding Job monitoring 2004

Sorma Combinatorial No K-pricing Bidding Job monitoring 2007

GridEcon Commodity bazaar,
Double side

Yes Static, k-pricing Bidding Job monitoring 2007

Ocean Exchange Tendering/Bargaining No Static Discover and
negotiation

Job monitoring 2003

Nimrod\G Commodity Market No – – Job monitoring 2002

Tycoon Proportional sharing No – – Job monitoring 2005

SCDA Double Side Yes K-pricing Bidding Job monitoring 2007

CatNet Bargaining No Static and
Dynamic

Bidding Job monitoring 2005

Dynamic VM
Provisioning

Combinatorial,
Double Side

Yes K-pricing Bidding Job monitoring 2013

Cloud Market Double Side Yes K-pricing Bidding Job monitoring 2014

e-commerce online reverse auction Yes Static Bidding Cloud Storage,
customer
Truthfulness

2015

Self-Organizer
Cloud

Double Auction Yes Static and
dynamic pricing
like spot cost

Bidding Resource
effectiveness
(Resources)

2016

distributed cloud
architecture

Reserve Auction,
kademlia protocol

Yes Static and
dynamic pricing
like spot cost

Discover and
negotiation

Resources as
CPU, memory,
bandwidth and
QoS (i.e., a
latency)

2013
2014

Social Cloud Posted Price Yes Static Bidding Storage Services 2010

Social Cloud Reverse Vickrey
Auction

Yes K-pricing Bidding Cloud Storage,
customer
truthfulness

2012

Social Network
(Web portal)

Multi attribute
Reverse Vickrey
Auction

Yes K-pricing Bidding Task Execution
Services,
customer
truthfulness

2014

used to gain more customers. (1) The customer needs scheduler using the parametric
engine to rearrange resource position which meets its cost and time limit, in trading
process (2) the scheduler bargain with the resource suppliers and chooses lowest cost
that satisfies bid, (3) customers message to particular task resource through sched-
uler. It is designed particularly for the parallel applications on the grid paradigm
for this reason not suitable for business organization in the cloud paradigm. Where
different applications are running in combination not using the same ones.
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4 Objective and Design of Proposed Algorithm

The goal of resource allocation technique is to investigate optimal processing cost of
each task that is achievable, using resource bidding. The following section presents
the details of architecture for resource allocation in cloud computing.

4.1 Architecture of Cloud

The proposed algorithm “Double Auction Procurement Game for Resource Alloca-
tion” (DAPGRA) in the cloud is depicted in Fig. 1. The issue of resource allocation
is resolved in the algorithm by using auction based resource allocation method and
using a dynamic pricing prototype for evaluating the resources. Procurement auc-
tion is recognized as a reverse auction in which function of broker and customer
is reversed. A customer requests for resources and supplier, typically bid designed
for providing facilities to customers. The auction win leader has to deliver services
to customers. The architecture contains several cloud resource providers and many
user’s resources to finish their task. The users submit their needs to the auctioneer.
There are many types of resources offered to cloud resource providers. The user
demands any quantity of resources from each particular sorts in categorize of a pack-
age. After receiving requests, the auctioneer sends messages to cloud providers and
begin bidding. The bid considered to be completed onlywhen sufficient resources are
provided to the bidder or overbooking. Overbooking signifies that the cloud provider
distinguishes the completion of the auction method, resources are allowed from any
other user who is presently using resources, else go for the present auction proce-
dure. Next bid providers, begin customersmapping and suppliers later calculating the
minimum bid and maximum resource demanding user. For minimum bid provider
have sufficient resources, assigned to the main customer. Else, check for the result
resource provision.

4.1.1 Entities of Algorithm

User: User entity defines about requirement of resources to fulfill their needs to
complete tasks. Then it goes to auctioneer or broker for increasing in value resource
demand where it mentions a number of resources essential for each kind, time of
resource necessity and its budget. The user informedwhen assigned specific resource
by cloud resource supplier. When needs are fulfilled, the user pays the total valuation
by the auctioneer.
Auctioneer or Broker: Auctioneer entity is the intermediate of entire auction
method. The liability is to assign specific resource provider to the user. The bro-
ker finalized the charge needed to be given by the client. The customer raises needs
and necessity to the broker by sending information for bidding to cloud resource
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Fig. 1 Architecture of cloud

suppliers. The complete auction procedure is organized and achieved by broker.
Auctioneer is answerable for checking auction winners based on the query.
Cloud Resource Provider: The entity discusses resources available to them. The
resources namely CPU, Memory, storage etc., are available with the cloud provider.
The supplier needs to trade these resources to earnmaximumprofits. They look up for
the user to supplier services. For the provider, take part in auction procedure when the
auctioneer directs messages. When the supplier has sufficient resources to take part
and bid for resources. Once wins the auction bid, offer services to other customers
and earn gains. The provider participates in several auction processes allowing to
obtainable resources without any limit. The only circumstance when commitment is
done then they have to provide services. Figure 2 depicts the relationship between
different participants of the algorithm.

4.1.2 DAPGRA Parameters

• Let there be a N number of users and n represents a user number, N �
{1, 2, 3, . . . , n}.

• Consider the M number of Cloud resource providers and m represents a cloud
resource provider number. M � {1, 2, 3, . . . ,m}.

• Total number of resource types are K and K � {1, 2, 3, . . . , k}.
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• Each user asks for the different amount of each resource type. Every cloud provider
has also different amount of each resource type.

• The user requirement vector is represented as
• An � {a1n, a2n, a3n, . . . , atn, bn} where tn represents the time for which user
require resources on per hour basis and bn is the budget of the user.

• When cloud resource provider bid, it has to advertise resources available repre-
sented by vector Qm � {q1m, q2m, q3m, . . . , qkm} and price for each resource
type as Pm � {p1m, p2m, p3m, . . . , pkm}.

• Weight vector W of resources representing different weight for each resource are
represented as W � {w1, w2, . . . , k}.
Table 4 shows the complete list with various parameters used in the algorithm

model for calculating the auction winner and price calculation are described.

4.1.3 Winner Determination

The user request resources from auctioneer then go to cloud resource suppliers for
bidding. After receiving bids from the supplier, auctioneer calculates winners of the
auction. Auctioneer start calculating the total weight of resources requested by the
user which are denoted by Xbt as described in Eq. 1.

Xbti �
n∑

k�1

(aiwi ) (1)

Then calculate per resource bid value of user as given by Eq. 2.
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Table 4 Parameters of
algorithm

Parameter Description

N Count of users

n User count at current

M Count of Cloud Resource Suppliers

m Provider Number

K Total number of different resources

A User requirement vector

Q Quantities available with provider vector

P Provider bid price vector

t Time for which user requires resources

b Budget of the user

Xb Per resource bid value of user

Xbt Time multiplied by per resource bid value

u Total bid of provider

Mb Per resource bid value of provider

W Weighted vector of resources

w Weight of each resource

wt Weighted total of resources

Up Price paid by user

Pw Price by ultimate winner provider

Pd Price by defaulter provider

Xbn � bn
Xbt

(2)

Next per resource bid value are multiplied by the time for which users require
resources as to give more preference to users who require resources for a long time
which ultimately generate a profit for the provider as explained in Eq. 3.

Xbtn � Xbn × tn (3)

The users who require resources for more time that get higher value and the list is
sorted in descending direction signifies that a userwith greater bid density is allocated
in priority. Maximum value user comes in first place. In the similar fashion, provider
per resource bid density is calculated and then the list are sorted in ascending order
using Eq. 4.

Mbm �
∑k

i�1 (pi )

K
(4)

In the sorted list, cloud supplier start with the lowest bidder in the auction. If
enough resources for the first user, the mapping is done by the first user and the
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corresponding cloud supplier. Otherwise, check for the next cloud supplier. Iterate
through all suppliers until user’s needs are satisfied. The same process is followed
for all users. The pay price of the user is described in the next section.

4.1.4 Price Calculation

The user is mapped to the supplier. Then users have to pay prices, which is calculated
in Eq. 5.

Upn �
⎛

⎝ bi(∑k
i�1 (ai×tn)

) + Mbm

⎞

⎠ × tn ×
k∑

i�1

ai (5)

The total price calculates by the auctioneer are communicated to the user which
have to pay at the end of completion of tasks to the individual supplier.

4.1.5 Execution Steps

I. The section explain the task execution steps for the cloud provider is as fol-
lows:

II. All cloud providers initially register themselves with the broker or auctioneer
so that in the near future they send bid in the auction.

III. Users at a given point of time send their requirements to the auctioneer. In the
requirement message, they recollect their budget and time for which require
resources.

IV. The auctioneer collect the list of all the user’s requirements and send the
messages to all registered providers for bidding.

V. Auctioneer activate the timer. Providers who bid within the time limit are
considered for the current auction process.

VI. Cloud provider after receiving amessage from auctioneer check his resources.
If resources available or overbooking, would bid for each type of resource and
recollect the quantity of resources available.

VII. Auctioneer after completing the time, stop the bidding process. Later on, if
any provider bids, are not considered for the auction process.

VIII. Auctioneer start calculating process. Initially, calculate the total weight of
requirements of eachuser according toEq. 1. Then it finds per resource bidding
value as mentioned in Eq. 2.

IX. The preference is given to users who require resources for a longer duration,
above calculated value are multiplied by the time for which resources are
required using Eq. 3.

X. The sorted user’s list prepared are in decreasing order. The way users require
resources for longer durations are placed in the starting.
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XI. The similar approach, using Eq. 4, per resource value are calculated for cloud
providers.

XII. The list is sorted in increasing numbers as a provider with minimum bidding
come at the starting position.

XIII. Mapping of users and cloud providers are done and is calculated using Eq. 5.
If the first cloud provider has enough available resources, the user is mapped
otherwise check for next provider. After satisfying the needs of one user if left
with enough resources, is compete for next user resource otherwise removed
from the list.

XIV. All user’s needs are satisfied. The provider initiates virtual machine to fulfill
a user’s need.

XV. When all the needs of users are satisfied, the auction process is closed. The
sequence order of the execution flow of the DAPGRA algorithm depicts pay
price.

4.2 Proposed Resource Allocation Algorithm

The Fig. 3 shows the proposed Algorithm of each resource provided for bidding at
given time.

Input: Registered Provider_List
Output: Auction winners and price matrix
Above algorithm is also described with the help of flow chart in Appendix 1.

4.3 Simulation Parameters

The proposed auction based resource allotment algorithm implemented in the
CloudSim toolkit by impending the framework. Initially auction procedure requests
for the number of customer applicants and cloud suppliers participants in the auction.
Assume four sorts of VM (VM1, VM2, VM3, and VM4) namely small, medium,
large, and huge are created to provide resources to the users. The parameters of dif-
ferent VM were initialized accordingly so user requests resources in package form.
The range of resources has also been specified and based on these VM parameters
are set up.

Four specifications are measured namely, processor speed, storage, memory size,
and bandwidth. The assortment of memory size is (256, 512, 1024, 2048) MB,
storage (2000, 40000) MB, bandwidth (150, 1500) b/s and processor sort is (320,
1200). Creation of VM and scenario of twenty-five participant’s resources from the
auctioneer and cloud suppliers are ten at present the auction signifies they bid for
the current auction process. All market-based resource allocation model, enclosed
a resource attribute, type, and quantity. In the scenario, VMs are recognized to be
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Fig. 3 Proposed algorithm of auction process
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Table 5 List of parameters for broker

Parameters Descriptions

Broker Broker id

VM The features of demanded VMs

CPU The need of computer processor’s speed and power, which is measured in
millions of instructions per second (MIPS)

Memory The demand quantity of ram in MB

Storage The requirement quantity of storage in MB

BW The need number of bandwidth in bits per second

Quantity The number of requested VMs

Bid The amount of money that a customer pay for the requested items in
Cost/MI

Time The interval that a customer occupies the resources

Table 6 List of parameters for cloud providers

Parameters Descriptions

Cloud provider Cloud provider id

VM The features of the current VM

CPU The presented computer processor’s speed and power, which is measured
in millions of instructions per second (MIPS)

Memory The presented quantity of ram in megabytes (MBs)

Storage The presented quantity of storage in MBs

BW The presented quantity of bandwidth in bits per second

Quantity The count of presented VMs

Bid The amount of money that a customer sell for presented items in Cost/MI

a resource type, and the VM features are study as the aspects, which cover the
following:

1. Computer processor’s quickness and power, which is roughly measured in Mil-
lions of Instructions Per Second (MIPS).

2. Memory that signified the total of ram in Mega Bytes (MBs).
3. Storage that represented the volume of storage in Mega Bytes (MBs).
4. Bandwidth that signified the quantity of bandwidth in Bits per Second (B/S).

The lists of limitations for brokers and cloud suppliers are shown in Table 5 and
Table 6 respectively. The used attribute’s ranges according to the ranges.

The range of processor quickness are recognize to be (250, 1200) MIPS, the
memory range (256, 512, 1024, 2048) MB, the storage volume limits (2000, 40000)
MB, the bandwidth in among (150, 1500) B/S, the bid limits Rs (0.014–0.1023)
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Fig. 4 Comparison of price
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cost/MI (bids were offered in the units of cost per Million of Instructions), and the
time interval (5, 60) min. Four sorts of VMs were measured in the model, but the
count rise without limit. Further, the machine is scalable because the count of brokers
and cloud suppliers are improved without limit.

5 Result and Discussion

The scenario for a resource allotment, a supplier had twenty-five participants. Sup-
plier one is capable to meet allocates resources among four customers. Likewise,
others are able to meet allocate resources among various providers, but the last sup-
plier has failed in the auction to serve any customerwith allocated resources. It occurs
because of very high bidding importance or less number of resources obtainable. The
present auction method is successful because it has been capable to satisfy user’s
needs.

The price for several scenarios is calculated by using both fixed price model and
dynamic pricing model using the designed algorithm. The results are depicted in
Fig. 4. The graph shows that as compared to fixed price model, in most of the cases
dynamic model provides benefit by lowering the total resource cost for the users.
In a few cases, the results of the fixed price model are better. The graph shows that
dynamic pricing model is beneficial as it is cost saving for the user. Figure 5 depicts
the price bid by four providers for each resource type and the trade price which is the
price of actual selling of resources. Trade price is generally more than the bidding
value of the provider due to which they earn more revenue in the dynamic pricing
model.
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Fig. 5 Comparison of bid
price and trade price
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6 Conclusion

In cloud computing resource allotment is one of the most challenging areas. The
resources are shared at different costs which depend on the bidding of individual
customers and cloud service providers, which is not much efficient and justified
assumption. To resolve the resource allotment issue, auction based algorithms extend
benefits equally to the customer and cloud resource provider. The technique helps to
achieve the dynamic prizing prototype built on an economic framework. Proposed
auction based process has been observed that proficiently assigns usable resources
of the cloud supplier and fulfills the customer needs. The proposed auction based
algorithm executed using the CloudSim and price has been calculated dynamically.
The result indicate that proposed algorithm are valuable for cloud providers as they
make more profits and fulfills the customers for their optimal demands and resources
allotment. The further implementation of auction model based on dynamic resource
bidding is important to reduce computational cost and achieve efficient algorithms
for Resource Allotment in Cloud Computing.
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Appendix: Flow Chart of the Proposed Auction Algorithm
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M-Cloud Computing Based Agriculture
Management System

Vinay Kumar Jain, Shishir Kumar and Prabhat K. Mahanti

Abstract Modernization in agriculture sector is one of the major challenging prob-
lems in India. Currently, Indian farmers faced many problems in agriculture domain
such as lack of irrigation infrastructure, market infrastructure and transport infras-
tructure along the presence of a chain of middlemen through whom most agricul-
tural commodities must circulate before finally reaching consumers etc. One of the
possible solutions for improvement is by using mobile applications help in gather-
ing information from farmers such location-based information and environmental.
This chapter presents a framework to solve the problems in agriculture by using
Mobile based Cloud computing platform which makes smart farmers and increases
the productivity. This framework promotes a fast development of agricultural mod-
ernization, realize smart agriculture and effectively solve the problems concerning
agriculture, countryside, and farmers.

Keywords Cloud computing · Distributed system · Agriculture
Mobile computing · Bigdata

1 Introduction

Agriculture is an important sector in India with more than 70% of the Indian pop-
ulation living in rural areas and earns its live hood by agriculture and allied means
of income. The area faces significant difficulties of upgrading creation in a circum-
stance of decreasing regular assets essential for generation [1]. This sector will have
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characteristics like Spatiality, Complexity, Enormousness, Dynamics and number
of factors that affect production and quality and will be more as it is different for
each crop. The environment of Indian farmland is an extremely confused nature and
includes numerous sorts of elements from the environment to human, from environ-
ment to monetary, from topography to society and so on. The method for collecting
data usually incurs the substantial costs and technologies [2]. The growing demand
for agricultural products, however, also offers opportunities for producers to sustain
and improve their livelihoods. But due to the wide gap between what the technologist
gets in the experimental farm and what a farmer gets on his farm are different and it
creates a wide gap between the “best-practices” and the common run of farmers.

Data and correspondence innovations (ICT) assume a key part in tending to differ-
ent difficulties and elevating the jobs of the country agriculturists. It offers a chance
to present new exercises, new administrations, and applications into rustic regions
or to upgrade existing administrations.

The role of Information Technology (IT) to develop agricultural education,
research, and extension to improve the quality of life in the rural area is well estab-
lished in India. It can help an average Indian farmer to get relevant information
regarding agro-inputs, crop production technologies, agro-processing, market sup-
port, agro-finance and management of farm agri-business etc. [3]. Currently, Indian
farmers are looked with narrowing overall revenues expenses of numerous sources
of info like composts and fuel have expanded, while item costs have remained gen-
uinely steady or even dropped [4]. Expanded globalization and market deregulation
increment weights on numerous smallholder farmers in creating nations. So as to
utilize full impact of these worldwide changes, strategies of rural items, showcasing,
valuing, and exchange must be returned to them.

Mobile phone infiltration has been becoming quickly even in the remote rustic
regions. The phenomenal speed of selection of cell phone innovation has raised the
general assumptions about its potential commitments to spreading of imaginative
cultivating innovation. Mobiles based technology provides low-cost communication
system which can help in resolving farmer’s problems and provide a medium for
educating farmers.

Big data is expected to play significant roles in agriculture by utilizing M-cloud
computing arm. It will provide weather forecasting, real-time optimization, real-
time information resources for farmers, intelligent irrigation recommendations, price
monitoring, logistic management, decision making on inventories and budgets. With
the availability of modern ICT based technologies, we have an opportunity in agri-
culture to make more informed decisions based on the data.

Researchers have applied big data analytics to agricultural data and weather
records, revealing how climate variation impacts their crop yields.

Rapid developments in the Internet of Things (IOT), Big data technologies and
Cloud Computing are propelling the phenomenon called Smart Farming. Both Big
Data and Smart Farming are relatively new concepts, so it is expected that knowledge
about their applications and their implications for research and development is not
widely spread. This chapter provides brief reviews of new concepts and technologies
used in smart agriculture management system.
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2 Problem in Agriculture

Over the years, Indian rural farmers depend on home-grown practices or local knowl-
edge for improved farming system. These practices refer to skills and experience
gained through old tradition and practice overmany generations and notmuch helped
in improving agricultural yield. Themajor problemwhere ground level improvement
is needed is the emergence of new crops, detection of animal diseases, plant weeds,
pests, quality of fertilizers etc. The second problem was to avoid middlemen who
maintained a stronghold on the market scene. India rural farmers are much depended
on middleman (broker) because they provide essential resources like quick credit,
non-bureaucratic and quick payment for goods [5]. They stay basic for items that
require time, stockpiling, space and vitality contributions, for instance for items that
must be dried, put away, transported, handled and bundled before circulation. As a
rule, these wares are sold and purchased a few times, including an incentive at each
progression, before achieving the buyer. The innovation and back to play out these
capacities are for the most part past the span of low-pay agriculturists and are left to
agents who have the assets. Some other important problems are also faced by Indian
farmers are:

2.1 Linkage Problems

The lack of a close working relationship between national agricultural research and
extension organizations, and with various classes of farmers and homestead asso-
ciations, is a standout amongst the most troublesome institutional issues defying
services of farming in numerous creating countries. Linkage systems are utilized to
channel data amongst gatherings and to arrange required errands during the time
spent getting pertinent advances to agriculturists.

2.2 Weather Information

Weather and climate are the biggest risk factors which impacting farming per-
formance and management. Extreme weather and climate events such as floods,
droughts, or temperature impact on decline agricultural production. Factors, for
example, unreasonable precipitation and huge change in temperature add to the pow-
erlessness of individual homesteads, and on entire country groups [6].
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2.3 Transportation and Infrastructure

In urban areas, foundation and transportation are typically all around grew, yet not in
remote zones where poor framework and high expenses of transportation are obstruc-
tions for potential market contestants, prompting a less focused market condition.

2.4 Agriculture Marketing

The most common problems faced by small Indian farmers are the lack of market
information on prices and factors which influencing the market prices.

2.5 Credit Facilities

For credit facilities, Indian farmers have a tendency to depend on relatives,merchants,
and brokers. Scarcely any ranchers obtain from formal budgetary establishments
like banks and government societies but a large number of farmers lack due to their
illiteracy.

2.6 Storage of Food Grains

Storage of food grains is a big problem. Almost 10% of our gather goes squander
each year without legitimate storerooms [7].

3 Cloud Computing

Computing Processing is being changed to a model comprising of administrations
that are commoditized and conveyed in a way like customary utilities, for example,
water, power, gas, and communication. In such a model, clients get to administra-
tions in light of their prerequisites without respect to where the administrations are
facilitated or how they are conveyed. The term Cloud Computing is moderately new
however the idea driving the expression has been around for quite a while [5]. Such
Cloud applications as programming as-a-benefit, for instance, are not especially new
[6] and over-the-net applications have been accessible for a long time. “Hotmail” or
Web hosting sites are well-known Cloud Computing applications par excellence.

While there are numerousmeanings of CloudComputing [7], themost straightfor-
ward one characterizes Cloud Computing as getting PC administrations/assets from
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the Internet as opposed to from neighborhood singular stages. Cloud is a known
allegory for depicting the Internet. Platforms in Cloud Computing are [4]:

• Software-as-a-Service (SaaS)—software application services obtained from the
Internet.

• Platform-as-a-Service (PaaS)—the user utilizes the Internet as a computing plat-
form, rather than having his own individual, localized platform.

• Infrastructure-as-a-Service (IaaS)—a computing infrastructure based on the Inter-
net rather than local servers.

Cloud computing is a significant alternative in today’s agricultural perspective.
The technology gives the farmers and analyst the opportunity to quickly access
various application platforms and resources through the web pages on-demand.

Cloud computing with mobile phones provides much more ease for the user
because of low cost and high performance at remote locations. Mobile based farm-
ing generation administration framework will give far reaching apparatuses to orga-
nization, creation, and deals. Agriculturists will have the capacity to gather, store
and investigate information about on-cultivate activities, trim plantings and yields
by means of mobile phones [4].

4 Agriculture with M-Cloud Computing

At the most theoretical level, technology is the application of knowledge for practi-
cal purposes. By and large, innovation is utilized to enhance the human condition,
the indigenous habitat, or to complete other financial exercises. Technology can be
classified into two major categories [8]:

(i) Material technology

It is exemplified in a mechanical item, for example, devices, hardware, enhanced
plant assortments or cross breeds, agrochemicals, enhanced types of creatures and
immunizations.

(ii) Knowledge-based technology

It refers to management skills and technical knowledge which help farmers to suc-
cessfully grow a crop or produce animal products.

Mobile agriculture computing delivers low-cost timely information that helps
Indian farmers to understand and analyze market prices, facilitates trade, weather
reports and credit facilities. Figure 1 illustrated an M-cloud computing based agri-
cultural system. M-cloud Computing also reduces transaction time, travel, and costs
by bridging distances and allowing for a more effective use of time.

Utilizing this communications help to promote social networks and communities
to progress in health, safety, employment, recreation, and other areas.Major roles and
methods which can improve agriculture growth are illustrated in Table 1. One of the
major improvement is it increases the levels of community participation, facilitating
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Fig. 1 M-cloud computing based agricultural system

Table 1 Role and methods in agriculture using M-Cloud Computing

Roles Methods

Data Collection Application based data collection from every geographic region

Education and Awareness Information such as good practices, crop varieties or pest and
disease management using images or videos will be given to
farmers using mobile phones

Market Information Periodically provide information on market for helping farmers in
decision making

Transport Facilities GPS-based Mobile services

Disease outbreak Precaution steps can be given using mobiles phones

an informed decision-making process, particularly greater participation from rural
women.

Some are the example illustrated which can lead to the rural farmer communities
in improvement in their agriculture production.
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Fig. 2 An illustration of
multiple crop diseases
present in Farm Cloud

4.1 Crop Disease Identification Management

Cloud computing can we use by mobile like a farmer could take a photo of a yield
with his telephone and transfer it to a database where a specialist could survey the
development of the harvest in view of its shading and different properties. Individuals
could give their own perusing on temperature and stickiness and be a substitute for
sensor information if none is accessible. Figure 2 present a scenario where multiple
crop disease is send using the mobile phone from different fields.

4.2 Smarter Agricultural Practices

Capturing the empirical knowledge of current farmers in the form of data will make
farming more reliable and aid new entrants to the industry.

(a) Visualization of the environment

This involves sensors based technology to measure factors such as humidity, temper-
ature or carbon dioxide concentration and periodically transmit them over a network
to the monitoring center. The development of this technology is allowing for the
potential use of environmental control in the future.

(b) Visualization of crop growth

Data collected using sensors based technology used by the monitoring center to
predict what effect changes in this environment will reflect on future crop growth
and harvests.
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(c) Visualization of production and sales

This is concerned with factors such as the volume and timing of agricultural produc-
tion, and also market prices.

4.3 Supporting Vegetable and Crop Production

M-Computing supports the production and management of agriculture by using his-
torical data given by the farmers. The following examples describe the two main
ways:

(a) In the case of a poor harvest, the reasons can be identified by analyzing historical
data on the growing environment and this knowledge put to use in the cultivation
of future crops.

(b) New entrants to the industry can obtain information about current conditions
at the factory farm and make changes to the environment to bring it closer to
optimal conditions.

5 M-Cloud Computing with Big Data

High speed, high volume, and high assortment data assets that require new forms
of processing to empower upgraded decision making, insight discovery and process
streamlining are called BigData. It is clear that amount generated through agriculture
is huge and need better system for processing system to uncover hidden information.
Big data is expected to play significant roles in agriculture by utilizing M-cloud
computing arm. It will provide weather forecasting, real-time optimization, real-
time information resources for farmers, intelligent irrigation recommendations, price
monitoring, logistic management, decision making on inventories and budgets.

Following are the characteristics of big data:

• Volume: The quantity of generated and stored data. The size of data determines
the value, whether the value can be considered big data or not.

• Variety: The type and nature of data. This helps the people to analyze effectively
use resulting insight.

• Velocity: The speed at which the data is generated and processed to meet demands
and challenges that lie in the path of growth and development.

• Variability: Inconsistency of data set can hamper process to handle and manage it.
• Veracity: The quality of captured data can vary greatly, affecting analysis.

With particular yield history information on each field in the nation, agribusiness
analysts would now be able to foresee their potential gathers better. Indeed, ranchers
and agribusiness scientists could likewise profit by huge information to adapt trim
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Fig. 3 An illustration of Big data processing using Cloud computing

yields. By conglomerating neighborhood estimating continuously and naturally fig-
uring transportation costs, ranchers can get the best costs for their items without a
middle person [9].

For instance, an IT services company has built up a framework that screens condi-
tions, for example, temperature, stickiness, and oxygen levels of nourishment ship-
ment compartments to screen and keep up the nature of horticultural deliver [9]
(Fig. 3).

There are many variables that add to famer’s productivity such as Rainfall, Pes-
ticides, Ground Moisture, Market Data Water accessibility, Air dampness, Tem-
perature, Price estimating, Government activities, and so on. From the mentioned
variables big data framework and cloud computing plays key role on in optimistic
decision making in the following:

• Optimum decisions in farming
• Weather reporting
• Commodity prices
• Crop recommendations
• Hybrids crop selection
• Pesticide recommendation
• Tools recommendations
• Farming practices
• Profitability Analysis
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6 Advantages of M-Cloud Computing in Agriculture

There are various advantages of using cloud computing in agriculture management.
Following are the main contribution of M-Cloud computing in agriculture sector
[10–14]:

(i) Data management: The data obtained from crops in different scenarios will
be overseen by the specialist organization, a group of experts. That ensures a
superior and sorted out administration of information.

(ii) Data readiness: This gives information from the e-information bank databases
to its whole partner whenever and at any area during the time on a 24×7×
365 premise.

(iii) Local and global Communication: This makes the correspondence between
various clients significantly speedier, less demanding and less expensive.
Likewise, the correspondence will be secured.

(iv) Rural-urban migration: A noteworthy issue of India is provincial urban relo-
cation. It can be lessened as this gives its administrations everywhere through-
out the state and may likewise everywhere throughout the nation whenever
regardless of how remote the spots. This will likewise help in controlling
joblessness issue in the nation.

(v) Technical advantages: There are some technical advantages also such as No
capital investment Servers, Software, No Maintenance, No Data backups, No
Infrastructure, Easily Share his information with farmers planting the same
crops to exchange expertise.

(vi) Motivation: It will persuade ranchers and analysts to get included increasingly
in horticulture as any correspondencewill be result situated. It will bring about
a general improvement of the division in the country.

(vii) Security: It provides an enhanced security as the resources will be stored in
the cloud and will be maintained centrally by the service providers. Thus, it
is not a cause of concern for its users.

(viii) Reduction of technical issues: It cuts short the manpower, maintenance, and
infrastructure requirement drastically, as it will be provided by the service
providers.

(ix) Overall economy: Execution of distributed computing in the farming part will
help in inspiring the rural segment of the nation. That will support the general
improvement of the economy. It is because of the mass contribution of various
partners, as the framework will screen and convey advance report at whatever
point and wherever required.

7 Conclusion

Indian agriculture has been traditionally been maintained by farmers and their fami-
lies, it is important to pass and share the knowledge towards for better efficiency and
productivity. Using M-Cloud Computing we should able to improve our agriculture
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practices in drastically and definitely is provide a pathway to out of poverty.M-Cloud
computing saves costs by eliminating the need for high infrastructure expenses in the
field of agriculture and also provides an easy to use, cost-efficient, flexible, dynamic
and secure environment for farmers.
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Detection and Analysis of Drowsiness
in Human Beings Using Multimodal
Signals

C. Anitha

Abstract The state of drowsiness can be characterised as an intermediate state of
mind which occurs between the alert state and the sleep state. The alertness of the
mind is reflected immediately through the sense organs and other body parts. Auto-
matic detection and analysis of drowsy state ofmind is essential in applicationswhere
the human’s mental status is important. One such scenario is monitoring driver’s
alertness while he is driving. A multi-modal approach is analysed for detecting the
drowsy state in humans. Two modalities are considered here, video information and
bio signals, for analysis. Visual information conveys a lot about the human alertness.
The precise indicators from the video information need to be identified and captured
for analysis and detection. The bio signal that indicates human brain alertness is EEG
signal. The physical and mental alertness are analysed for detecting drowsiness state
of a human being. A framework is proposed for drowsiness detection of humans in
real-time.

Keywords Drowsiness detection · EEG signal · Video signal · Framework
Real-time

1 Introduction

Driver’s behaviour monitoring system finds its application in many real-time situ-
ations that include alertness detection and surveillance. In fact, detecting how alert
a driver is very essential and crucial to avoid mishaps and save lives. The factors
influencing mishaps during driving can be categorized under: Speed, emotional
disturbance, and drowsiness. The first cause is apt whenever two or more auto-
mobiles are involved. The second and the third is purely an individual’s state of
mind. To determine the alertness of a person, different types of information can be
considered. These include visual, audio, vehicular, bio/physiological indicators and
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so on. Visual information can be captured using cameras, audio information require
microphones to capture them. Various sensors related to the movement of the vehicle
can be captured using a set of associated vehicular sensors. While the bio-signals
or the physiological signals require sensors that are intrusive to human body. The
analysis first begins with capturing these signals using related sensors, followed by
extraction of important features or parameters and finally analysing these features
and categorizing accordingly.Many intermediate steps like; pre-processing, training,
and decisionmaking need to be followed in order to analyse and conclude the drowsi-
ness state. In this chapter, the focus is on two indicators for drowsiness detection;
the visual indicator and the physiological indicator. Using the visual information,
yawning is detected. Yawning is an early indicator for drowsiness or sleepiness.
Repeated yawning most of the time, leads to drowsiness. If a driver’s drowsiness
has to be detected, an analysis of his/her brain activity is important. The bio-signal
that reflects the alertness of a human mind is EEG (Electro Encephalo Gram). In
order to capture and measure the EEG signals, wearable gadgets have to be used.
The alternative for analysis of EEG signals would the use of databases.

As per the statistics provided by the National Highway Traffic Safety Adminis-
tration (NHTSA) [1], about 72,000 crashes, 800 fatalities and 44,000 injuries have
occurred in 2013 due to drowsy driving.Hence, there is a need for automatically alert-
ing the driver in advance. With the increasing rate of fatal accidents on road, efforts
are made to avoid them. The identification of the driver’s emotional disturbance or
drowsiness can be a critical means of accident avoidance.

2 Related Work

The consideration of two modalities (video and bio-signals) is an effective combi-
nation. The related work discussed in this section considers the use of one of the
indicators (information) mentioned in the previous section. Most of the research
carried out use visual information alone for drowsiness detection through yawning.
In [2], three different approaches for yawning detection are described. The colour
segmentation technique, the Snake Contour method and the third method was usage
of Viola-Jones theory [3] for face and mouth detection for detecting and locating the
mouth region. The yawning detection was based on the openness of the mouth and
the number of frames it was open. A comparative histogram was used between the
closed mouth condition and the yawning condition. In [4], an SVM classifier was
used to detect yawning condition. The classifier was given the width to height ratios
of eyes and mouth. Both the eyes and the mouth features were considered for con-
cluding the yawning condition. In [5], the location of the chin and nostrils were used
to detect yawning. The distance between the chin and the nostrils was considered
for yawning detection. The localization of the chin and the nostrils were done using
directional integral projection method. The Viola-Jones technique [3] for face and
mouth detection was used in paper [6]. A Support Vector Machine (SVM) classi-
fier was trained with mouth and yawning images. The mouth region was detected
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from the face using a cascade of classifiers during fatigue. SVMwas used to classify
the mouth regions as yawning or alert. In [7], mouth corners were detected by grey
projections and extracted using Gabor wavelets. Least Discriminant Analysis (LDA)
was applied to classify the Gabor wavelets into yawning and not yawning condition.
In [7], the authors detect yawning based on the mouth’s height to width ratio. Most
of the techniques discussed for yawning detection make use of classifiers. The use
of classifiers adds to the complexity of the system. The proposed system does not
use any classifiers for yawning detection; this reduces the computational time and
complexity. Another feature of the proposed system is that the yawning detection is
performed in two folds; this improves the accuracy.

The bio-signal is seldom considered for analysis in real-time environment as cap-
turing the EEG bio-signal requires the use of wearable/intrusive gadgets. Most of
the analysis considers data from an already existing dataset. A thorough analysis of
multichannel signals in time series is described in [8]. The MIT-BIH Polysomno-
graphic database [9], used for evaluation in the proposed system, is one of a kind as
it provides a combination of seven physiological signals for study and evaluation.
The usage of this database can be found in various bio-signal analyses including
sleep apnea study [10], stroke related study [11], analysis of respiration and heart
beat relationship [12]. The identification of sleep stages warrants the need of bio-
medical sensors which are not only expensive but also intrusive. But nowadays,
several wearable gadgets are available which can be used on the driver’s head to
extract the EEG data. However, research contribution such as reported in [13] shows
a selection of Action Units (AUs) from Facial Action Coding System (FACS) for
drowsiness detection. There are evidences in [14, 15] showing the possible use of
image processing techniques in order to detect drowsiness in drivers. A wide variety
of applications are related with drowsiness detection. One of the major application
areas includes the automotive field, especially the application to detect the alertness
of a driver during an automobile drive. The statistics [16] provided by the National
Highway Traffic Safety, about 100000 police-reported crashes are direct result of
driver fatigue each year. This results in an estimated 1550 deaths, 71000 injuries and
$12.5 billion in monetary losses. Thus it is all and all important to detect drowsiness
and alarm the drivers before a mishap occurs. Even though other modals (such as
image processing) are used for detection, EEG signal usage in drowsiness detection
is one of the most precise ways of detection, as it directly reads the brain activity.

3 Proposed Work

The main objective of the proposed work is to combine two different type of modali-
ties to detect drowsiness in human beings. Two reasons for choosing the video signal
and bio-signal as the two types of signals; one was to come up with a framework
that considers different types of signals to detect drowsiness in future. The second
reason for this combination is novel.
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A multimodal approach for detecting drowsiness in humans is proposed. Both of
them are employed for the early detection of a drowsy mind. Defining the drowsy
state is fuzzy. It can be termed as an intermediate state of mind between sleep state
and wake state. The human mind expected to be in one of the states at any given time
according to human sleep cycle: Wake, REM (Rapid Eye Movement) and NREM
(Non-Rapid Eye Movement) state.

Drowsiness can be detected using visual signals at the earliest stage using effective
indicators. One such indicator is yawning. When a person yawns continuously, he
tends to get drowsy. Here, a two-fold yawning detection system is used [17]. Yawning
is detected after two confirmations. Firstly, yawning detection is based on the skin
tone detection and secondly based on blob dimensions and face containment.

3.1 Databases

The signals considered for analysis are from two datasets: one containing the video
signals and the other, containing the physiological signals (EEG and others) with
annotations. Both of these datasets are benchmark datasets used for research analysis
and evaluation.

3.1.1 MIT-BIH Polysomnographic Database

The MIT-BIH Polysonmographic database [9, 11] is exclusive, as it provides a com-
bination of 7 physiological signals, including EEG, for the study of sleep stages and
sleep disorders. These signals include the ECG (Electro Cardio Gram), EEG (Electro
Encephalo Gram), BP (Blood Pressure), respiration, SV (stroke volume), SO2 (oxy-
gen saturation), EOG (Electro Oculo Gram) and EMG (Electro Myo Gram). The
data extraction from the MIT-BIH Polysomnographic database required separation
of these signals. The extracted EEG signals from the databasewere used for detection
of drowsiness. After the basic pre-processing, the frequency and amplitude features
were extracted to form a feature set. This feature set was trained and tested using
SVM classifiers with two kernel functions, the Sigmoidal and the Gaussian Radial
Basis Function (RBF).

The extraction of these individual physiological signals becomes crucial for
researchers in the field of signal and bio-signal processing. The signals are down-
loaded subject-wise along with the header file and the annotation file. The main
problem arises when we have to experiment on individual signals. The downloaded
file contains a combination of 4 to 7 signals depending on the subject’s record-
ing. The signal files that are downloaded require perfect segregation. The database
is a collection of recordings of multiple physiologic signals during sleep. Subjects
were monitored in Boston’s Beth Israel Hospital Sleep Laboratory for evaluation of
chronic obstructive sleep apnea syndrome, and to test the effects of constant positive
airway pressure (CPAP), a standard therapeutic intervention that usually prevents
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Table 1 Annotation symbols
with meaning [9]

Aux Meaning

W Wake stage

1 NREM Sleep stage 1

2 NREM Sleep stage 2

3 NREM Sleep stage 3

4 NREM Sleep stage 4

R REM sleep

H Hypopnea

HA Hypopnea with arousal

OA Obstructive apnea

X Obstructive apnea with arousal

CA Central apnea

CAA Central apnea with arousal

L Leg movement

LA Leg movement with arousal

A Unspecified arousal

MT Movement time

or substantially reduces airway obstruction in these subjects. The database contains
over 80 hours worth of four-, six-, and seven-channel polysomnographic recordings,
each with an ECG signal annotated beat-by-beat, and EEG and respiration signals
annotated with respect to sleep stages and apnea.

Each record includes a header (.hea) file, a short text file that contains informa-
tion about the types of signals, calibration constants, the length of the recording,
and (in the last line of the file) the age, gender, and weight (in kg) of the subject. In
this database, all 16 subjects were male, aged 32–56 (mean age 43), with weights
ranging from 89 to 152 kg (mean weight 119 kg). Records slp01a and slp01b are
segments of one subject’s polysomnogram, separated by a gap of about one hour;
records slp02a and slp02b are segments of another subject’s polysomnogram, sepa-
rated by a ten-minute gap. The remaining 14 records are all from different subjects.

All recordings include anECGsignal, an invasive blood pressure signal (measured
using a catheter in the radial artery), an EEG signal, and a respiration signal (in most
cases, from a nasal thermistor). The six- and seven-channel recordings also include
a respiratory effort signal derived by inductance plethysmography; some include
an EOG signal and an EMG signal (from the chin), and the remainder include a
cardiac stroke volume signal and an earlobe oximeter signal. Each record includes
two annotation files. The ‘.ecg’ files contain beat annotations, and the ‘.st’ files
contain sleep stage and apnea annotations. Annotations in the ‘.st’ files contain the
sleep staging and apnea information in their aux fields. Each annotation in the ‘.st’
files applies to the thirty seconds of the record that follow the annotation. The coding
scheme is indicated in Table 1.
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3.1.2 YAWDD—Yawning Detection Database

YawDD [18] is the first yawning database available for non-commercial research
purpose. This database contains two datasets of drivers that can be used for testing
algorithms for yawning detection. Illumination variations are present in the videos.
The recording camera is fixed under the rear mirror for the first dataset. The subjects
were asked to perform three actions during the recording; simply drive, talk or sing
and yawn while driving.

For the second dataset the camera was fixed on the car’s dashboard. As in the first
dataset, the subjects here were also asked to perform the three actions. A total of 29
recordings comprise the second dataset. The subjects are both male and female from
different authenticities. The database includes a table indicating the action performed
by the subjects, the duration of the recording and the publication consent is provided
for researchers’ use. The videos are in 640×480 24-bit true colour (RGB) 30 frames
per second AVI format without audio. The total data size is about 5 gigabytes. The
complexity lies in the data size and number of frames. Hence, the video size was
reduced to almost 50% so that the computation time was minimized [18].

3.2 Drowsiness Detection

For detecting drowsinesswithEEGandvideo signals, someamount of pre-processing
is needed. As the signals from the datasets need to be extracted in accordance with
the analysis to be carried out, the EEG signal had to be separated from the other six
signals’ information. This step of data extraction can be skipped if the EEG signal
is taken in real time.

3.2.1 Data Extraction—EEG Signal

The bio-signal of interest is only the EEG signal that needs to be extracted from
the dataset. With slight modification done to the code contributed by Robert Tratnig
from Mathworks exchange library [19], a successful attempt was made to extract
all the bio-signals into separate vectors. The code execution requires a thorough
understanding of the header file. A sample header file is given below.

1. slp66 7 250/0.033333333 3300000 0:23:30 4/1/1990
2. slp66.dat 212 500 12 0 66 52440 0 ECG
3. slp66.dat 212 7.71711(-963)/mmHg 12 0-9 57501 0 BP
4. slp66.dat 212 10021/mV 12 0-18 21720 0 EEG (C3-O1)
5. slp66.dat 212 1654/l 12 0 305 28677 0 Resp (nasal)
6. slp66.dat 212 1628/l 12 0 132 22306 0 Resp (abdomen)
7. slp66.dat 212 9.957/ml 12 0 147 20748 0 SV
8. slp66.dat 212 19.25(-1006)/% 12 0 755 32914 0 SO2
9. # 33 M 95 08-01-90
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The first line, numbered 1, gives the subject id, number of signals, sampling rate,
length of the integrated signal, time and date of recording. Line numbers 2 to 8
specify the details of the individual signals in the following order: data file name,
data format type, gain, bit resolution, zero-value of the signal, first value of the signal,
signal length, end delimiter and the signal name. The last line, numbered 9, gives
details about the subject such as age, gender, weight and date of completion of record.

Algorithm 3.1: Segregation of signals from dataset
Input:MIT-BIH Polysomnographic data set containing a set of bio-signals for each
subject.
Output: Segregated signals (4 to 7 vectors) subject-wise.

1. Open the header file (.hea file) and read the first line of the header file and extract
the following information: number of signals, sampling rate, length of the signal.

2. Depending on the number of signals, extract the details of the individual signals
into vectors containing: data format, gain, bit resolution, zero value of the signal,
first value of the signal, signal length. Close the header file.

3. Verify the data format vector values for all the signals. Exit if format in not equal
to 212. Else, Open the data file and read the contents into 3D array.

4. Perform basic logical operations to convert the data array into signed integer
values. Save these values into a 2D array.

5. Depending on the number of signals, pre-allocate the signal vectors (4 or 6 or 7
vectors). If the number of signals is 4, copy the signal values from the 2D array
into the individual signal vectors in the order specified in the header file.

If the number of signals is 6 or 7, convert the 2D array of signed signal values into
a 1D vector to avoid inconsistency. Copy the signed 1D vector values into individual
signal vectors in the order specified in the header file.

6. Verify the first value of each signal vector with the first value vector extracted
from the header file. Stop if there is a mismatch.

7. Convert the vector values into original signals values using the gain and zero
value vectors obtained from the header file.

8. The computed values in Step 7 are the signals extracted and are ready for viewing
and analysis.

3.2.2 Data Extraction—Video Signal

The most important assumptions made for yawning detection:

• Driver’s face is expected to be frontal to the camera (located on the dashboard of
the car).

• Head rotation maximum up to 45° permitted, not beyond that (practically not
feasible to drive with head turned beyond 45°)

In case of extracting the video signal for yawning detection, the video sequences
from dataset I of the YAWDD dataset [18] is considered. The region of interest is
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Table 2 Frequency range for the sleep stages

Stage Parameter

W Alpha rhythm 8–13 Hz; Beta range>13 Hz; Gamma waves<40 Hz

N1 Theta range, 4–7 Hz

N2 Sleep spindles with K complex—a sharp negative edge followed by a positive edge
spike

N3 Delta range, 0.1–3 Hz

R Transient muscle activity

the lower part of the face which needs to be detected and tracked in each video
frame to avoid loss of continuity. The first step involves detecting the face in the
video sequence. The Joint Viola-Jones and Mean-Shift algorithm [20] is used for
face detection and tracking. The non-skin regions on a human face are the eyes
and mouth region which defines the blobs (black region) in the binary image being
tracked and detected.

Algorithm 3.2: Segmenting lower part of the face
Input: Detected and tracked face from pre-processing.
Output: Segmented lower part of the face containing the mouth region.

1. Detect and track the face at the centre of the image frame: high speed face
detection and tracking algorithm is used [20]. The algorithm works faster as face
detection algorithm is judiciously combined with the tracking algorithm.

2. Check the existence of blob: Applying the skin-tone algorithm, the human skin is
detected as the white pixels in the binary image and the non-skin regions appear
as a black spot or blob. The non-skin regions inside the face are eye and mouth
region.

3. Verify blob position: Only those image frames need to be considered that contain
the blob at the lower part of the face.

4. Segment face: If blob exists in lower part of the face, segment the face region
and retain only the lower part of the face for further processing.

3.3 EEG Signal Classification

The EEG signals from the MIT-BIH Polysomnographic database required basic pre-
processing for elimination of DC noise. Hence a simple filter was used to filter out
all high frequency components. Using algorithm 3.1 the required bio-signal, EEG,
was extracted subject-wise, in different sleep stages. With the help of the annotation
file, provided by the database corresponding to each data file, the EEG data was
separated stage-wise. The study and identification of drowsiness detection restricts
us to the Wake stage and the first stage of NREM sleep. The sleep stages and the
corresponding brain activity with frequency range are given in Table 2.
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Fig. 1 a Low-pass filter design, b Frequency response

The sleep cycle involves the following stages: W, N1 N2, N3 and R according to
AASM’s manual on scoring of Sleep and associated events [21]. When a person is
awake (W stage), he is conscious, relaxed but not drowsy. When a person is in the
first NREM stage (N1), he is drowsy or his mind is dazed in imagination. So, the
objective is to detect N1 and W stages. The frequency range for N1 stage is between
4 and 7 Hz while the frequency range for stage W is 8 to 13 Hz. The frequencies
above 13 Hz (up to 40 Hz) are also in the W stage, typically associated with high
alertness and high level processing (brain) stage. So, if the frequency in 4 to 7 Hz
range and the above 8 Hz is differentiated, the two stages N1 and W are identified.

The EEG signal is first passed through a low pass filter with a cut-off frequency
of 50 Hz to eliminate the high frequency noise components. The low pass filter also
acts as a smoother which can produce slow changes in the input thereby allowing us
to discover important patterns in it. The Fig. 1 shows a typical low pass filter.

The EEG signal is now transformed using the Fourier transformation.

X(k) �
N∑

j�1

x( j)ω( j−1)(k−1)
N (3.1)

where, ωN � e(−2π i)N is the Nth root of unity.
The top four frequency components and their absolute amplitude values are stored

in the respective vectors. Since theMIT-BIHPolysomnographic database has annota-
tion filewith every data signal file, the verification of the sleep stage is done according
to the time period in the annotation file. This file includes sleep stage identification
after every 30 s.With the input sampling frequency of 250Hz, the number of samples
for every 30 s will be 7500. So, a minimum of 7500 samples have to be considered
in order to cross validate the sleep stages with the annotation file. The extraction of
the frequency and its absolute magnitude is done for every second, i.e. for every 250
samples. This combination ofmaximum4 frequency components and their respective
magnitude components are the features considered for sleep stage recognition.
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Table 3 Typical feature set values for the SVM classifier

Class Feature
1

Feature
2

Feature
3

Feature
4

Feature
5

Feature
6

Feature
7

Feature
8

N1 2.344 1.953 2.734 1.563 73.25 72.02 59.88 51.68

N1 1.953 2.344 1.563 2.735 72.33 61.10 60.69 41.09

N1 1.953 1.563 2.344 1.172 96.86 81.35 76.31 44.19

W 45.31 13.28 44.92 13.67 46.41 41.00 38.43 38.03

W 46.09 36.33 36.72 35.94 65.37 60.63 58.93 58.73

W 3.75 44.14 12.89 13.28 111.7 103.9 94.94 94.46

The database contains EEG signal samples of 16 subjects out of which 5 subjects
were considered for analysis. The reason for this was the remaining 11 subjects did
not have the both W and the N1 stages in their recordings. A total of approximately
18,000 samples were considered for evaluation. About 70% of them were used for
training and the remaining 30% were used for testing. The 8 features extracted from
the transformation were given to an SVM classifier. Typical feature values extracted
are as shown in Table 3.

The features 1 to 4 are the frequency values while 5 to 8 represent the correspond-
ing absolute magnitudes.

3.4 SVM Classifier

SVM classifier is well known classifier used in the field of pattern recognition
and regression problems. Given a training set of instance-label pairs (xi , yi ), i �
1, . . . , l where xi ∈ Rnand yi ∈ {1,−1}l , support vector machines [89] requires
the solution of the following (primal) optimization problem:

min
ω,b,ξ

1

2
ωTω + C

l∑

i�1

ξi (3.2)

Subject to yi
(
ωT zi + b

) ≥ 1 − ξi , ξi ≥ 0, i � 1, . . . , l
Equation (3.2) is solved by solving the following dual problem:

min
α

F(α) � 1

2
αT Qα − eTα (3.3)

Subject to 0 ≤ αi ≤ C, i � 1, . . . , l, yTα � 0 where e = vector of all ones,
Q=[l x l] semi definite matrix
The (i, j)thelement o f Q is given by,

Qi j � yi y j K
(
xi , x j

)
(3.4)
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where K
(
xi , x j

) ≡ ϕ(xi )
Tϕ

(
x j

)
is called the kernel function

Then, ω � ∑l
i�1 αi yiϕ(xi )

And sgn
(
ωTφ(x) + b

) � sgn
(∑l

i�1 αi yi K (xi , x) + b
)
is called the decision

function
Two kernel functions were used for evaluation of the feature set:
Gaussian RBF kernel with the kernel function,

K
(
xi , x j

) � e
−1
2

[
(xi−x j)

T
�−1(xi−x j)

]

(3.5)

K
(
xi , x j

) � exp

(
−‖xi − x2j ‖

2σ 2

)
(3.6)

where
∥∥xi − x j

∥∥2 � squared euclidean distance between xiandx jwith � − 1
2σ 2 ,

K
(
xi , x j

) � exp
(
γ
∥∥xi − x j

∥∥2
)

(3.7)

Equation 3.3 is the Gaussian RBF kernel function.
For Sigmoidal kernel or MLP kernel, the kernel function used is,

K
(
xi , x j

) � tanh
(
γ xTi x j + c

)
(3.8)

where γ � 1
number of f eatures and c � constant

The training process was performed using different cross-validation values and
the best value was chosen to achieve the maximum accuracy.

3.5 Yawning Detection

Using algorithm 3.2, the lower part of the face is segmented and considered for
yawning detection. The method adopted is simple computationally, yet efficient and
accurate. Simple as there is no use of classifiers for yawning detection. The proposed
system is a two-agent expert system todetect yawning.Thefirst agent detects yawning
based on skin tone detection. The second agent detects yawning based on the blob
dimensions and containment within the face region.

From the segmented lower face region, the presence of blobs may indicate yawn-
ing. But the position and the dimension of the blob has to be verified for positive
detection of yawning. The first step involves bounding the blobs. The blobs con-
firmed to be inside the face are bounded in rectangles as per their dimensions. The
histograms from the vertical projection of the bounded blobs are measured. The next
step is to verify yawning through histogram. The histogram of blobs is obtained
through vertical projection of the segmented face. Histograms are considered for
blobs present only at the centre and near-centre regions of the segmented face. This
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is in accordance with the assumptions stated earlier. The histogram’s length and
sum values are verified with the threshold values. If the values satisfy the thresholds
specified, yawning is confirmed.

3.5.1 Dealing with Occlusions

The occlusions on driver’s face may be many, such as mouth covered by hand while
yawning; wearing sunglasses while driving, hair covering the face while driving and
so on. Among these, the mouth covered by hand while yawning is one which cannot
be handled. Frames with the hand covering the mouth, even though yawning, would
indicate not yawning. This can be overcome by monitoring the frames’ output before
and after the occluded frames.

Wearing of sunglasses or any other type of glasses does not bother the yawning
detection as face is segmented, and only the lower part of the face is considered for
yawning detection.

Covering of face with hair also causes occlusion to some extent as the skin region
covered cannot be detected. But this is not as serious as it does not affect the yawning
decision made finally.

4 Results and Conclusion

4.1 Using EEG Signals

The feature set extracted for classification were the highest 4 frequencies and their
corresponding magnitudes. Figure 2 shows a sample feature set corresponding to
stage W and N1.

The classification of the two stages was performed subject-wise. For the Gaus-
sian RBF kernel with the following parameters were considered: γ�1/8, c�20 �
1 (cross-validation) and degree�3. Using the sigmoidal kernel, with the parame-
ters: γ�1/8, c�0 (intercept constant) and degree�3. The accuracy obtained for
subject-wise classification using Gaussian RBF kernel and sigmoidal kernel is as
below (Table 4).

The results obtained indicate that driver’s drowsiness canbe effectively recognized
with the help of a fast frequency transformation and the use of SVM classifier.

4.2 Using Video Signals

The methodology adopted for yawning detection was tested on the YAWDD data set
[18]. Different cases were considered for evaluation. These include image sequences
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(a) N1 stage  (b) W stage

Fig. 2 Graph corresponding to the feature set used for classification

Table 4 Subject-wise
accuracy obtained

Sl no. Subject name Accuracy (%)

RBF Sigmoidal

1 M41 86.7 87.2

2 M48 64.6 61.5

3 M59 80.5 78.8

4 M66 82.0 83.3

5 M67 84.2 85.4

with frontal faces, sequences with sunglasses, sequences with prescribed specta-
cles, sequences with mouth occlusion, and sequences with non-frontal faces. Three
categories were considered for evaluation:

• Non-occlusive, frontal faces with/without glasses
• Occlusion with hand, frontal with/without glasses
• Non-frontal faces with/without glasses.

4.2.1 Non-occlusive, Frontal Faces With/Without Glasses

The detection is accurate for non-occlusive, frontal faces. The driver’s sunglasses do
not affect the response of the yawn detector, since only the lower part of the face is
considered (Fig. 3 illustrates some true positives). The histogram values indicated
in the rightmost column of Fig. 3 indicates the blob measurements in the lower
segmented region of the face. The presence of multiple bins indicates the presence
of other blob regions. But mouth blob is identified based on the location and the
containment inside the face.
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Fig. 3 True Positives; a input image, b Segmented region, c yawn detector’s output, d histogram

4.2.2 Occlusion with Hand

The detection in this case was not possible in the frames where the hand completely
covered the mouth region. But, due to the detection of yawning in the previous and
continuing frames, this occlusion could be easily handled. Figure 4 shows the input
and output resulting in this case.

When the driver occludes the mouth region during yawning, the blob in the mouth
region is covered and the vertical projection does not reflect any value. Hence the
histogramdoes not reflect any variations. During these frames, the yawning condition
goes undetected. As our system increments a count value for every frame when
yawning is detected based on the histogram values. The yawning is detected the
moment the hand is removed away from the mouth region. The proposed system
could not overcome this occlusion as the feature used for yawning detection was the
based on the mouth region.

4.2.3 Non—frontal Faces

The frames with subject completely frontal to the camera are the actual and typical
way a driver drives a car. But some cases where the face was not completely in front
of the camera during yawning were considered. The success rate was good for faces



Detection and Analysis of Drowsiness … 171

Fig. 4 Occlusion with hand, Yawn Undetected a Input image, b Segmented region, c Yawn detec-
tor’s output, d histogram
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Fig. 5 Non—frontal frames, less than 45° detectable a Input image, b Segmented region, c Yawn
detector’s output, d Histogram

up to 45° inclination, but went bad for faces inclined beyond that. Figure 5 shows
some of the non-frontal frames from the database.

As per the assumptions made earlier, the proposed system detects yawning when
the driver’s face is completely parallel to the camera (completely facing the camera)
or slightly rotated. The extent to which yawning is detected with head rotation is 45°.
Beyond this the blob’s containment in the face becomes false, leading to undetected
yawning condition. Moreover, the driver cannot afford to keep his head away from
the windshield all the time.

5 Conclusion

An attempt was made to consider two different types of signals to detect the alert-
ness of the driver. The signals used were; one, brain activity related bio-signal EEG
and two, video signal. This combination enabled double—check on driver’s alert-
ness detection. Real—time implementation of such multi-modality driver’s alertness
detection system can be made possible only if the EEG bio-signal measuring equip-
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ment is non-intrusive to the maximum extent. Video signal analysis can further be
enhanced in the real—time implementation by introducing multiple cameras to cap-
ture the driver’s face image sequence. The limitation of only frontal or near—frontal
image restriction can be completely eliminated. Considering a typical travel time,
no driver can afford to look away from front (road in front) for a much longer time.
The proposed system is only an attempt to avoid mishaps caused due to non—alert
drivers. The proposed work can be the initial framework for a real-time multimodal
based drowsiness detection system to which other modalities such as audio signals,
vehicular signals etc. can be considered to make the system completely robust.
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Enhancing Security and Privacy
in Enterprises Network by Using
Biometrics Technologies
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Abstract Of course, in all world countries, commercial and industrial enterprises
play an important role in the development of their economics. Recently, the change
in enterprise operationmode, such as their activities speed in terms of production and
transport, requires integration of these activities into a private and/or public networks
structure in order to achieve many benefits such as the time and the cost. So, for an
effective development, these enterprises must be connected with them in order to
exchange necessary information. Thus, the resultant of this leads to emergence of
special structure, called Enterprises Network (EN), which allows such enterprise to
more effectively interact with others enterprises inside and outside their activities.
The challenges that oppose this structure are the concerns of transmitted data security
which are exchanged between them as well as the privacy issues, which ensure the
secrecy of enterprise information. In contrast with other approaches presented in
literature, a complete biometric cryptosystem is presented. Based on the obtained
results, it can be inferred that the proposed authentication system is highly secure,
effective and cheap, which are vital for any authentication system to gain enterprise
confidence for implementation in real time secure access control systems.
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1 Introduction

Among several basic points which can be used as indicators on the positive devel-
opment of the countries economics, the size as well as the number of companies
remains the most important indicator of these economics. Indeed, the successful of
these companies depends necessarily on the interaction between various parame-
ters such as information, materials, manpower and money [1]. Unfortunately, the
majority of companies require many technical and operational resources which are,
generally, difficult to exist within a single company. Thus, to overcome these lim-
itations; companies must coordinate with others companies in or out their activity
or/and country. Basically, the Business Network (BN) can speedy and effectively
develops innovations, business strategy and deliver superior value to end customers
[2]. Additionally, through the BN, enterprises can also achieve profitable growth and
a new source of competitive advantage at the international market level [3].

As previously mentioned, information exchange is the utmost important and
essential thing to do between these enterprises where nothing can be managed with-
out it. Now there are several techniques being used for accomplishing such tasks
and these involve tools such as Intranet and internet [4]. These tools both are a kind
of connection between several systems. However, Intranet is a connection within a
circle of very shorter radius (in the case of EN, It is essential that the connected enter-
prises should be belongs to this circle), whereas, internet covers the whole world.
Moreover, another tool, called Extranets, allows to link a given Intranet of set of
enterprises over the internet by providing access to Intranet of others set of enter-
prises. It combines the privacy and security of Intranet with the global reach of the
Internet. Generally speaking, enterprises are still restricted to use Internet as a means
of information exchange due to their dissatisfaction and their distrust to this means.
Thus, in order to ensure the security and confidentiality in enterprises network, such
a service should provide more credible and stronger security measures that can with-
stand the different risks of the possible attacks for a reasonable period in practice. For
that, several methods have been proposed in the last few years in order to, firstly, the
guarantee of the enterprise confidential information and secondly, authenticate effec-
tively the enterprise requesting the service. The first point is solved by encrypting in
safe way any information via the networks, whereas, the second point is solved by
authenticating the service applicant (enterprise delegate). So, combination of cryp-
tography and identity identification are considered among the safest means which
are recommended as the most interesting solution to ensure the safety of enterprise
data and their authentication. In the proposed chapter, we propose a new security
mechanism which uses the biometrics in the encryption process of the exchanged
data by some enterprises. The idea is to use the biometric trait of some employees
to identify the enterprise and for securing the encryption key.
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2 Inter-entreprises Cooperation

To cope with several business conditions varying like changes in customer demands,
competition increasing and communications performance, enterprises must migrate
to inter-organizational relationships [5, 6] in order to adapt to their new environ-
ment, to achieve competitive advantage and to increase their efficiency. Thus, the
enterprises, which want to integrate into this new configuration, should define the
new objectives as precisely as possible and then inventory all necessary resources
and specific competencies to reach their objectives.

In this configuration, enterprises skills and resources are united under cooperation
to respond to new opportunities. Basically, cooperation is the action or process of
working together to the same end [7]. Indeed, several challenges can be faced today in
the enterprise, so, one of the possible solutions, if she doesn’t have all the sufficient,
necessary skills and resources (human, technological and financial) to deal with
these challenges, is the cooperation with another’s enterprises. This process allows
enterprises to act together to achieve an otherwise unattainable business goals. So,
themain objective of this process is to design and produce faster and better innovative
products and services to their customers which can produce several benefits for each
enterprise [8]. The advantages of cooperation are:

1. Search for economies of scale and the profitability of synergies.
2. Modification and mitigation of the competition rules.
3. Fight against uncertainty and the sharing of risks inherent in market transactions.
4. Sharing of costs related to major development projects between the contracting

parties, with a view to their accumulated competitiveness.
5. Search for access to new markets at the international level previously closed.
6. Transfer of know-how and technologies without abandoning the associated prop-

erty rights.

3 Interest of Business Networks

The high bargaining power of consumers as well as the need to reach new markets,
influenced by globalization and the policy of open international markets is majors
concerns of our modern institutions [9]. Hence, rethink the value chain in its tradi-
tional form by institutions is one means to overcome potential risks. As result, the
rigid value chain is transforming to a dynamic business network, from customers,
partners and suppliers [10]. Indeed, business networks are defined as the sets of
connected exchange relationships where one relationship affects another [11].

Thus, for the enterprises involved in business network, several advantages can
be expected. Firstly, enterprises, which are employed the power of the business
network, will be able to develop innovations faster, develop business strategy, and
deliver superior value to the customers. Secondly, through the business network,
enterprises can achieve profitable growth and new source of competitive advantage
at the international market level.



178 A. Meraoumia et al.

3.1 Business Networks and Internet Worldwide

In fact, due to the great need of business networks, various ways which based on
the available technology, are developed. Thus, linking different enterprises across
a network is the most powerful solution. Furthermore, as mentioned later, Intranet
possesses limitation which is the short distances between the concerned enterprises.
Due to the greater development in technologies, business networks using Internet and
Extranet [12] are veritable alternative solution to overcome the limitations produced
by Intranet. This solution provide several characteristics:

1. Low cost implementation, especially for the geographically distant enterprises
across business network (Internet is an available and public network).

2. The rapid transfer and exchange of data, which is very important in business.
3. Ability to transfer and exchange large and various amount of data and information

(Text, image, audio, video, etc.) between enterprises connected in network.

However, the obsession with security and confidentiality remains a worrying aspect.
So, due to rapid development in information technology, business networks are facing
new challenges regarding electronic fraud through internet.

3.2 Sensitive Business Information

In business networks a set of information are exchanged between a finite set of
entreprises. In general, the exchange of Information between these entreprises is cov-
ered by an agreements previously concluded between them. Hence, each entreprise
can request new information, additional information, confirmation or cancelation
information and/or corrective information. Consequently, much of these information
require protection, so that others can not access them, especially, the competitors,
who want to know and benefit from these information. Generally, the information to
be protected in business networks are:

1. Confidential information: The disclosure of this information affects negatively
the enterprises position in the market. Especially the information related to the
volume of activity and business or customer list.

2. Financial information: In business, this information is very sensitive and it must
be sure that is complete and accurate. So, an exchange protocol is needed to verify
the integrity of this information.

3. Business and technical information: Generally, each enterprise has a high
degree of transparency in the business, but enterprise would not like to leak of
some very important business information such as their business plans.

4. Human resources information: This information is related to the enterprise
members who need special attention for their protection. Thus, employee infor-
mation and personal data, including salaries, and insurance data, and health status
and performance reports must be secured during transmission and storage.
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5. Customer Information: Companies always need to keep detailed information
about their customers and the nature of their work. If some of this information
is sensitive, enterprises must maintain it with confidentiality. Furthermore, other
information, such as market data, is also confidential.

6. Security Information: This information is related to the protection mechanism
the company’s data. Basically, this information is themost important and sensitive
one among these cited above.

4 Information Security and Privacy

Security is an essential part of any transmission operation of important information
and data that takes place over the internet. Enterprise will lose her faith in e-business
if its security is compromised. Tomeet this purpose, enterprises are embracing digital
technology, such as e-security, to help secures their business during transmission (for
example via Internet). Indeed, electronic information security or e-security means
protect an important data and information fromany fraud attempt during transmission
via Internet [13]. This process must guarantee the essential requirements for safe
transmission such as confidentiality and authenticity. Hence, the first requirement
must guarantee the not-accessible information to an unauthorized enterprise (not be
intercepted during the transmission which is the role of cryptography), whereas, the
second requirement must authenticate an enterprise before giving her access to the
required information (identity identification of the enterprise delegate which is the
role of biometrics).

4.1 Cryptography Process

Cryptography is a set of mathematical methods and techniques ensuring the mes-
sages security [14]. For the timebeing, cryptography is the very effective andpractical
way to safeguard the data being transmitted over the network. The principle of cryp-
tography is to encode the message, using a key, in such a way as to make it secret
(encryption operation). The decryption operation requires a key to obtain the original
message. In fact, without the knowledge of the encryption key, the decryption opera-
tion is impossible. There are two cryptography methods [15]: Symmetric encryption
methods in which the same key is used for encryption as well as for decryption, and
asymmetric encryption methods, in this case the encryption key is different from the
decryption key. In both cases, it must avoid any kind of the encryption key shar-
ing during the communications made between enterprises, which is an important
criterion for effectiveness of any encryption method.
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4.2 Biometrics Process

Logically, each enterprise can be recognized by some employees, such as its director
as well as there assistants (enterprise delegate). So, it is sufficient to recognize the
identity of these employees in order to identify the required enterprise. In fact, due
to the great need for such identity recognition, researchers have developed several
ways that are related to the information that a person has provided (What you have,
e.g., a card, or a key), or knows (What you know, e.g., a password or a personal iden-
tification number (PIN)). Unfortunately, passwords can be guessed by an intruder;
cards can be stolen or lost. However, to overcome the limitations associated with
such means, other means of security has been developed that allow obtaining the
specific or intrinsic information of the person [16]. It is about the biometrics-based
recognition (What you are/do, e.g., fingerprint, iris or voice). A biometric technol-
ogy offers a natural and reliable solution to the problem of identity determination
by recognizing personals based on their physical or behavioral characteristics [17].
Compared with traditional security means, the biometric-based security offers more
properties and several advantages due to biometric characteristics of an individual
are not transferable, unique and are not lost, stolen or broken [18].

4.3 Crypto-Biometric Security System

Generally, in the cryptographic process, the shared key (random key) must be
exchanged between the different enterprises in order to decrypt the transmitted infor-
mation (symmetric cryptography). For that, one of efficient solution is to use bio-
metric traits of the user (enterprise delegate) to secure this key during transmission
in order to attain a higher security against cryptographic attacks [19]. These sys-
tems, called biometric cryptosystems or crypto-biometric systems, can benefit of
the advantages of both fields (cryptography and biometrics). In such systems, while
cryptography endows with high and modifiable security levels, biometrics ensured
that enterprise requesting the information is legitimate. Furthermore, biometrics can
secure effectively the cryptographic key. Among several scenarios, the cryptographic
commitment [20] scheme draws greater attention from researchers. In this scenario,
the cryptographic key is embedded in a feature vectorwithout disclosing it (hiding the
cryptographic key). Thus, the fuzzy commitment [21] is one of the used commonly
method of this scenario.

5 Crypto-Biometric Based EN Security

The main objective of this study is to design and develop an e-security system
for enterprises information exchange. The proposed system uses symmetric cryp-
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tographic and multi-factor authentication methods. In our system, users (enterprises
delegates) authentications are based on a card combined with a PIN code and a bio-
metric trait. The proposed e-security system based on multi-factor authentication is
shown in Fig. 1. In any biometric system, there are two essential phase: enrolment
and identification. Thus, all the cooperated enterprises must be previously enroled
(registered) in each others. For each enterprise, during the enrollment process, the
feature vectors (or template) for their delegate is generated from their biometric
modalities (e.g., Palmprint modality) and stored in all databases of the cooperated
enterprises for later use (identification process) as well as in the delegate ID card. In
addition, a PIN code is randomly generated and stored in this card. Hence, the PIN
code is used for security purposes and to authenticate the delegate in the electronic
transmission device (logical access control).

In the enterprise requesting the information (terminal system), the delegate sent
over the network an encrypted data format. In this system, two steps can be found:
As the first step of the sending process, verification and feature vector generation
are the foundation on which the ID card PIN code is verified, if it is true, the feature
extraction technique is applied on the delegate palmprint modality for generate the
feature vector (VF ) and then compared with the stored feature in ID card. On the
other hand, if the card PIN code or the extracted feature does not match with these in
the ID card, the delegate access is denied. After the preliminary verification in which
the feature vector is extracted, a fuzzy commitment scheme (where an encryption
key (c) is protected using the extracted vector) is applied. In this case, a combination
function is used in order to associate the encryption key with a person and to compute
an offset (VFC ) which is a combination between the key and the feature vector. The
fuzzy commitment is then represented by the pair (VFC , h(c)), where h(c) is a one
way hash function. It is worth to notice that neither the biometric feature (VF ), nor
the key (c) are publicly transmitted. Finally, the enterprise sent: i) the offset VFC , ii)
the hash function h(c) and iii) the encryption message (m̂) to the central server of
the destination (other enterprise).

In the destination enterprise, the authentication process is correctly performed if a
fresh feature vector reading V ′

F allows the computation of a binary string sufficiently
close to c and the comparison between their hash values succeeds. In this case, the
central system can decrypt the delegate data (m̂). Thus, in the key retrieval process,
the feature vector of the stored delegate (V ′

F ) in the system database is used with the
binary string (VFC ). Now, the key can be recovered. To achieve that, bits of result
binary vector are used to retrieving the key. After that, the extracted key is also used
to obtain the feature vector VF . Then, the obtained feature vector VF is matched with
feature vector V ′

F , if the obtained distance is below a predefined security threshold
the key must be verified. Thus, to check whether the retrieve key (c′) is identical to
the original key, the system checks to see whether h(c) = h(c′).
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Fig. 1 Block diagram of the palmprint based biometric cryptosystem for EN security



Enhancing Security and Privacy in Enterprises Network … 183

6 Proposed Security Solution for Enterprises Information

Traditionally, personal identity recognition plays an important role in ensuring secu-
rity of logical and physical access due to their effectiveness as well as their robust-
ness. Recently, biometrics has attracted an increasing amount of attention due to their
effectiveness as one of themost powerful personal identity recognitionmethods up to
date. So, for several years, and among many biometric modalities, these extracted
from the human hand have been consistently used to help make identification eas-
ier [22]. Commonly used modalities to identify person include the palmprint [23]
which is relatively stable and can be extracted from a low resolution image. There-
fore, over the last decades, palmprint has received a great amount of attention and
it has proven suitable to be used as a unique biometric identifier. Furthermore, the
vast majority of studies for improving the performance of palmprint identification
system uses images captured under the visible light, which means that several and
important others features are not used. However, during the past few years, some
researchers have used more features from the palm, such as the veins of the palm, to
improve the effect of these systems. The veins of the palm mainly refer to the inner
vessel structures beneath the skin and the palm-vein images can be collected using
near-infrared light. Obviously, the palm-veins [24] are a low risk of falsification,
difficulty of duplicated and stability because they lie under the skin. Moreover, the
availability of a device that can acquire palmprint and palm-vein images simultane-
ously has promoted research to constrict a multimodal system based on the fusion of
these modalities in order to overcome some of the limitations imposed by unimodal
systems like as insufficient accuracy caused by noisy data acquisition in certain envi-
ronments [25]. For that, in our proposed system, we use, as biometrics modalities,
the palmprint (PLP) and palm-vein (PLV) of the enterprise delegate in charge of
communication. We give hereafter three sub-sections which described in detail the
principal tasks in the server of each enterprise (receiver, transmitter).

6.1 Preliminary

Feature extraction is an important task in the biometrics applications due to the large
amount of different existing features in signal (especially in image) [26]. Due to
this necessity, a well considerable effort has been made by the researchers in this
direction. Indeed, all issues related to the final conception of a biometrics system
are generally related to the feature extraction task. In this sub-section, our feature
extraction method and the corresponding feature matching are discussed.



184 A. Meraoumia et al.

6.1.1 Feature Vector Extraction

In our biometric system, the feature vectors are generated from the ROI sub-images
by filtering it with 2D Gabor filter [27]. In pattern recognition fields, this technique
is widely used and it proves their efficiency vis a vis the simplicity of implantation
and the system accuracies. Specifically, a 2D Gabor filter G(x, y; θ, μ, σ ) can be
formulated as follows:

G(x, y; θ, μ, σ ) = 1

2πσ 2
e− 1

2 (
(x2+y2)

σ2
)e2π jμ(xcosθ+ysinθ) (1)

where j = √−1,μ is the frequency of the sinusoidal signal, θ controls the orientation
of the function, and σ is the standard deviation of the Gaussian envelope. Thus, the
response of aGaborfilter (G(θ, μ, σ )) to an image (I ) is obtainedby a2Dconvolution
operation.

I f (θ, μ, σ ) = I ∗ G(θ, μ, σ ) (2)

In ourwork, the N × N Gabor filter, N = 16, at an orientation, θ = π
4 , will convolute

with the ROI sub-images. The results of a pair of a real and an imaginary filtered
image are combined into a module response A as follows:

A =
√

{Re(I f (θ, μ, σ ))}2 + {Im(I f (θ, μ, σ ))}2 (3)

The Gabor module response is encoded as “0” or “1” based on the binarized thresh-
old (Tth). Therefore, the binary vector, VF (i, j), is represented by the following
inequalities:

VF (i, j) =
{

1, if A (i, j) ≥ Tth
0, if A (i, j) < Tth

(4)

The binarized threshold value is given as follow:

Tth = k · ρ (5)

where ρ denotes the mean value of the module response (A ) and the k ∈ [0.25 :
0.25 : 3.00]. Finally, it is important to note that, in our series of experiments, the 2D
Gabor filter parameters: μ and σ are set as 0.010 and 1.200 and the Tth is chosen
empirically (by varying the k from 0.25 to 3.00).

6.1.2 Feature Vector Matching

Each delegate palmprint is represented by a unique feature vector. The task of major
concern was to appoint an unknown palmprint to one of the possible classes. We
will assume that a set of reference palmprints are available to us and we have to
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decide which one of these reference patterns the unknown one (the test pattern)
matches best. A reasonable first step to approaching such a task is to define a score
or distance between the (known) reference features and the (unknown) test feature,
in order to perform the matching operation known as feature matching. Systems then
make decisions based on this score and its relationship a predetermined threshold. If
the similarity is below the threshold, a match is declared and a no match is declared
otherwise.By changing the security threshold, systemerrors can be adjusted.Because
our feature vectors is binaries, the suitable matching task is based on a normalized
Hamming distance [28]. It is defined as the number of places where two vectors
differ. We can define the Hamming distance dh as:

dh = 1

H × W

H
∑

i=1

W
∑

j=1

V T
F (i, j) ⊕ V R

F (i, j) (6)

where V T
F and V R

F denote the test and reference feature vector and H × W represents
the feature vector size. However, it is noted that Hamming distance dh is between 1
and 0. For perfect matching, the obtained matching score is zero.

6.2 Encryption and Key Embedded Process

The following algorithm is executed at the enterprise requesting information level
(at the transmitter level).

1. PerformRegion Of Interest (ROI) extractionmethod on the original PLP and PLV
images.

2. Based on 2D Gabor filter, generate, from the ROI sub-image, a 2D binary feature
vector which is denoted VF .

3. Compare the ID card PINwith this enter by user (enterprise delegate); if not equal
go to end (denial access).

4. Perform feature matching between the feature vector VF and this stored in ID
card (VFS ); if the score is below a predefined threshold go to end (denial access),
else take out VF (see Fig. 2) which is used as input for the key embedded task.

5. Generate a random encryption key; we denote it by c and their length by �c.
6. Encrypt message (m) by the key c, resulting an encrypted message denoted by m̂.
7. Embed the key c in the feature vector VF using the fuzzy commitment scheme, the

result is denoted by VFC . For that, transform VF into a 1D binary vector (denoted
by V F ), concatenate the key c in order to obtain a vector C with same size of VF

(size of n × �c and n denotes the number of c within C) and then XORed C with
V F to obtain the commitment VFC = V F ⊕ C .

8. Generate the Hash function of c, denoted by h(c).
9. Transmitting m̂, h(c) and VFC .
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Fig. 2 Block diagram of the feature extraction and key embedded process

6.3 Decryption and Key Retrieval Process

At the reception (at the receiver level), the enterprise must execute the following
algorithm in order to retrieve the key and authenticate the transmitted enterprise.

1. Perform a XORed function between a stored feature vector (V i
F ) and the received

commitment VFC to obtain a vector ˜C (˜C = V i
F ⊕ VFC ), see Fig. 3.

2. Reshape the obtained vector ˜C into matrix Mc with size n × �c.
3. Take the majority voting among Mc, as result we obtain c̃.
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Fig. 3 Block diagram of the key retrieval and enterprise identification process
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4. Compare the Hach functions h(c) and h(̃c). If not equal go to another person
(i = i + 1, i < Number of stored enterprises, NE )

5. If they are the same keys, concatenate the key c̃ in order to obtain a vector ˜C ′ with
same size of VFC , and then XORed it with VFC to obtain ˜VF (˜VF = VFC ⊕ ˜C ′).

6. Perform feature matching between the ˜VF and V i
F ; if the score is above a prede-

fined threshold go to another person (i = i + 1).
7. Finally, decrypt m̂ using the key c̃. It is important to note that i denote the enter-

prise which requested the information (represented by the feature vector V i
F ).

7 Experimental Setup

In our experiments, we use palmprint and palm-vein images dataset [29] with size
of 300 class (or persons), which is similar to the number of enterprises in small to
medium sized cooperative. In this dataset, each delegate (person) has twelve samples
for eachmodality. Thus, we randomly select three samples for eachmodality in order
to construct the systemdatabase (enrolment phase). The remaining nine sampleswere
used to test the system performance. However, by comparing nine test samples with
the corresponding class in the database, we can obtain the client experiments. So, a
total of 2700 scores were made. Similarly, by comparing these samples with each
class in the database (except their class), we can obtain the impostor experiments. So,
a total of 403650 scores were made. In our work, the set of experiments are divided
into three sub-parts. In the first sub-part, we present a comparison study between
the unimodal biometric system (without encryption key) by varying everytime the
binarized threshold for Gabor template in order to choose the best one which is
yield the best performance. The second sub-part focusing on the biometric system
performance, in which the encryption key is embedded. In this sub-part, several key
lengths (32 to 512 bits by a step of 32 bits) were tested. Note that, in these two
sub-parts we use unimodal biometric systems. Finally, the last sub-part is devoted to
evaluate the performance of the multimodal systems.

Generally, in pattern recognition application such as biometric system, the feature
extraction taskhas a greater impact on the recognition rate of the classification system.
Because our feature extraction method depends not only on the Gabor filter size, but
also on the binarizing threshold, for that a series of experimentswere carried out using
PLP andPLVmodalities in order to select the suitable threshold of binarization. Thus,
after the feature,A is formed, each value ofA (A (i, j)) is compared to a threshold,
Tth , to quantize it to ‘1’ or ‘0’. Hence, this threshold depends on the mean value
of the extracted feature (ρ) and a parameter k. The change of k makes it possible
to give several feature vectors, as result, we can empirically choose a k which can
enhance effectively the precision of the feature vector. An example of a binarized
feature for palmprint image obtained in this manner is shown in Fig. 4. From this
Figure, it is clear that a good choice of k allows extracting only the discriminative
characteristics of the image. For example, if k = 0.5, the resulting feature vector
contains several non-discriminative characteristics which cause a greater correlation
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Fig. 4 An example of binary features of palmprint image under different value of k

Fig. 5 Relationship between the identification rate and the values of k. a open-set identification
system, b closed-set identification system

between the inter-class. Whereas, if k = 1.50, the non-discriminative characteristics
decreased and then correlation between the inter-class also decreased. In our e-
security scheme, before using the proposed biometric system in a crypto-biometric
protocol, it must, firstly, choose the best value of k in order to obtain an efficient
biometric system. In our study, we test twelve values of k (0.25 to 3.00 by step 0.25)
using the PLP and PLV modalities. The series of tests are performed by comparing
all the given identification rate and finding the value that gives the best rate. The
problem we address is as follows: we want chosen the k such that both of Genuine
Acceptance Rate (GAR), for open-set identification, and Rank-One Recognition
(ROR), for closed set identification, are maximized.

In Fig. 5, we plot the system performance as a function of k for PLP and PLV
modalities. The reason Fig. 5 was generated to show how k might have an effect on
the performance of our system.We observe that the identification accuracy (GAR and
ROR) becomes very high at certain values of k, where it actually exceeds 99% and
slight decreases in identification accuracy aswe go to higher values of k. Thus, a value



190 A. Meraoumia et al.

Fig. 6 Biometric systems test results. a comparison between PLM and PLV based unimodal bio-
metric system, b Multimodal open-set/closed-set identification system

of 1.00 of k is enough to achieve good accuracy in the two modes of identification.
However, the open-set identification system (see Fig. 5a) can work with a GAR equal
to 99.984% at a security threshold To equal to 0.2267 in the case of PLP modality.
In the case of PLV modality, this system operates with a GAR of 99.981% and a
threshold of 0.2714. In other hand, when the closed-set identification (see Fig. 5b)
was used, the PLP based biometric system works with a ROR equal to 99.778% and
a Rank of Perfect Recognition (RPR) equal to 7. This rate is equal to 99.852% with
a RPR = 41, for the PLV based biometric system. It is concluded that the system
performance under k = 1 is a very efficient and yields better results than the others
values of k. Thus, the threshold of binarization is equal to the mean value of the
amplitude of filtered image (ρ).

In Fig. 6a, we have compared the performance of PLP and PLV based unimodal
biometric systems in the case of open-set identification mode and the results show
that PLV modality has a better performance than PLP modality. Thus, in the PLV
modality an improvement about 16% is remarked compared with the PLP modality
in the unimodal system. In this case, the system can give an Error Equal Rate (EER)
equal to 0.016% and 0.019% for respectively PLP and PLVmodalities. Furthermore,
biometric systemperformance in the case of unimodal scenario produces some errors.
For that, in this sub-part, we try to improve their performance by using the data fusion
principal. However, in the proposed multimodal system, each modality, PLP & PLV,
are operated independently and their results are combined using score level fusion
scheme. In the two cases, open-set and closed-set identification modes, to find the
best fusion rules (in our scheme, we examined five fusion rules which are: SUM,
WHT (weighted sum),MUL (multiplication),MAXandMIN) an experimental result
at the GAR point as well as ROR point are shown in Fig. 6b. Thus, this Figure
relates to a comparison of the identification rates by varying the fusion rules, in the
open/closed-set identification system. From this Figure, it is clear that our open-set
identification system achieves the best GAR in all fusion rules with expected the
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MIN rule. However, it can operate with a perfect recognition (GAR = 100.00%) in
SUM, WHT, MAX and MUL rules at a threshold To, respectively, equal to 0.0772,
0.0794, 0.0661 and 0.0583.

Always, from this Figure, it can be seen also by combining PLP and PLV, the
closed-set identification performance is in general improved. These results show that
SUM, WHT and MAX fusion rules perform better than the MIN and MUL fusion
rules and improves the original performance by a ROR equal to 99.963% and RPR
equal to 4 for SUM and WHT rules and 2 for MAX rule. Finally, through a serious
analysis of all obtained results, it can be concluded that in general the performance
of the unimodal biometric system is significantly improved by using the proposed
feature extraction method. In addition, these results are also demonstrated that mul-
timodal fusion (using MAX fusion rule) performs better than systems accuracies in
the two modes of identification (open-set and closed-set identification).

8 Security Analysis

Generally, the typical practice in a biometric cryptosystem is that a keymust randomly
generate and then binds in the feature vector for the user (delegate). Thus, thismethod
always makes the system more secure. For that, several tests are presented in this
sub-section in order to evaluate the key retrieval task as well as the biometric system
at the receiver end. Basically, at the reception of the transmitted data, the systemmust
be identified concerns this enterprise is an authorized enterprise (genuine enterprise)
or not. For that, the system must execute firstly an open-set identification task. If
the enterprise is accepted, then a closed-set identification is performed in order to
authenticate exactly this enterprise (see Fig. 7).

8.1 Unimodal Biometric Cryptosystem

In this sub-part, we examine the performance of the biometrics cryptosystem when
single modality is used. Indeed, the biometric system performance can be affected
by the variation of the length of the key, because this key is combined with the
biometric template at the terminal users level and retrieved at the receiver end level

Fig. 7 Flowchart of the proposed enterprise authentication



192 A. Meraoumia et al.

Fig. 8 Variation of the GAR
as function with the key
lengths

and then used again to generate the biometric template. For that, a series of tests
are performed in order to evaluate the biometric system performance when the key
length is varied. The open-set identification system performance, for PLP and PLV
modalities, as function with the key lengths is plotted in Fig. 8. The experimental
results in this figure indicate that, firstly, the integration of the key in feature vector
affects considerably the accuracy of the system. Secondly, with the best choice of
the key lengths, the system works with a performance near of this given without key.
So, in the PLP modality, a GAR equal to 99.987% at a threshold To = 0.3019 is
obtained for a length of 224 bits. This performance is almost obtained without key
(GAR = 99.984%). When the PLV is used, GAR was 99.995% instead 99.981% for
a length of 448 bits. Regarding these results, we cannot judge the system without
seeing their performance of the point of view of closed-set identification performance
as well as the key retrieval rate. For that, we test the key retrieval task for various
key lengths (32, 64, 96, 128, 160, 192, 224, 256, 288, 320, 352, 384, 416, 448, 480,
512 bits). Thus, we compute the key retrieval rate as well as the ROR for the PLP
and PLV modalities and the results are illustrated respectively in Fig. 9a and Fig. 9b.
From Fig. 9a, we observe that the maximum key retrieval rate is equal to 99.778%
for key lengths of 160 bits, but in this case a poor ROR, equal to 72.852% and a
RPR equal to 21, is obtained. Thus, when a key length of 224 bits is used, the system
retrieves the key with a rate of 99.667%. At this point, the closed-set identification
system operates with a ROR = 99.704% and a RPR = 21. In other hand, when PLV
modality is used (see Fig. 9b), the first observation which can be made is that the
key retrieval rate becomes very high at key lengths of 480 bits (99.852 %). In this
scenario, the closed-set identification system works with a ROR equal to 99.704%
and RPR = 21.
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Fig. 9 Key retrieval rate. a PLP based system performance, b PLV based system performance

Virtually, a perfect biometric identification system must not accept any impostors
(unauthorized enterprise), with a very few rejection of clients (authorized enterprise).
For that, our scheme was tested at the False Accept Rate (FAR) equal to 0.000% and
the results are illustrated in Fig. 10. So, for the best case of PLP modality (224 bits),
the system rejects a 0.259%, at a threshold To = 0.190, of authorized enterprises but
it can work with False Reject Rate (FRR) equal to 0.185% at a threshold To equal
to 0.0071 (key of 192 bits). Furthermore, for the best case of PLV modality, the
system rejects a 0.148% of impostors but it can work with FRR equal to 0.111% at
a threshold To equal to 0.0510 (key of 64 bits). Note that, in the two best cases for

Fig. 10 Crypto-biometric
system performance at
FAR = 0
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PLP and PLV, the errors rates are very reasonable for a database size equal to 300
enterprises.

Generally, biometric systems that use a single modality for identification are often
affected by several practical problems like noisy sensor data, non-universality and/or
lack of distinctiveness of the biometric trait and unacceptable error rates.Multimodal
biometric systems overcome some of these problems by consolidating the evidence
obtained from different sources. For that, the objective of the next sub-section is to
test our system when multimodality principal is used.

8.2 Multimodal Biometric Cryptosystem

Generally, biometric system performance when using single biometric trait produces
some errors. For that, in this study, we try to improve their performance by using the
data fusion principal. However, in the proposed multimodal system, the modalities
used, PLM & PLV, are operated independently and their results are combined using
score level fusion scheme [30]. Thus, as our main goal is to improve the e-security
system, it is imperative that we evaluate the performance of the identification system
based on several key lengths. For that, several key binding schemes are proposed
using the best fusion rule. Thus, two schemes are evaluated. In the first one, the
same key is bound to the two templates produced by the PLP and PLV modalities
(duplicated key). Thus, in this case, the entire encryption key is given by:

c =

⎧

⎪

⎨

⎪

⎩

c̃PLP , if h(c) = h(̃cPLP)

c̃PLV , if h(c) = h(̃cPLV )

c̃PLP or c̃PLV , if h(c) = h(̃cPLP) = h(̃cPLV )

(7)

where c̃PLP is the retrieved key from PLP and c̃PLV is the retrieved key from PLV.
Whereas, in the second scheme, each template (for eachmodality) contains a different
key. Thus, in this case, the entire encryption key is given by the concatenated of the
two extracted keys, as follow:

c = [̃cPLP , c̃PLV ] (8)

It is important to note that, the first scheme is dedicated for the small to medium
length key, whereas, the second scheme is devoted for the greater length key.

Until now matching score level is the efficient scheme of fusion due to their sim-
plicity, ease implementation and practical aspects [31]. In this scheme, the individual
matching scores from the two subsystems are combined to generate a single scalar
score, which is then used to make the final decision. Thus, the aim of this sub-part
is to investigate whether the system performance could be improved by using the
fusion of information from eachmodality. Generally, rule-based technique, for fusing
the scores produced by the different unimodal identification systems, is used. Thus,
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in our multimodal system, we limited the test to only the maximum rule (MAX).
The first test is performed when the key is duplicated in the two modalities and the
experimental result for the open-set identification system at the EER points indicates
that our system can effectively work with a very minimum EER equal to 2 × 10−4%
at a threshold 0.0360. So, for this case, the system can achieve a higher open-set
identification rate (ROR = 99.852% with RPR = 4). Furthermore, a key retrieval
rate, equal to 99.963%, is obtained. Also, at FAR = 0.000% point, the system can
reach a FRR equal to 0.148% and a To = 0.0061. Finally, when the key is shared
in the two modalities, the EER, ROR and FRR (FAR = 0.000%) remain unchanged
but the key retrieval rate becomes equal to 99.556%.

It is important to note that, regarding the PLP images, it is obvious to find several
persons presenting almost the same feature vector due to the high inter-class corre-
lation. Thus, if an attacker possesses a feature vector similar to that of the enterprise
delegate, then the attacker could retrieve the embedded key. As a result, it can decrypt
the transmitted data in the network. Thus, a very little probability that two enterprise
delegates have a very similar PLP and PLV, for that, the use of multimodality scheme
with sharing the key in the tow modalities allows decreasing the probability that an
attacker retrieves the encryption key.

9 Conclusion and Further Works

Today, biometrics has been vigorously promoted around the world as a means to
strengthen network security. The objective of this study is to enhance the secu-
rity and privacy of enterprises data by developing a biometric cryptosystem. This
system implements the concepts of fuzzy-commitment scheme combined with
palmprint/palm-vein biometrics. In this work, we use feature extraction method
based on Gabor filter with thresholding to enhance the discriminating capability
of the palmprint feature vector. Subsequently, the enterprise data is encrypted using
a random key (AES encryption), then this key is binding in palmprint (or palm-vein)
modality of the enterprise delegate charged of transmission using fuzzy commitment
scheme. After that, in the enterprise destination, a new scheme for the key retrieval
is implemented in order to determine the cryptographic key which will be used to
decrypt the message. The results of experimental research using a database of 300
enterprises delegates show the advantage of our proposed method. Future perspec-
tives of this study are numerous. This work can be continued to study and test the
properties and efficiencies of the proposed approach and also extend the study to
other biometrics, e.g., evaluate the performance of this proposed methods on face,
iris, etc. One critical area of future research is the implementation and the testing of
our scheme on a commercial scale.
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Composition Model for Mobile Devices
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Abstract With the widespread use of mobile devices having powerful processing
capabilities, there is an ever-increasing demand to localize essential mobile services
on these mobile devices to increase convenience. Most of the current computation
concentrates on collecting service information from mobile devices and processing
it at the server side. This is because semantic analysis of the service description
in the mobile device is a resource intensive process. One of the main processes
involved in the semantic analysis is the Parts of Speech (POS) Tagging. Currently,
POS tools are not available for mobile devices. POS tagging however is a resource
intensive application which is a challenge in the context of mobile devices due to
limited availability of resources such as power, memory and processing capability.
This chapter discusses a new, lightweight, context based web service composition
model for mobile devices. The main idea is to build a lightweight POS tagger in the
mobile device itself. The POS tagger finds its application in the context of identifying
services requested by users in the form of natural language queries. Once the service
names are identified in the mobile device, the request is sent to the web-service
providers for their response and these responses are composed in the mobile device.
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1 Introduction

In the recent past, mobile devices are becoming more and more advanced in terms
of processing power, battery and memory. The mobile users expect multiple services
to be accessible easily, efficiently and quickly. The users will request for multiple
services by entering through natural language in amobile device.Most of the existing
works in literature, the entire query from the user is transferred to the server and the
semantic analysis of this sentence is performed at the server. This is because of the
limitation of processing power of the mobile devices. Parts of Speech (POS) Tagging
is a very important process involved in the semantic analysis of the sentence. This
process is resource consuming and hence most of the development on POS Tagger
is implemented on the servers. Currently, no POS Tagger is available for mobile
devices. In this chapter, algorithm for a lightweight POS Tagger for mobile devices is
discussed by using a limited corpus. The tagging is performed by using a probabilistic
model, namely Markov Chain. Such a system also uses Rule-Based Hidden Markov
Model to identify various categories ofwords in theParts of Speech.Once the services
are identified in the mobile device, these service requests are sent to the web-service
providers. The responses are combined in themobile device and presented to the user.
To conclude, this chapter discusses a new approach to perform semantic analysis in
the mobile device. This will enable an individual to save network bandwidth to send
data to the server and also saves processing time in the server. The main objectives
of this chapter include:

• To design a lightweight context–based POS tagger on mobile devices.
• The POS tagger must be able to accurately identify service requests from users’
input in Natural Language by designing the probabilistic models. It must effec-
tively train the corpus with certain rules and implement a Markov-chain proba-
bilistic model to optimize POS tagging and achieve faster results.

• To identify the service and send requests to the web service providers and compose
the responses accordingly.

• To achieve better space efficiency aswell as havemore processing power to achieve
better time efficiency.

Most of the text processing problems need the Parts of Speech (POS) tagging as
the first step. The POS tagger will identify each words in a sentence as a parts of
speech and will tag them appropriately. There are various tools used to perform this
task. The popular tool used for this is Stanford POS tagger. The Stanford POS tagger
has a huge corpus associated with it and also uses Hidden Markov Model (HMM)
to implement the parts of speech tagging process. Unfortunately this tool cannot be
used in the mobile devices because of the resource constraints. Hence the semantic
analysis of natural language sentences on the mobile devices become a challenge.
This chapter proposes a technique to design a light weight POS tagger for the mobile
devices. This work uses a light weight corpus database to store the words against
their parts of speech. In this chapter, the words stored in the corpus are of context
based. The context used in this chapter is related to travel or tourism. The Markov
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chain probabilistic model is used to further predict the parts of speech of a word
which is not present in the corpus. Once the POS tagging part is completed, the
sentence is semantically analysed and identifies the service name in an intelligent
way. The service name will be present in the sentence provided by the user. The
sentence may have multiple service names. In such cases all the service names must
be identified. In this chapter, the Google map API service is used for returning places
details and Zomato API service is used for returning restaurant details. In case of
multiple service requests, the response is combined and presented to the user. The
proposed work is lightweight in terms of the resource consumption.

Section 2 contains the related work, Sect. 4 describes the methodology and imple-
mentation,Results andDiscussion is described inSects. 5 and6concludes the chapter.

2 Related Work

The most common research task in Natural Language Processing is Part-of-Speech
(POS) Tagging. Every word has an associated part of speech. POS tagging can
be defined as a technique of assigning each term in the text to a part-of-speech.
Commonly used ones are adjectives, nouns, verbs, pronouns, adverbs, prepositions
and conjunctions [1, 2]. It is possible for a word to be associated with multiple parts
of speech depending on the context. Wind for example is a noun meaning breeze
and is a verb meaning breathlessness or gasping for breath [3]. English is one such
language which is prone to ambiguity. Resolving such ambiguity is the important
aspect of POS tagging. Table 1 gives a brief literature survey on the POS taggers.

Since there hasn’t been a light weight mobile application for processing Natural
Language queries, this work mainly focuses on localizing the process of POS tag-
ging on a mobile device and also developing a user friendly, light weight mobile
application to achieve the same.

3 Overview

This section of the chapter gives an overview of Parts of Speech (POS) tagging and
Markov Chain probabilistic model.

3.1 Parts of Speech (POS) Tagging

Parts-of-speech (POS) tagging is the way of labeling a word in a text content as
comparing to a specific parts of speech, in view of its definition and its unique cir-
cumstance i.e., its association with contiguous and related words in an expression,
sentence or passage. Generally parts of speech include nouns, verbs, adverbs, pro-
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Table 1 Literature survey related to POS tagging

Author Techniques used Accuracy
achieved

Advantages Drawbacks

Xiao et al. [4] Maximum
entropy Markov
model (MEMM)
and non
stationary
MEMM

Greater than that
of HMM model

The conditional
probability of the
data in the
sequence is
increased

Space complexity
problem of
MEMM results
in curse of
dimensionality

Tursun et al. [5] Semi-supervised
method is
proposed for the
Uyghur language

94% Accuracy
surpassed the
visible
Markovian model

Since Uyghur is a
resource poor
language, its
linguistic
characteristics
posed many
challenges which
made the task a
complex one

Elahimanesh
et al. [6]

Associative
classifier in
combination with
HMM algorithm

98% Effectively
identifies and
tags unknown
words or the out
of vocabulary
words

Complexity is
more

Lv et al. [7] GEP (genetic
expression
programming)
model for POS
tagging

97.40% The accuracy rate
of GEP is proven
to be greater than
all other taggers
like GA, HMM,
and neural
networks

Only limitation is
its processing
speed

Rattenbury et al.
[8]

Baseline methods
like Naive scan,
Spatial scan and
TagMaps TF-IDF

Hybrid method
yielded greater
accuracy

User contributed
Flickr tags where
used to extract
the place
semantics
effectively

Ambiguity on the
forming of place
tags

Hamzah et al. [9] HMM based POS
tagger

95% The proposed
method
effectively
determines if a
sentence is just
an opinion or a
simple statement
and also finds the
target of the
sentence

Rule sets needs
to be modified
according to the
type of corpus
used since it
affects the
performance

(continued)
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Table 1 (continued)

Author Techniques used Accuracy
achieved

Advantages Drawbacks

Yi [10] Maximum
entropy model

94% Combines the
features of
Statistical
methods and
Rule based
methods to
achieve high
accuracy

Data
preprocessing
stage can be
further improved
for basic noun
phrase
recognition

Piao et al. [11] Historical
Thesaurus
Semantic Tagger
for semantic
annotation

77.12% to
91.08%

Effectively
annotates
historical English
data and also
reflects their
meanings

Better algorithms
can be used for
word sense
disambiguation

Sun et al. [12] Pre-classification
hidden Markov
model

72.59% Pre-classification
done with Naive
Bayes model
increases the
overall
performance

Yields better
performance only
when huge data
is considered

Liu et al. [13] Latent semantic
analysis using
SVM classifier

Highly accurate SVM yields
greater accuracy

Fluency problem
exists in the
summary

Rathod et al. [14] Rule based,
Stochastic and
hybrid methods
of tagging

Rule based
methods-88.3%
Stochastic
methods- 93.82%
Hybrid
methods-87.33%

Rule based
methods make
use of a small set
of simple rules.
Stochastic
methods are
highly accurate
and Hybrid
methods yields
higher accuracy
than the
individual
models

Rule based
methods are less
accurate.
Stochastic
methods are
slightly complex
and Hybrid
methods doesn’t
assign right tags
to the words
unknown

Kadim et al. [15] Bidirectional
HMM based POS
tagger

Reverse tagger is
more accurate
compared to the
direct tagger

Since both the
direct and reverse
taggers used
same resources
and had same
operations, the
overall cost was
reduced

Using a huge tag
set increased the
complexity of
calculations

(continued)
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Table 1 (continued)

Author Techniques used Accuracy
achieved

Advantages Drawbacks

Brill [16] Rule based POS
tagger

95%-99% The tagger is
portable, simple
and yields
accuracy which is
almost equivalent
to that of the
stochastic taggers

Rule based
systems are
usually difficult
to construct

Fonseca et al.
[17]

Neural network
based POS tagger

93.5% Accurately
tagged the Out of
Vocabulary
(OOV) words

Training the
neural network
model is time
consuming

Xu et al. [18] Sensing based
model for mining
social media data

Accurately mined
user opinions on
geographic
locations

Mining data from
the geographic
locations would
help the
government
present intended
assistance in
cases of
emergency

As the data
increases over a
period of time,
managing the
data becomes
challenging

Du et al. [19] Vehicle GNSS
and mobile RFID
technology

The positioning
accuracy was
greater than
±5 m
with n distance of
160 m

Useful in outdoor
positioning

Error rate is high
in case of vehicle
moving away
from line-of-sight

Zhao et al. 20] Combine Rule
based methods
and stochastic
methods

95.2% Combined
approach of Rule
based approach
and stochastic
approach reduces
the ambiguity
while tagging

The only
limitation to be
rectified is the
speed of the
system

Seyyed et al. [21] Probabilistic
approach with
maximum
likelihood and
TnT approaches

98% Prepares the text
for tagging so
that higher
tagging accuracy
can be achieved

Compound words
with more than 3
sections are
ignored

Ratnaparkhi [22] Maximum
entropy model

96.5% It is a non-context
based tagger that
will work for any
context

Not suitable for
the
implementation
on a mobile
device given the
training set and
limited resources
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Table 2 Part of speech tag set

Tag Description Example

NN Noun, singular or mass Cat, ship, hero, baby

NNS Noun, plural Cats, ships, heroes, babies

VB Verb, base form Play, go, think, see

VBD Verb, past tense Saw, ran, came,

JJ Adjective Good, best, bad, dark, half

RB Adverb Angrily, deeply, clearly

PRP$ Possessive pronoun My, his, hers, you

nouns, conjunctions and many more. Parts of speech tagging is an essential problem
in the field of natural language processing. That means if a word is the essential unit
of a language then part of speech is the most vital element of vocabulary. It plays an
important role in natural language analysis and understanding. For instance errors
in POS tagging may prompt wrong comprehension of sentence in Machine transla-
tion. The natural language processing tasks like data extraction, data retrieval and
classification depend on part of speech tagging to eventually accomplish the desired
outcomes. For example in a sentence “I fish a fish”, the word fish will be marked with
same tag without POS tagging. The sentence after POS tagging is “I/PRP fish/VBP
a/DT fish/NN”. Some of the parts of speech tag set is shown in Table 2.

There are two types of POS taggers: Rule based tagger and Stochastic taggers.
Rule based POS tagging makes use of hand-written rules for tagging. Stochastic
tagger makes use of gigantic amount of data to set up the language of every situation
and it doesn’t need any information about the rules of the language. The POS tagger
steps consists of Tokenization, Ambiguity lookup, Ambiguity resolution. This is
shown in Fig. 1. In Tokenization process, the given text or content is partitioned
into tokens which can be utilized for further analysis. Here token may refer to words,
punctuationmarks or articulation limits. Ambiguity lookup uses guesser and lexicon.
The lexicon is used to provide words list and their possible parts of speech, guesser is
used to analyze the tokens. Ambiguity resolution is known as Disambiguation which
depends on the information about word, for example, the likelihood of the word. For
instance, in most of the cases the word power is used as noun rather than verb.

3.1.1 Rule Based Tagger

Rule based methodology uses predefined language rules to increase the precision
of tagging. It obtains the possible tags for each word from a dictionary or lexicon.
Hand-written rules are useful in finding a right tag when a word has multiple tags.
Disambiguation is accomplished by examining the topographies of the word, its first
word, its following word and different perspectives. For instance, if the previous
word is adjective then the word being referred to must be noun. This information is
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Fig. 1 Steps involved in
POS tagging

coded as rules. Another example can be if a possible verb does not agree in number
with the preceding NP, then eliminate the verb tag.

Basically Rule based tagger needs supervised training. Recently there has been a
lot of interest for automatic generation of rules. One method to deal with automatic
rule generation is to apply POS tagging to the raw text, then checking the result for
accuracy. Then manually correcting the erroneously tagged words. This correctly
tagged content is submitted to the tagger. At this point the tagger learns correction
rules. Sometimes it may require several iterations.

3.1.2 Stochastic Tagger

Stochastic tagger uses various ways to deal with the problem of POS tagging. The
model incorporates frequency or probability to appropriately label the words. The
disadvantage of stochastic tagger is tagging a sentencewhich is incorrect according to
the grammatical rules. The tag which appeared more number of times in training set
is allocated to an ambiguous instance of that word. This is known as word frequency
measurement. It may also yield the forbidden tag sequence which is considered as
an issue. Another option to the word frequency is to predict the probability of tag
sequence. This is called n-gram approach.

Another level of complexity that can be brought into a stochastic tagger joins the
past two methodologies. This is called as Hidden Markov Model. It is used to find
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the probability of specific words and to find the probability of remaining words in
the segment. Consider an example where there is an article such as ‘an’ or ‘the’ then
the possibility of next word being noun or adjective is 40%, and possibility of being
a number is 20%. With this logic we can say that the word ‘Park’ in ‘the park’ has
the probability of being noun than verb. A similar strategy can be utilized for tagging
in a given context.

In this chapter, the lightweight POS tagger is designed for themobile devices using
the Markov Chain model concept. The next section gives an overview of Markov
Chain model.

3.2 Markov Chain Probabilistic Model

Markov Chain process was named after AndreyMarkov, a RussianMathematician. It
satisfiesmemorylessness property most popularly termed Markov property. Markov
property states that given the present, the future is independent of the past. Markov
Chain is the simplest Markov Model. The Markov chain process can be explained
with a simple example of weather prediction. Suppose we have access to the weather
data of 10 years. Initially if we note that Day 1 was sunny, Day 2 was sunny, Day
3 was cloudy, Day 4 was rainy and so on. With this data in hand we can compute
the probability of next day’s weather based on current day’s weather information.
For example if today is a sunny day there are 50% chances that tomorrow would be
sunny, 40% chances that tomorrowwould be cloudy and 10% chances that tomorrow
would be rainy. We can have an entire system of probabilities that can be used
to predict the weather in future. Markov chain models can be used in agricultural
sector in order to predict how much to plant depending on the state of the soil and
weather conditions. It can also be used in finance to decide how much to invest
in stocks. Another example would be word predictions in messaging applications
smartphones. In Google keyboards, an option called Share snippets is available that
asks what we type and how we type in order to improve the keyboard. These words
are analyzed first and then used in the application’s Markov chain probabilities. This
is how words are predicted based on what we type. Other real world applications of
MarkovChainmodelwouldbe,Google’s page rank algorithm, randomwalk example,
gene prediction in biological sequences, stocks, business analytics and many more.

Markov chain can be specified as a set of states say S= {s1, s2 … sn}. It starts
with a starting state s1 and moves from one state to another. If the chain is in the
current state of sj and moves to a state si, the probability can be represented by Pji.
As per the Markov property this probability doesn’t depend on the previous states.
Pji is also termed as transition probability i.e. the probability of moving from state sj
to si. Initial probability also needs to be specified. This is usually defined on some
starting state S.

Markov process is an integral part of probabilistic theory. Markov chain models
are most popularly used in the queuing systems to analyze the long term behavior of
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Fig. 2 A Trie for sample keys with values

the system and also to analyze the sequential and temporal data like that of biological
DNA sequence.

3.3 Trie Data Structure

Trie is a tree data structure used to store a collection of strings. This data structure
is basically used to store the key-value pairs. Unlike BST’s (Binary Search Tree),
the key associated with a node is defined by the position of the node. If two strings
have a common prefix then they will have a same ancestor in this tree. If we have
thousands of strings, trie data structure can be used to store all the strings, which
makes it easy to search if a string exists or not. Trie can be an ideal data structure for
storing dictionaries. Another alternative would be hash table, but it occupies more
space compared to trie, hence trie is usually preferred. Figure 2 shows a typical
Trie data structure to represent the words “BE” with a value associated 5, “BAD”
with a value associated 9, “BAT” with a value associated 2, “BAN” with a value
associated 7, “AND” with a value associated 1, “C” with a value associated 6 and
“ANN” with a value associated 8. For trie data structure the values to the keys are
randomly assigned.

Let m be the length of a string. Then trie data structure will search the string faster
in worst case which is O(m), as compared to the hash table. When a hash function
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of different keys map to the same position, key collision is said to occur. The search
time taken in the hash table in the worst case is O(N) time (where N specifies total key
length), yet significantly more ordinarily is O(1), with O(m) time spent in assessing
the hash. Unlike hash table. The trie data structure avoids the key collision. Hash
table buckets are the ones that are used to store the key collisions. Trie data structure
requires buckets whenever a key is associated with multiple values. As the number
of keys are added on to the trie structure there is no need to make changes to the
structure as in hash tables. The trie also provides the alphabetically sorted order of
the entries with respect to the key.

In some cases where the data is directly accessed from the secondary storage or
hard drive, trie can be slower when compared to hash tables. Floating point numbers
that form the keys can result in lengthier chains. However, a trie data structure with
bitwise operation can be used in such situations. In some cases, trie data structure
can occupy more memory when compared to the hash tables, as memory is allocated
to each character in the string, instead of an entire chunk for the whole string.

In this chapter, Trie data structure is used to store the context based corpus in a
mobile device.

4 Methodology and Implementation

This work proposes an approach to model a context based POS tagger for mobile
devices. This system is built on a light weighted corpus. Space efficiency is achieved
using Markov chain probabilistic model. The main aim of implementing this system
is to make the process of identifying and tagging each word with the right Parts-of-
Speech and also identifying the relevant context behind the search query in very less
time which would bar the problem of limited availability of memory, processing and
power which is why it can be used by any android device efficiently. The proposed
architecture is shown in Fig. 3.

The proposed system contains 3 main functional components: POS tagging, loca-
tion tracking and web services. POS tagging includes splitting the user query into
tokens, tagging them with appropriate parts-of-speech, comparing with the rules and
passing the relevant words to the web service. To optimize the application in terms
of processing, probability is calculated and parts of speech are assigned to a sentence
that doesn’t match any of the rules. Location tracking includes detecting the current
location of the mobile device, retrieving the details of the current location and iden-
tifying the list of services available. The system tries to identify the location of the
user with the help of the service/network provider. If this fails, then the GPS is used.
The user query after being processed by the POS tagger is passed to a particular web
service which would then process the request and pass it on to the user to view. API’s
used in web service are Google maps API and Zomato API. Implementation of the
system involves following modules.
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Fig. 3 Proposed architecture for POS tagging in mobile devices

4.1 Get Natural Language Query from the User

The user has to enter the query in the form of a natural language query. The language
considered in this chapter is English. The user will be entering the query in the user
interface provided in the final Application. Typical sentences the user may enter
would be:

• Show restaurants near Nitte
• Show ATMs near Nitte
• Show restaurants, ATMs and Theatres near Mangalore
• Theatres near me

and many more such sentences. The sentences are collected from the various users
at NMAM Institute of technology, Nitte campus. Most of the users are using the
above mentioned patterns of sentences to find the services in the context of tourism.
In most of the recent works these sentences are being submitted to the server and
the linguistic analysis of these sentences are performed at the server. The analysis
requires Parts of Speech (POS) tagging as the first step. The POS tagging process
requires more memory to store the corpus of language words. Also the processing of
the POS tagging step needs more resources. Because of these reasons so far no POS
tagger in the mobile device is available. In this chapter, the user query is processed
at the client side (mobile) itself there by reducing the burden at the server. The
service names like restaurants, ATMs, theatres and many such words are recognized
in the mobile device and the details of these are sent to the web service providers.
The web service providers used in this chapter include Google Maps and Zomato.
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Table 3 Details of the POS
tag set

Tags Used Abbreviation

DT Determiner

IN Preposition or conjunction

JJ Adjective

NN Noun/common nouns

NNP Proper noun

VB Verb

WP Pronoun

The response from these web service providers will be in JSON (java Script Object
Notation) format. The details are combined at the mobile side to give the complete
response to the user. The input from the user to this system is a natural language
query requesting service details and the response is the composed details of these
services.

4.2 Preparing the Corpus

Corpus refers to a collection of words likely to be used by the POS tagger. Initially,
all the words relevant to the context of tourism are manually found and written. Once
the words are found, they are grouped into their respective parts-of-speech and each
of these groups are saved in respective text files. Details of the POS tag set used in
the context of tourism is specified in Table 3.

For instance, if we consider noun, the relevant words would be ATM’s, Hotels,
Restaurants, Theatres and many more.

The Trie data structure is used to implement the corpus which is discussed in
detail in Sect. 3.3.

4.3 Framing Sample Sentences

Once the corpus is ready, all the possible sentences to be used in the application
as user query are written. These sentences are collected from various users in the
NMAM Institute of Technology, Nitte campus. Around 5000 sentences are collected
from various users through an online portal system. These sentences are used in
designing the probabilistic model.

Example sentences: Show restaurants and ATM’s nearMangalore, I want theatres
near Mangalore.
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Table 4 Transition Probability calculations for class C1 sentences

Base state From state To state Transition probability

Noun Noun Preposition 582/5000 = 0.12

Preposition Proper noun 102/5000 = 0.02

Proper noun Noun 40/5000 = 0.008

Noun Conjunction 216/5000 = 0.043

Conjunction Noun 865/5000 = 0.173

Conjunction Determiner 180/5000 = 0.036

Preposition Pronoun 263/5000 = 0.053

Pronoun Proper noun 112/5000 = 0.022

4.4 Using Markov Chain Probabilistic Model

Each word of the sentence, entered by the user, is mapped into the corpus. If there
is a match with the adjectives, pronouns, prepositions and nouns (standard nouns
for the context of tourism), then the corresponding word is tagged with the Parts-of-
Speech tag. However, for words which were not matched with the corpus, Markov-
chain probabilistic model is used to perform the same. It uses probabilistic approach
and assigns the parts-of-speech based on probability. It predicts the probability of
next word’s parts-of-speech based on the current word’s parts-of-speech. In order
to predict the next word’s probability, the initial step is to build a probability based
finite automata. The finite automaton specifies the arrival of different words after a
specific state. Suppose the very first word in the sentence doesn’t match the words in
the corpus, then frequency based approach is used to tag such words. The tag which
is most frequently used in the corpus is assigned to such words. For instance, if the
query is Eateries in Mangalore and the very first word Eateries does not exist in
the corpus and suppose the most frequently used tag in the corpus is Noun/Common
Noun. Then the tag NN is assigned to the word Eateries and the other tokens in the
sentence are tagged using the Markov chain probabilistic model.

In the proposed implementation, two classes of sentences have been identified.
The first class of sentence starts with a Noun and the second class of sentence starts
with a Verb. Let the class of sentence starting with a Noun be C1 and let the class of
sentence starts with a Verb be C2. The transition probability calculations for class
C1 are shown in Table 4.

The finite automata for the class C1 sentences with the transition probabilities is
shown in Fig. 4.

Given the current state, the transition probability of the next state is calculated by
analyzing the existing sentences. In the finite automata shown in Fig. 4, noun forms
the initial state. Given the current state is noun, the probability of the next state
being preposition is 0.12. Therefore 0.12 is the transition probability. This transition
probability is computed by analyzing the existing sentences. In this experiment,
there are 582 sentences inwhich theNoun is followed by a preposition. The transition
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Fig. 4 Finite automata for class C1

Table 5 Transition Probability calculations for class C2 sentences

Base state From state To state Transition probability

Verb Verb Noun 622/5000 = 0.124

Verb Pronoun 342/5000 = 0.068

Noun Preposition 537/5000 = 0.107

Pronoun Noun 126/5000 = 0.025

Noun Noun 71/5000 = 0.014

Preposition Pronoun 223/5000 = 0.045

Preposition Proper noun 116/5000 = 0.023

Proper noun Preposition 554/5000 = 0.111

probability from the state Noun to Preposition is computed as 582/5000 = 0.12 where
the number of total sentences considered in this experiment is 5000. The base state
(start state) of this class is Noun. The sample sentences which belong to class C1
include theatres near me, restaurants and ATM’s near me and many more.

The transition probability calculations for class C2 is shown in Table 5.
The finite automata for the class C2 sentences with the transition probabilities is

shown in Fig. 5.
In the finite automata shown in Fig. 5,Verb forms the initial state. Given the current

state is Verb, the probability of the next state being Noun is 0.124. Therefore 0.124
is the transition probability. In this experiment, there are 622 sentences in which the
Verb is followed by a Noun. The transition probability from the state Verb to Noun
is computed as 622/5000 = 0.124 where the number of total sentences considered in
this experiment is 5000. The base state (start state) of this class is Verb. The sample
sentences that belong to the class C2 include show restaurants near me, show me
ATM’s and restaurants in Mangalore. In the above example, verb forms the initial
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Fig. 5 Finite automata for class C2

state. Given the current state is verb, the probability of the next state being noun is
0.13. Therefore 0.13 is the transition probability.

In order to identify the word to be of a particular Parts of Speech, the token with
highest probability is considered as the final Parts of Speech tag. Once the Parts of
Speech tagging is done, then next challenge is to identify the service names from the
input sentence. This step is discussed in the next section.

4.5 Identifying Service Names from the Sentence

Once the light weight POS tagging process is completed in the abovementioned step,
the words tagged with noun, proper noun and pronoun tags are extracted from the
sentence and are passed to a Web-Service which will validate the words and return
relevant results in JSON format. Common Nouns are used to generalize items rather
than being specific. In the context considered, the Restaurants, ATM’s, theatres rep-
resent Common nouns. Pronouns are the words that refer to a Noun. Hence pronouns
like me, us are also extracted. Proper nouns are used for a specific place or organiza-
tion. Hence, in this context, place names such asMangalore, Nitte represents Proper
Nouns. In case of Pronouns, location co-ordinates are extracted to locate the exact
location of the user in order to render required information. Once the results from the
Web-Service is received in the mobile device, the application program in the device
will parse the JSON data, combines the result if multiple JSON objects are received
and then it renders to the user.

4.6 API’s and Libraries Used in Web Service

At the server side two APIs are used to access the Web Service. In this chapter
the context used is tourism hence the Web services are used to get services namely
location, restaurant, ATM and boarding. The two APIs used are Google Map API
and Zomato API.
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4.6.1 Google Maps API

GoogleMapAPI is used to access the location information by passing the parameters
related to a location using latitude and longitude.

This API returns details of organizations, interesting information about a specific
place, establishments and various geographic settings.

The place requests in Google map API used in this chapter are:

• Place Searches—gives a set of data related to place information based on a user’s
location or explicit place query request.

• Place Details—gives a detailed data of a particular place including the user’s
feedback.

Both the above mentioned services are accessed using HTTP request and they in
turn return the response in JSON or XML format. Also the requests must use the
https://protocol, and include an API key.

Place Search Service

The Google Places API permits users to gather various information like geographic
settings, details of a place, interesting information about a place, feedback from users
for a specific location or place, and much more data about a place or organization.
The data can be automatically gathered by taking user’s location or by explicitly
providing the place information in the request query.

Nearby Search (Proximity) Requests:
A Nearby search allows us to find places within a particular location. The search

can be more fine-tuned by providing keywords or giving information of the type of
place. The Nearby search HTTP request has the following form:

https://maps.googleapis.com/maps/api/place/nearbysearch/output?parameters
where the output may either be in JSON (Java Script Object Notation) or XML.

The required parameters are discussed below. All the parameters are separated
using ampersand (&) character in the URL.
API key—The Application’s API key.
Location—The latitude/longitude around whose place information is to be retrieved.
Thismust be specified as latitude followed by longitude. After the location parameter,
the radius information must be specified.
Radius—Indicates the radius value within which the place information must be
returned. The maximum value of radius is 50000 meters.

The optional parameters are discussed below:
Keyword—A term used by Google to match the content using indexing technique.
Language—Refers to the language code, in which the response must be returned.
Minprice and Maxprice—Specifies the most affordable or most expensive informa-
tion about a place. The value 0 (zero) indicates most affordable place and 4 (Four)

https://maps.googleapis.com/maps/api/place/nearbysearch/output?parameters
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represents the most expensive place information. The exact amount which is indi-
cated by a specific value will differ from one region to another.
Opennow—Gives location details which are open for business during the query time.
Rankby—Lays down the order of listing the results. Possible values comprise of:

• Prominence (default). This option value results in displaying the responses based
on their weightage. It depends on global popularity and other factors including
importance of Google indexing.

• Distance. This option value ensures that the results from the query are in ascending
order of the distance with reference to the current specified location.

• Type. This option value indicates the specific type of search.

Pagetoken—The Pagetoken value specifies the next 20 results from the previous
search query.

The following example demonstrates a search request for place with latitude -
54.3407844 and longitude 243.2463018 of type ‘restaurant’ containing the word
‘nonveg’.

https://maps.googleapis.com/maps/api/place/nearbysearch/json?location=-54.3407
844,243.2463018&radius=440&type=restaurant&keyword=nonveg&key=API_K
EY

To get the API key we need to follow the steps given below:
Step 1: Move to the Google API Console.
Step 2: Create or select a project.
Step 3: Click Continue to enable the API.
Step 4: On the Credentials page, get an API key. Set the necessary API key

restrictions.
Step 5: Do not use this key outside of the server code.

Text (String) Search Requests:
The Google Places API for Text (String) Search requests returns the location

information based on text—for example “Pizza in Mangalore” or “shoe stores near
Udupi”. The response will be a set of location names matching the query text. We
can request for more details about the location received in the response.

The format of the text search HTTP request is as follows:
https://maps.googleapis.com/maps/api/place/textsearch/output?parameters

where the result may be in JSON or XML format. The parameters used are discussed
below. The parameters are separated using ampersand (&).
Query—Specifies the key text for search operation. For example: “restaurant”. The
Google Places service will return the matches found.
Key—The Application’s API key.

The optional parameters are discussed below:
Region—Specifies the two character region code which is defined as a ccTLD (coun-
try code top-level domain. Most of these codes are similar to ISO 3166-1 codes.
Location—The latitude/longitude around which place the data is to be retrieved.
This must be specified as latitude followed by longitude. When we specify a loca-
tion parameter, we also need to notify a radius parameter.

https://maps.googleapis.com/maps/api/place/nearbysearch/json%3flocation%3d-54.3407844%2c243.2463018%26radius%3d440%26type%3drestaurant%26keyword%3dnonveg%26key%3dAPI_KEY
https://maps.googleapis.com/maps/api/place/textsearch/output?parameters
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Radius—Indicates the radius value within which the place information must be
returned. The maximum value of radius is 50000 meters.
Language—Refers to the language code, in which the response must be returned.
Minprice and Maxprice—Specifies the most affordable or most expensive informa-
tion about a place. The value 0 (zero) indicates most affordable place and 4 (Four)
represents the most expensive place information. The exact amount which is indi-
cated by a specific value will differ from one region to another.
Opennow—Gives location details which are open for business during the query time.
Pagetoken—Displays the next 20 results from an earlier run search.
Type—This option value indicates the specific type of search.

The ensuing example demonstrates a text search service for hotels near Udupi.
https://maps.googleapis.com/maps/api/place/textsearch/xml?query=hotels+in+

Udupi&key=API_KEY

Place Details Service

Once we receive place_id from the location search, we can request for more details
on this place by sending place_id in the place details query. The additional details we
can get using place_id parameter include full address of the place, telephone numbers
of the organizations, and the ratings from various users including their feedback.

A Place Details query is an HTTP URL having the following form:
https://maps.googleapis.com/maps/api/place/details/output?parameters
The output may be either in JSON or XML format. The required parameters are

discussed below. The parameters are separated using ampersand (&).
Key—The Application’s API key.
Placeid—A string that identifies a location very uniquely. This information is
returned from the Place Search service.

The optional parameters are discussed below:
Region—Specifies the two character region code which is defined as a ccTLD (coun-
try code top-level domain. Most of these codes are similar to ISO 3166-1 codes.
Language—Indicates the language code for the language in which the results should
be returned.

The following example demonstrates a request for the specifics of a location by
placeid:

https://maps.googleapis.com/maps/api/place/details/json?placeid=PlaceId1&ke
y=API_KEY

The JSON response has three elements:

• Status—contains metadata of the request
• Result—contains comprehensive data about the location requested
• html_attributions—contains a set of attributions. These attributions must be spec-
ified to the one who use this service.

The status field may comprise of one of the following values:

https://maps.googleapis.com/maps/api/place/textsearch/xml%3fquery%3dhotels%2bin%2bUdupi%26key%3dAPI_KEY
https://maps.googleapis.com/maps/api/place/details/output?parameters
https://maps.googleapis.com/maps/api/place/details/json%3fplaceid%3dPlaceId1%26key%3dAPI_KEY
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OK - Specifies that the place name was successfully identified and there was no error
detected in the process.
UNKNOWN_ERROR - Specifies that there is a problem in the server side. It also
specifies that trying to connect the server after some timemay result in the successful
response.
ZERO_RESULTS - Shows that there is no valid result found. This refers to no
business with the specified name.
OVER_QUERY_LIMIT - Indicates that the quota assigned to a user has reached the
maximum limit.
REQUEST_DENIED - It specifies that the request was denied. This may result due
to the wrong key value specification.
INVALID_REQUEST - This indicates that the query is not present.
NOT_FOUND - This value specifies that the site name mentioned in the query was
not available in the location or pace database.

4.6.2 Zomato API

This API provides access to the Zomato library which allows us to use their database
which consists of details of restaurants. Zomato API gives access to the information
related to more than 1.5 million restaurants across 10,000 cities globally.

Zomato APIs are used to:

• Search for hotels by their name or place.
• Get the rating information along with place details
• Choose best areas in a city to have food using Zomato Foodie Index.

In order to use the Zomato services, first an API key must be requested. This API
key is required to use the various services provided by Zomato. The various services
provides by Zomato include:
Common services—Get list of Categories, Get city details, Get Zomato collections
in a city, Get list of all cuisines in a city, Get list of restaurant types in a city, Get
location details based on coordinates.
Location services—Get Zomato location details, Search for locations.
Restaurant services—Get daily menu of a restaurant, Get restaurant details, Get
restaurant reviews, Search for restaurants.

In this chapter the common and restaurant services are used to get information
within a specified city.

Most of the services provided by Zomato requires the following parameters.

• User-key—Zomato API key
• City_id—id of the city
• Latitude of any point within a city
• Longitude of any point within a city

The response will be in the form of JSON.
The next section discuss the results.
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Fig. 6 Accuracy analysis

5 Results and Discussion

In this work, an attempt is made to design a light weight POS tagger for mobile
devices. As discussed in the methodology section, the POS tagger is designed using
a light corpus and also by using Markov-chain probabilistic model. This gives bet-
ter efficiency in terms of both time and space consumption. These two factors are
important for the mobile device. The processing part is completely offloaded from
the server and is performed in the mobile device itself. For the performance analysis
purpose, 5000 sentences are collected from the users of Nitte University apart from
the sentences collected for the analysis usingMarkov-chain probabilistic model. The
performance analysis is conducted on the Android platform mobile device. Figure 6
depicts a line graph which shows the number of sentences with the accuracy percent-
age. Accuracy is calculated based on the number of statements that were identified
correctly based on the tourism context. As seen in the graph, the accuracy is almost
a linear straight line. However, there are minor changes with the accuracy; as the
number of sentences increases, the accuracy goes down by a small value. The results
were nearly 90% accurate.

Accuracy is also analyzed with respect to the number of tokens considered as
well. Figure 7 and Table 6 show the details of accuracy with respect to the number
of tokens.

The above graph shows that the accuracy of the POS tagger increases with the
increase in the number of tokens. In this work, the context based POS tagger is tested
on various tokens. For about 1200 tokens, the performance achieved was almost
90%. With a greater training set in hand and larger tokens, the performance of the
tagger could be further increased. Using already existing standard corpus’ such as
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Fig. 7 Performance analysis

Table 6 Performance of POS
tagger

Number of tokens Accuracy (%)

0 0

60 44.35

140 58.6

550 79.2

1200 88.92

Brown corpus, PennTree Bank would further increase the accuracy, but the space
occupied would be more. Hence the corpora prepared in the current work according
to the context, achieves satisfactory accuracy of about 90% and the space occupied
is also less.

6 Conclusion and Future Work

This work has achieved its purpose of creating a light weighted context based POS
tagger for mobile devices. The application can efficiently process natural language
queries and identify the context and give appropriate results quickly. This is achieved
by implementingMarkov-chain probabilistic model which ensures faster processing.
The benchmarks of having a space efficient and time efficient application that doesn’t
consume much of memory and processes service request much faster is achieved.

Future work includes developing a system for POS tagging of multiple languages,
few of which are highly ambiguous and complex on mobile devices and also making
the system compatible on various platforms such as IOS. Attaining greater accuracy
and efficiency would be the main focus.
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OnWeighted Extended Cumulative
Residual Entropy of k-th Upper Record

Rajesh Moharana and Suchandan Kayal

Abstract Generalized cumulative residual entropy has been shown an alternative
uncertainty measure to cumulative residual entropy in the literature. We find its
applications in the theory of communication, actuarial and computer science. In
this chapter, we consider a shift-dependent version of the generalized cumulative
residual entropy for the k-th upper record and its dynamic version. The advantage
of the proposed measure over the existing measure is discussed. Various results
including some useful properties, effect of affine transformations, bounds, stochastic
ordering and aging properties are obtained. In addition, inequalities based on the
proportional hazard rate model are derived. Further, we obtain some characterization
results for various probability models based on the proposed information measure. A
nonparametric estimator of the proposedmeasure is provided and then, its asymptotic
normality is established.

Keywords Weighted extended cumulative residual entropy · k-th upper record
value · Affine transformation · Characterization · Empirical function

1 Introduction

To overcome various drawbacks of the differential entropy (see [24]), Rao et al. [22]
introduced an informationmeasure. This is known as the cumulative residual entropy
(CRE). Consider a nonnegative random variable T which represents survival time
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of a working component. We respectively denote FT , F̄T and fT for the cumulative
distribution function (CDF), survival function (SF) and probability density function
(PDF) of T . The CRE of T is given by

E(T ) =
∞∫

0

[− ln(F̄T (u))
]
F̄T (u)du. (1)

One important property of CRE is that it is defined for the randomvariables having
no well-defined PDF. Eq. (1) is consistent. It is always nonnegative. Several other
properties of E(T ) are studied by Rao et al. [22], Rao [21], Asadi and Zohrevand
[1] and Navarro et al. [15]. Asadi and Zohrevand [1] introduced a dynamic version
of (1), which is defined as E(T ; t) = E(Tt ), where Tt = (T − t |T > t) is known
as the residual life. [1, 15] obtained characterizations, orderings and properties of
aging-based classes for E(Tt ). Recently, [8] proposed relations between E(T ) and Tt
on using the relevation transform.

Psarrakos and Navarro [18] proposed an extension of (1). Let a sequence of
independent and identically distributed (iid) random variables is available. The cor-
responding records are also known. The authors relate their proposed concept to the
notion of relevation transform and the average time between records. The generalized
CRE of T is given by

En(T ) = 1

n!
∞∫

0

[− ln F̄T (u)
]n

F̄T (u)du, (2)

where n = 1, 2, . . .. These authors have also considered its dynamic version for
residual lifetime Tt as En(T ; t) = En(Tt ). For the generalized CRE given by (2) and
its dynamic version, authors obtained some characterizations, stochastic ordering
and aging classes properties. Further, they derived various relationships with some
reliability functions. Very recently, Navarro and Psarrakos [16] derived several char-
acterizations based on En(T ). In particular, they obtained characterization of some
specific probability distributions based on the generalized CRE given by (2). Psar-
rakos and Toomaj [19] further explored new features of (2). It is showed that (2)
can be applied in measuring risk in actuarial science. Psarrakos and Economou [17]
introduced a sequence of weighted random variables upon using generalized CRE.
For generalized cumulative entropy and its properties, one may see the manuscript
by [9].

Very recently, Tahmasebi et al. [25] proposed further extension of the generalized
CRE En(T ). They relate this concept with the k-th upper record values. Next, we
briefly describe the k-th upper record value. Consider a sequence of iid random
variables {Tn; n ≥ 1} with SF F̄T and PDF fT . An observation Tj is said to be an
upper record if Tj > Ti for all i < j . For an integer k ≥ 1, let us define a sequence
{Uk(n); n ≥ 1} of k-th upper record times of {Tn; n ≥ 1} as
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Uk(1) = 1, Uk(n + 1) = min{ j > Uk(n); Tj : j+k−1 > TUk (n):Uk (n)+k−1}, n ≥ 1.

Then, {Tn:k, n ≥ 1}, where Tn:k = TUk (n):Uk (n)+k−1, n ≥ 1 is known as the sequence
of the k-th upper record values of {Tn; n ≥ 1}. It is noted that T1:k = min{T1, . . . , Tk}
and Tn:1 = TU (n), n ≥ 1 are upper record values. The SF of the k-th upper record
Tn:k is given by

F̄Tn:k (u) = [F̄T (u)]k
n−1∑
i=0

[−k ln F̄T (u)]i
i ! . (3)

For relevant details on k-th upper record value, we refer to [4]. Further, if

mn:k(T ) =
∞∫
0
F̄Tn:k (u)du denotes the mean value of FTn:k , then

k[mn+1:k(T ) − mn:k(T )] = kn+1

n!
∫ ∞

0
[− ln(F̄T (u))]n[F̄T (u)]kdu.

Motivated by this representation and the concept of generalized CRE given by
(2), [25] defined an information measure as

Ek
n (T ) = kn+1

n!
∞∫

0

[− ln(F̄T (u))
]n [

F̄T (u)
]k
du, (4)

where n = 1, 2, . . . and k is a fixed positive integer. The authors call this measure
as extended cumulative residual entropy (ECRE). They have also considered its
dynamic version for residual lifetime Tt . Based on these concepts, [25] obtained
several properties on stochastic ordering and aging classes which are analogous to
the generalized CRE.

Note that the measure in (4) is shift-independent, i.e., Ek
n (T + b) = Ek

n (T ), where
b ≥ 0. However, there are some situations (see [3]), where a shift-dependent measure
is useful. Thus, similar to [3, 10–14], in this chapter we study a shift-dependent form
of Ek

n (T ). For T , the shift-dependent ECRE is expressed as

Ek
n,w(T ) = kn+1

n!
∞∫

0

u
[− ln(F̄T (u))

]n [
F̄T (u)

]k
du, (5)

where n ∈ {1, 2, . . .} and k ≥ 1. Henceforth, it is dubbed as the weighted extended
CRE of order n (WECREn). When k = 1, WECREn given by (5) reduces to the
weighted generalized CRE of order n considered by Kayal [10]. Further, when k = 1
and n = 1, (5) becomes weighted CRE proposed by Kayal andMoharana [11]. Also,
for k = 1 and n = 0, E1

0,w(T ) = ∫ ∞
0 u F̄T (u)du = E(T 2)/2. Below, we consider an

example to illustrate the advantage of Ek
n,w(T ) upon Ek

n (T ). In particular, the example
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shows that even though themeasures given by (2) for two probability distributions are
equal, the WECREns are not same. Thus, one must include qualitative characteristic
(see (5)) in order to distinguish them.

Example 1 Consider two random variables T1 and T2 with SFs F̄T1(u) = 2 − u, 1 <

u < 2 and F̄T2(u) = 3 − u, 2 < u < 3, respectively. Then, Ek
n (T1) = kn+1

(k+1)n+1 =
Ek
n (T2). Further, for n = 1, 2, . . . and k ≥ 1, we obtain Ek

n,w(T1) = kn+1[2(k +
1)−n−1 − (k + 2)−n−1] and Ek

n,w(T2) = kn+1[3(k + 1)−n−1 − (k + 2)−n−1], which
gives Ek

n,w(T1) ≤ Ek
n,w(T2).

We consider dynamic formof theWECREn . For a randomvariable T , the dynamic
WECREn is

Ek
n,w(T ; t) = kn+1

n!
∞∫

t

u

[
− ln

(
F̄T (u)

F̄T (t)

)]n [
F̄T (u)

F̄T (t)

]k

du, (6)

for n = 1, 2, . . . and k ≥ 1. When k = 1, (6) reduces to the dynamic version of
weighted generalized CRE of order n proposed by Kayal [10]. Further, when k = 1
andn = 1, the function given by (6) reduces to the dynamicweightedCRE introduced
by Kayal and Moharana [11]. Also, Ek

n,w(T ) = Ek
n,w(T ; 0).

In this part of the chapter, we recall definitions of stochastic orderings (see [23]),
useful in the subsequent sections.

Definition 1 Let T1 and T2 have respective CDFs FT1 and FT2 , SFs F̄T1 and F̄T2 ,

PDFs fT1 and fT2 , and failure rates hT1 = fT1/F̄T1 and hT2 = fT2/F̄T2 . The random
variable T1 is smaller than T2 in the

(i) likelihood ratio ordering, abbreviated by T1 ≤lr T2, if fT2(u)/ fT1(u) is nonde-
creasing in u;

(ii) usual stochastic ordering, abbreviated by T1 ≤st T2, if P(T1 > u) ≤ P(T2 > u)

for all u;
(iii) failure rate ordering, abbreviated by T1 ≤ f r T2, if hT1(u) ≥ hT2(u) for all u;
(iv) increasing convex ordering, abbreviated by T1 ≤icx T2, if E(g(T1)) ≤ E(g(T2))

for all nondecreasing convex functions g.

Note that for all nondecreasing functions φ, we have T1 ≤st T2 ⇔ E(φ(T1)) ≤
E(φ(T2)), provided the expectations exist.

The chapter is arranged into 5 sections. In Sect. 2, we explore various merits of
WECREn as well as its residual form, which include the effect of affine transfor-
mations, bounds, stochastic orderings and aging properties. Section3 presents some
characterization results of various probability distributions. In Sect. 4, we propose
an estimator of WECREn via empirical approach and discuss its properties. Some
concluding remarks and discussion on the future work are added in Sect. 5.

The random variables considered throughout the text are nonnegative and have
absolute continuous distribution function.Weuse the terms increasing anddecreasing
in wide sense. We further assume that integrations and differentiations exist when
they are used.
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2 WECREn and Its Dynamic Form

Here, we obtain some merits of WECREn and its residual form. First, we derive
expressions of WECREn for some lifetime models.

Example 2 (i) Let T have uniform distribution in the interval (0, γ ). Then, Ek
n,w

(T ) = γ 2kn+1[(k + 1)−n−1 − (k + 2)−n−1].
(ii) Assume that T is a Pareto distributed random variable associated with the CDF

FT (u) = 1 − (
a
u

)b
, 0 < a < u, b > 0. Then, Ek

n,w(T ) = kn+1a2bn

(bk−2)n+1 .

(iii) Let T followWeibull distribution with CDF FT (u) = 1 − e−uα

, u > 0, α > 0.
Then, Ek

n,w(T ) = (k
2αn+α−2

α �( 2+αn
α

))/(n!α).

(iv) If T follows Rayleigh distribution with CDF FT (u) = 1 − e− u2

2σ2 , u > 0, σ >

0, then Ek
n,w(T ) = σ 2.

Let Tn:k be the k-th upper record value. Then, the WECREn given by (5) can be
expressed as

Ek
n,w(T ) = E

( Tn+1:k
hT (Tn+1:k)

)
, (7)

where n = 1, 2, . . . and k ≥ 1. The following consecutive propositions show that
Ek
n,w(T ) ismonotonewith respect ton and k under conditions onT .A randomvariable

T is said to have decreasing failure rate (DFR) property if hT (u) is decreasing with
respect to u.

Proposition 1 Let T haveDFR.Then, for n = 1, 2, . . .andk ≥ 1, wehaveEk
n,w(T ) ≤

Ek
n+1,w(T ).

Proof Note that fTn+1:k (u)/ fTn:k (u) is increasing in u. Thus, Tn:k ≤lr Tn+1:k, which
implies Tn:k ≤st Tn+1:k . Further, under the assumption made, φ(u) = u/hT (u) is
increasing. Hence, from the Eq. (7), we obtain

E
( Tn:k
hT (Tn:k)

)
≤ E

( Tn+1:k
hT (Tn+1:k)

)
, (8)

which completes the proof. ��
Proposition 2 If T is DFR, then Ek

n,w(T ) ≥ Ek+1
n,w (T ) for n = 1, 2, . . . and k ≥ 1.

Proof Here, fTn:k (u)/ fTn:k+1(u) is increasing in u. Now, the desired result follows
analogous to Proposition 1. ��

To show the validity of Propositions 1 and 2, we consider an example presented
below.
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Fig. 1 a Plot of Ek
n,w(T ) given by (9) for k = 10, 15, 20 and 25. b Plot of Ek

n,w(T ) given by (9) for
n = 1, 2, 3 and 4

Example 3 Let T be a nonnegative and continuous random variable with density
function fT (u) = (1 + u)−2, u > 0. It easy to show that T has DFR and

Ek
n,w(T ) = kn+1

[
(k − 2)−n−1 − (k − 1)−n−1

]
, (9)

wheren ∈ {1, 2, . . .} and k > 2.Here, themonotone behavior ofEk
n,w(T )with respect

to n (for different values of k) andwith respect to k (for different values of n) is shown
graphically in Fig. 1a, b, respectively.

In various areas of probability and statistics, stochastic orderings and associated
inequalities play an important role. It is used in portfolio selection. One may see
the volume by [23] for many examples where stochastic orderings are treated as key
mathematical tools. Recently, Kayal [10] established a new stochastic ordering based
on weighted generalized CRE of order n. Similar to this, here, we introduce a new
stochastic ordering using (5).

Definition 2 Consider two randomvariables T1 and T2 with SFs F̄T1 and F̄T2 , respec-
tively. Then, T1 is smaller than T2 in WECREn , denoted by T1 ≤WECREn T2 if and
only if Ek

n,w(T1) ≤ Ek
n,w(T2) for n = 1, 2, . . . and k ≥ 1.
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It isworth notifying thatEk
n,w(T1) ≤ Ek

n,w(T2)means that one’s ability in predicting
future outcome of T1 is larger compared to that of T2 in the sense ofWECREn . Below,
we consider an example to show that ≤st does not imply WECREn order.

Example 4 Let T1 and T2 have density functions f (u) = 2(1 − u), 0 < u < 1 and
g(u) = 2u, 0 < u < 1, respectively. It can be easily shown that F̄T1(u) ≤ F̄T2(u)

for all u > 0. Thus, T1 ≤st T2. Further, E2
5,w(T1) − E2

5,w(T2) = 0.043281, E6
5,w(T1) −

E6
5,w(T2) = −0.087257; and E3

2,w(T1) − E3
2,w(T2) = −0.107006, E3

5,w(T1) − E3
5,w

(T2) = 0.020306. This observation implies that T1 �WECREn T2.

Now, questionwill arise. Is there any condition under which usual stochastic order
impliesWECREn order. The next proposition gives answer in this direction.We omit
the proof since it follows from Theorem 2.1 of [10].

Proposition 3 Assume Ek
n,w(T1) < ∞ and Ek

n,w(T2) < ∞. If T1 ≤ f r T2 and T1 has
DFR, then Ek

n,w(T1) ≤ Ek
n,w(T2).

Next, the effect of affine transformation on WECREn given by (5) is discussed.
It is worth pointing that in various computer applications, the affine transformations
are used as the most fundamental and useful geometrical operations.

Proposition 4 Let T1 have the CDF FT1 . If T2 = aT1 + b, where a > 0 and b ≥ 0,
then

Ek
n,w(T2) = a2Ek

n,w(T1) + ab Ek
n (T1) for n ∈ {1, 2, . . .} and k ≥ 1. (10)

Proof Proof is straightforward, and hence omitted. ��
Next, consider the random variables T and Tτ having SFs F̄T and F̄Tτ

, respectively
such that the following relation holds

F̄Tτ
(u) = [F̄T (u)]τ , u > 0, τ > 0. (11)

Now, using (10) and (11), we have the following result. The proof is simple, and
thus skipped for brevity.

Proposition 5 Let T and Tτ be such that their SFs satisfy (11). Then, for n ∈
{1, 2, . . .} and k ≥ 1, we have

(i) Ek
n,w(Tτ ) ≤ Ek

n,w(τ
n
2 T ) (≥) if τ ≥ 1 (0 < τ < 1),

(ii) Ek
n,w(Tτ ) ≤ τ nEk

n,w(T ) (≥) if τ ≥ 1 (0 < τ < 1).

Remark 1 As an application of the above proposition, we consider a series system
comprising m components. Let T1, . . . , Tm; (m ≥ 1) be the lifetimes of m compo-
nents of this system which are iid with a SF F̄T . Thus, the lifetime of this system
is T ∗ = min{T1, . . . , Tm}. The SF of T ∗ is F̄T ∗(u) = [F̄T (u)]m . Hence, from the
Proposition 5, we obtain Ek

n,w(T ∗) ≤ Ek
n,w(m

n
2 T ) and Ek

n,w(T ∗) ≤ mnEk
n,w(T ), where

n = 1, 2, . . . and k ≥ 1.
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Table 1 Numerical values of the bounds of Ek
n,w(T ) as in Proposition 6

n k Ek
n,w(T ) Right hand side expression

(i) (ii) (iii) (iv)

1 1 0.138885 0.742096 0.083333 0.332334 0.077649

1 2 0.194444 2.968380 0.133333 0.333331 0.115170

1 3 0.202500 6.678860 0.150000 0.300000 0.096088

2 5 0.214272 105.4060 0.124008 0.446429 0.051812

3 5 0.221945 531.7700 0.082672 0.992063 0.048768

4 5 0.215943 2460.130 0.046973 3.100130 0.034427

5 10 0.229576 671829.0 0.061213 1.503130 0.008722

Next result provides some lower as well as upper bounds of the WECREn .

Proposition 6 Consider a random variable T with SF F̄T . Then, for n = 1, 2, . . .
and k ≥ 1, we have

(i) Ek
n,w(T ) ≤ kn+1

n!
∫ ∞
0 u[− ln F̄T (u)]ndu,

(ii) Ek
n,w(T ) ≥ ∑n

i=0(−1)i kn+1

i !(n−i)!
∫ ∞
0 u exp{(k + i) ln F̄T (u)}du,

(iii) Ek
n,w(T ) ≤ ∑n

i=0(−1)i kn+1

i !(n−i)!
∫ ∞
0 u exp{(k + i − n) ln F̄T (u)}du, provided k ≥

n − i,
(iv) Ek

n,w(T ) ≥ kn+1

n! D exp{S(T )},where D = exp{∫ 1
0 ln(zk F̄−1

T (z)(− ln z)n)dz} and
S(T ) = −E(ln fT (T )).

Proof The first part can be obtained using the fact that F̄T (u) ≤ 1 for all u > 0. The
second part follows from ln u ≤ u − 1 for u > 0. Third bound can be obtained upon
using u − 1 ≤ u ln u for u > 0. To prove the fourth result, we need to apply log-sum
inequality. This completes the proof. ��

In Table1, we derive numerical values of the bounds of Ek
n,w(T ) as mentioned in

Proposition 6when T follows uniformdistribution as in Example 2(i)with parameter
γ = 1.

In this part of the chapter, we present various merits of the residual form of
WECREn (DWECREn) given by (6). It can be observed that Ek

n,w(T ; t) takes non-
negative values for t > 0. Further, as t tends to 0+, Ek

n,w(T ; t) equals to Ek
n,w(T )

and when t → ∞, Ek
n,w(T ; t) reduces to zero. First, we discuss the effect of affine

transformations on DWECREn , which is presented in the next proposition. Its proof
is simple, thus omitted.

Proposition 7 Let T2 = aT1 + b, a > 0, b ≥ 0. For t > b, we get Ek
n,w(T2; t) =

a2Ek
n,w

(
T1; t−b

a

)
+ abEk

n

(
T1; t−b

a

)
, where n ∈ {1, 2, . . .} and k ≥ 1.

In the following example, we obtain closed-form expressions of DWECREn for
some probability distributions.
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Example 5 (i) Let T follow uniform distribution as in Example 2(i). In this case,
Ek
n,w(T ; t) = kn+1(γ − t)

[
γ (k + 1)−n−1 − (γ − t)(k + 2)−n−1

]
.

(ii) Consider a Pareto distribution with CDF given by Example 2(i i). Then, Ek
n,w

(T ; t) = kn+1t2bn/(bk − 2)n+1.

(iii) Let T follow Weibull distribution with distribution function as in Exam-
ple 2(i i i). Then, Ek

n,w(T ; t) = (k
2αn+α−2

α �( 2+αn
α

, ktα))/(n!α), where �(m, s) =∫ ∞
s um−1e−udu, m, s > 0, known as incomplete gamma function.

Next, we provide a probabilistic meaning of the dynamic weighted extended CRE
of order n as

Ek
n,w(T ; t) = E

[
(Tt )n+1:k

hT ((Tt )n+1:k)

]
(12)

The failure rate of Tt is hT (u + t), u > 0. Further, Tt is DFR when T is DFR. In
the following results, we show the monotonicity result of DWECREn . We omit the
proofs since these readily follow from that of Propositions 1 and 2.

Proposition 8 Let T have DFR. Then, for n ∈ {1, 2, . . .} and k ≥ 1,

Ek
n,w(T ; t) ≤ Ek

n+1,w(T ; t), t > 0. (13)

Proposition 9 Let T be as in Proposition 8. For n ∈ {1, 2, . . .} and k ≥ 1,

Ek+1
n,w (T ; t) ≤ Ek

n,w(T ; t), t > 0. (14)

The following proposition is analogous to Proposition 5.

Proposition 10 Consider T and Tτ as described in Proposition 5. For t > 0, k ≥ 1
and n ∈ {1, 2, . . .}, we obtain Ek

n,w(Tτ ; t) ≤ τ nEk
n,w(T ; t)(≥) if τ ≥ 1(0 < τ < 1).

We end this section with the discussion on nonparametric classes of the lifetime
distributions. These classes are based on the monotone nature of Ek

n,w(T ; t). In the
literature, various aging-based classes of lifetime distributions are introduced (see
[5]). Below, we prove a result, which is essential to obtain subsequent results. The
following representation of Ek

n,w(T ; t) is useful in this direction. Using binomial
expansion in (6),

Ek
n,w(T ; t) = kn+1

[
F̄T (t)

]k
n∑

i=0

(−1)n−i

i !(n − i)!
[− ln F̄T (t)

]n−i

×
∞∫

t

u
[− ln F̄T (u)

]i [
F̄T (u)

]k
du, (15)

where n ∈ {1, 2, . . .} and k ≥ 1.
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Proposition 11 For n ∈ {1, 2, . . .} and k ≥ 1, we obtain d
dt

[Ek
n,w(T ; t)] = khT (t)[Ek

n,w(T ; t) − Ek
n−1,w(T ; t)] .

Proof From (15) we have

Ek
n,w(T ; t) [

F̄T (t)
]k =kn+1

n∑
i=0

(−1)n−i

i !(n − i)! [− ln F̄T (t)]n−i

×
∞∫

t

u[F̄T (u)]k[− ln F̄T (u)]i du. (16)

By convention, consider
∑n

i=0
(−1)n−i

i !(n−i)! = 0. On differentiating (16) with respect to
t , and then simplifying further we obtain

d

dt

[
Ek
n,w(T ; t)

]
[F̄T (t)]k − k[F̄T (t)]k−1 fT (t)Ek

n,w(T ; t) = − k[F̄T (t)]khT (t)

× Ek
n−1,w(T ; t).

Hence, the desired result follows. ��
Below, we construct DWECREn-based aging classes.

Definition 3 A random variable T is increasing (decreasing) DWECREn , denoted
by IDWECREn (DDWECREn) if for k ≥ 1 and n ∈ {1, 2, . . .}, Ek

n,w(T ; t) is increas-
ing (decreasing) with respect to t > 0.

It is easy to see that the above constructed (DWECREn-based) aging classes are
not empty. Pareto distribution falls into IDWECREn class and uniform distribution
belongs to DDWECREn class, which are clear from Figs. 2 and 3.
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Fig. 2 a Graph of E5
n,w(T ; t), where T follows Pareto distribution as in Example 5(i i)with param-

eter b = 3 for n = 1, 2, 3, 4, 5. b Graph of Ek
5,w(T ; t), where T follows Pareto distribution with

parameter b = 3 given by Example 5(i i) for k = 1, 2, 3, 4, 5
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Fig. 3 a Graph of E5
n,w(T ; t), where T follows U (0, 1) for n = 5, 10, 15, 20, 25. b Graph of

Ek
10,w(T ; t), where T follows U (0, 1) for k = 1, 3, 5, 7, 10

The following proposition provides necessary and sufficient conditions such that
Ek
n,w(T ; t) is monotone.

Proposition 12 T is said to be IDWECREn (DDWECREn) if and only ifEk
n,w(T ; t) ≥

(≤)Ek
n−1,w(T ; t) for all n = 1, 2, . . . and k ≥ 1.

Proof Proof follows from Proposition 11. Thus, it is omitted. ��

3 Characterization Results

Here, we provide characterizations based on WECREn . To derive some charac-
terizations based on the proposed measure, the following results are useful. Let
a, b ∈ R and n = 1, 2, . . . . Then, a sequence of functions fn is said to be complete
on L(a, b), if for all functions g ∈ (a, b),

∫ b
a g(u) fn(u)du = 0 for any n = 1, 2, . . .

implies g(u) = 0 a.e. on (a, b). Now, we state the following lemmas (see [6, 7]),
which are required to prove characterization results in this section.

Lemma 1 For a sequence of positive integers {ns, s ≥ 1}, the sequence of polyno-
mials {uns } is complete on L(0, 1) if and only if

∞∑
s=1

1

ns
= ∞. (17)

Lemma 2 Let f (u) be an absolutely continuous function defined in (a, b) such that
f (a) f (b) ≥ 0. Further, let f ′(u) �= 0 a.e. on (a, b). Then, under the condition given
in (17), the sequence { f ns , s ≥ 1} is complete on L(a, b) if and only if the function
f (u) is monotone on (a, b).

First, we derive a characterization result for the Weibull distributions.
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Theorem 1 Let T be a random variable with distribution function FT and density
function fT . Then, FT belongs to the Weibull family of distributions if and only if the
following relation holds:

n! Ek
n,w(T ) = ckn+1E

[
T 2

(− ln F̄T (T )
)n−1 (

F̄T (T )
)k−1

]
, c > 0, (18)

for fixed k and for all n = ns, s ≥ 1 such that
∑∞

s=1
1
ns

= ∞.

Proof The ‘only if’ part is easy to prove. To show the ‘if’ part, we assume that (18)
holds. Using the transformation 1 − v = FT (u), we get

Ek
n,w(T ) = kn+1

n!
1∫

0

F−1
T (1 − v)vk(− ln v)n

fT
(
F−1
T (1 − v)

) dv (19)

and

E
[
T 2 (− ln F̄T (T )

)n−1 (
F̄T (T )

)k−1
]

=
1∫

0

(
F−1
T (1 − v)

)2
vk−1 (− ln v)n−1 dv. (20)

Thus, from the Eqs. (18), (19) and (20), and after some simplification we obtain

1∫

0

vk(− ln v)n−1

(
F−1
T (1 − v)

fT (F−1
T (1 − v))

+ c
(
F−1
T (1 − v)

)2
v ln v

)
dv = 0. (21)

Note that under the assumption made, (21) holds for n = ns , s ≥ 1 such that∑∞
s=1

1
ns

= ∞. Thus, from the Lemma 2 and then using d
dp F

−1
T (p) = 1

fT (F−1
T (p))

, we

obtain the ordinary differential equation as

d

dp
F−1
T (p) + cF−1

T (p)

(1 − p) ln(1 − p)
= 0, p ∈ (0, 1). (22)

Solving (22) we get F−1
T (p) = b(− ln(1 − p))c, where b > 0 is an integrating

constant. Thus, we have FT (u) = 1 − e−(u/b)1/c , u > 0. ��
Remark 2 In particular, if we consider c = 1 in (18), we get a characterization result
for exponential distribution from Theorem 1.

Theorem 2 Consider a nonnegative random variable T with distribution function
FT and density function fT . Then, FT follows Pareto distribution if and only if

n! Ek
n,w(T ) =

(
kn+1

c

)
E

[
T 2 (− ln F̄T (T )

)n (
F̄T (T )

)k−1
]
, c > 0, (23)
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for fixed k and for all n = ns, s ≥ 1 such that
∑∞

s=1
1
ns

= ∞.

Proof The necessary part follows directly from Example 1. To prove the sufficient
part, we assume that the relation (23) holds. Now proceeding along the similar argu-
ments of the proof of Theorem 1, we obtain the following differential equation

dF−1
T (p)

dp
− F−1

T (p)

c(1 − p)
= 0, p ∈ (0, 1). (24)

Solving this we get F−1
T (p) = b(1 − p)−1/c, where b > 0. Hence the desired result

follows. ��
Baratpour [2] obtained some characterization results based on CRE for first order

statistic. In the following, we provide characterizations of the family of Weibull and
Pareto distributions based on theWECREn for first order statistic of independent and
identically distributed random observations.

Theorem 3 Let T1, . . . , Tm be a random sample of size m drawn from a population
with distribution function FT and density function fT . Let c > 0. Then, FT belongs
to the family of Weibull distributions if and only if

n! Ek
n,w(T1:m) = ckn+1E

[
T 2
1:m

(− ln F̄T1:m (T1:m)
)n−1 (

F̄T1:m (T1:m)
)k−1

]
, (25)

for fixed n, k and for all m = ms, s ≥ 1 such that
∑∞

s=1
1
ms

= ∞,where T1:m denotes
the first order statistic.

Proof The “only if” part is easy to obtain. In proving “if” part, we first assume that
(25) holds. Note that under the given assumption, the SF of the first order statistic is
F̄T1:m (u) = [F̄T (u)]m . Using the probability integral transformation 1 − v = FT (u)

we obtain

Ek
n,w(T1:m) = mnkn+1

n!
1∫

0

F−1
T (1 − v)vmk(− ln v)n

fT (F−1
T (1 − v))

dv (26)

and

E[T 2
1:m(− ln FT1:m (T1:m))n−1(F̄T1:m (T1:m))k−1] =mn

1∫

0

[F−1
T (1 − v)]2vmk−1

× (− ln v)n−1dv. (27)

Substituting (26) and (27) in (28) and then further simplification leads to
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1∫

0

vmk(− ln v)n

(
F−1
T (1 − v)

fT (F−1
T (1 − v))

+ c

(
F−1
T (1 − v)

)2
v ln v

)
dv = 0. (28)

Now, under the given hypothesis, the rest of the proof follows along the similar
arguments of the proof of Theorem 1. ��
Theorem 4 Let T1, . . . , Tm be a random sample of size m as described in Theorem
3. Assume c > 0. Then, FT belongs to the family of Pareto distributions if and only
if

n! Ek
n,w(T1:m) =

(
kn+1

mc

)
E

[
T 2
1:m

(− ln F̄T1:m (T1:m)
)n (

F̄T1:m (T1:m)
)k−1

]
, (29)

for fixed n, k and for all m = ms, s ≥ 1 such that
∑∞

s=1
1
ms

= ∞,where T1:m denotes
the first order statistic.

Proof The proof follows from similar arguments of Theorems 2 and 3. Hence it is
omitted. ��

The following theorem gives sufficient condition under which the random vari-
ables T 2

1 and T 2
2 belong to location and scale family of distributions.

Theorem 5 Let T1 and T2 have CDFs FT1 and FT2 , respectively. Then, the random
variables T 2

1 and T 2
2 belongs to the same family of distributions, but for a change in

location and scale if

Ek
n,w(T11:m) = c Ek

n,w(T21:m), c > 0, (30)

for fixed n, k and for all m = ms, s ≥ 1 such that
∑∞

s=1
1
ms

= ∞.

Proof From (30), after simplification we obtain

1∫

0

vmk(− ln v)n

(
F−1
T1

(1 − v)

fT1(F
−1
T1

(1 − v))
− c

F−1
T2

(1 − v)

fT2(F
−1
T2

(1 − v))

)
dv = 0. (31)

If (31) holds form = ms , s ≥ 1 such that
∑∞

s=1
1
ms

= ∞, then from Lemma 2 we
get the differential equation of the form

F−1
T1

(p)
dF−1

T1
(p)

dp
− cF−1

T2
(p)

dF−1
T2

(p)

dp
= 0, p ∈ (0, 1). (32)

Solving Eq. (32), we obtain (F−1
T1

(p))2 = c(F−1
T2

(p))2 + b, where b > 0. From
this relation, the desired result follows. This completes the proof. ��
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4 Empirical Approach

Let {T1, . . . , Tm} be a set of iid random variables drawn from a distribution with CDF

FT and SF F̄T . Denote the empirical survival function corresponding to F̄T by ˜̄Fm .
If T(1) ≤ T(2) ≤ . . . ≤ T(m) represent the order statistics of the sample T1, . . . , Tm,

then

˜̄Fm(u) =
⎧⎨
⎩
0, u < T(1),

1 − s
m , T(s) ≤ u < T(s+1), s = 1, . . . ,m − 1,

1, u ≥ T(s+1).

Kayal [10] proposed an estimator for the weighted generalized CRE from empir-
ical point of view. Here, we study an estimator for WECREn given by (5). The
empirical WECREn is

Ek
n,w

( ˜̄Fm

)
= kn+1

n!
∞∫

0

u
[
− ln ˜̄Fm(u)

]n [ ˜̄Fm(u)
]k

du, n = 1, 2, . . . , k ≥ 1. (33)

Using ˜̄Fm(u) = 1 − s
m for s = 1, . . . ,m − 1, the Eq. (33) becomes

Ek
n,w

( ˜̄Fm

)
= kn+1

n!
m−1∑
s=1

T(s+1)∫

T(s)

u
[

− ln
(
1 − s

m

)]n(
1 − s

m

)k
du

= kn+1

n!
m−1∑
s=1

Us

[
− ln

(
1 − s

m

)]n(
1 − s

m

)k
, (34)

where Us =
(
T 2

(s+1) − T 2
(s)

)
/2. Making use of the binomial theorem, (34) reduces

to

Ek
n,w

( ˜̄Fm

)
= kn+1

n!
m−1∑
s=1

n∑
l=0

(−1)l
(
n

l

)
Us

(m − s

m

)k(
ln(m − s)

)l(
lnm

)n−l
.(35)

Example 6 Consider m iid observations T1, . . . , Tm from a Weibull population.
Assume that it has density

fT (u; γ ) = 2γ u exp{−γ u2}, u > 0, γ > 0. (36)

It can be shown that Ys = T 2
s , s = 1, . . . ,m follow exponential distribution with

mean γ −1.Here, 2Us+1 = T 2
(s+1) − T 2

(s), s = 1, . . . ,m − 1 are independent. Denote
Ams = m − s. Further, it is easy to show that they have exponential distribution
having average (γ Ams)

−1. For relevant detail, see [20]. So, for n = 1, 2, . . . and
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Table 2 Computed values of E(Ek
n,w( ˜̄Fm)) for the PDF considered in Example 6

γ m E(E1
1,w( ˜̄Fm)) E(E1

5,w( ˜̄Fm)) E(E2
5,w( ˜̄Fm)) E(E5

1,w( ˜̄Fm)) E(E5
10,w( ˜̄Fm))

1.0 10 0.396072 0.032876 0.260133 0.489629 0.450637

25 0.449366 0.089407 0.391381 0.498334 0.497900

50 0.471234 0.146352 0.447210 0.499583 0.499991

2.0 10 0.198036 0.016438 0.130067 0.244815 0.225318

25 0.224683 0.044704 0.195691 0.249167 0.248950

50 0.235617 0.073176 0.223605 0.249792 0.249995

3.0 10 0.132024 0.010958 0.086711 0.163210 0.150212

25 0.149789 0.029820 0.130460 0.166311 0.165967

50 0.157078 0.048784 0.149070 0.166528 0.166664

k ≥ 1, from (34), we obtain

E
(
Ek
n,w

( ˜̄Fm

))
=

(
kn+1

n!
) m−1∑

s=1

(2γ Ams)
−1

[
− ln

( Ams

m

)]n( Ams

m

)k
(37)

and

Var
(
Ek
n,w

( ˜̄Fm

))
=

(
k2n+2

(n!)2
) m−1∑

s=1

(2γ Ams)
−2

[
− ln

( Ams

m

)]2n( Ams

m

)2k
.(38)

We present numerical values of (37) and (38) of the empirical WECREn for the
distribution as in Example 6 in Tables2 and 3.

Below, we study the asymptotic behaviour of the estimator proposed in this
section.

Theorem 6 Suppose X1, . . . , Xm be iid observations from the Weibull distribution
whose PDF is given by (36). Then, for n ∈ {1, 2, . . .} and k ≥ 1

Ek
n,w

( ˜̄Fm

)
− E

[
Ek
n,w

( ˜̄Fm

)]
√
Var

(
Ek
n,w

( ˜̄Fm

))

converges in law to the standard normal distribution when m → ∞.

Proof Proof follows using similar argument as in Theorem 3.2 of [10]. Thus, it is
omitted. ��
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5 Conclusion and Future Work

This chapter provides a useful study on a shift-dependent extended CRE of the k-
th upper record. The residual version of the proposed measure is also considered.
Various properties including the effect of affine transformation, bounds, stochastic
orderings and aging properties have been studied. Further, we establish several char-
acterizations based on the proposedmeasure. A nonparametric estimator is proposed.
Finally, its asymptotic property is studied. Similar to the proposed measure, a shift-
dependent version of the extended cumulative entropy for the k-th lower record and
its past form can be proposed. In future, we will consider and study the properties of
this measure.
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Impact of Mobility in IoT Devices
for Healthcare
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Abstract In recent years there is a huge expansion in the field of Internet of Things
(IoT) and Mobility in transform a way for the innovative kinds of secure data infor-
mation across the industrial sector in the current generation. Healthcare industries are
innovative and are creating energetic integrated platforms that facilitate the aggrega-
tion of data from a broad range of wearable devices and the concerned applications
that are connected to the medical devices. Such platforms also give out a foster
real-time engagement with patients and also it enables organizations to generate
actionable monitoring on the health of each individual patient. There are especially
certain required standards for healthcare organizations that provide the end to end
care to the elderly and disabled patients. To support healthy and safe living of elderly
individuals or disabled patients, a system that can monitor their daily activities. In
this chapter a secure mobile and IoT based platform can help in tracking out essen-
tial vitals, providing personalized tips, reminders and educational content onmedical
conditions in a proactive and timely manner. Also this chapter discusses about how
mobility in IoT lead healthcare involves the convergence of mobile, cloud, devices
and social media to enable patients, care takers, and healthcare providers to access
secure data and improve the quality along with outcome of both health and social
responsibility.
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1 Introduction

1.1 Research Description

Mobility in Internet of Things (IoT) devices gives an idea about the transferring
secure data transmission in healthcare scenario that will guide the way to create a
trend across the industries in the present generation. In this chapter healthcare indus-
try at present gives more energetic growth among those improving its roots to a
huge maximum benefits which impacts out of a new technological advancement in
bringing out of many technical capabilities to evolve new possibilities of patient care
in hospitality sector in a highline fashion. Healthcare companies are also creating
energetic integrated platforms that will also facilitate the aggregation of data trans-
mission from a broad range of wearable devices and the also it is concerned about
the applications that are connected to the medical devices. Such integrated platforms
will also gives out a real-time involvement with patients and also it enables the orga-
nizations to generate an actionable and absolute monitoring on the health of each
and every individual patient.

Internet of Things (IoT) gives information about the pattern fashion which gives
out well connection set, established the concept of about anyone, might be anything,
at anytime, at anyplace, any kind of service, and also any network that are estab-
lished to a network strategy. Here the IoT devices makes a trend into next-generation
technologies that can be very powerful in impact about the complete business kinds
of strategy for spectrum and this could be thought of interconnection which is an
unique to identify smarter objects. So that this kind of wearable devices impact
today’s nature of internet infrastructure and its basic architecture along with many
extended benefits. From this overall criteria there is a kind of benefits which are typ-
ically may include about many advances in the field of connectivity of these many
kinds of transformations and acquiring new possibilities. So this might be chance
of many different evolution services that goes tracking the way to connect a many
unique kind of machine to machine scenarios in relating to the healthcare sector to
bring out an innovation.

1.2 Extent & Objectives of the Research

This type of system in healthcare sector will be helpful to the future generations to
emerge out with different possibilities. Therefore, the aim in introducing the term
automationwhich is conceivable in nearly each and everyfields of sector in nowadays.
IoTwhich providesmost acceptable solutions for very vast range of applications such
as establishing a smart cities innovations, eliminating congestion of traffic issues,
waste maintenance, security assurance, high requirement emergency healthcare ser-
vices, transferring logistic materials, retails services, industrial maintenance control
setup, and many more.
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Internet of Things (IoT) has the capability in maintaining and which gives impor-
tance to a huge healthcare application such as mobile healthcare, maintaining body
fitness, chronological disease management, along with maintaining healthcare for
patients. There exist much complex issues for the treatment in medication at home
premises, so that healthcare management requirement is another major important
potential application in healthcare industry. There is a huge requirement of vari-
ous bio-medical devices, different compact sensors, along with diagnostic fields in
maintaining imaging devices can be viewed from very well equipped instruments
as smart devices which constitute a well setup major part in IoT. IoT healthcare in
future generations are vital in reducing cost to minimal, and increase life quality of
the patient, enriching the major experience of the technician in meantime in next
comings days. From this information nature of biomedical industry, IoT has huge
potential to minimal its device inactive through a mobile monitoring system. Also
in the field of Internet of Things (IoT) it can correctly identify various healthcare
devices for their smooth working and in a continuous working operation.

1.3 Significance of the Research

This chapter provides the concept setting trends in Internet of Things (IoT) which is
based on biomedical information research, which also satisfies various related issues
that must be relatively completes the process, also it must uniquely represents way
to transform secure data in healthcare technology in Internet of Things (IoT). In this
kind of regard there exists a much importance to the society and human kind, in
this chapter it contributes about by classification of many existing Internet of Things
(IoT) management in some important information based healthcare network which
will give out some studies into many different trends and in presenting very broad
information about some basic summary of each aspects to the healthcare sector.

• To provide an extensive range of survey information report on Internet of Things
(IoT) this is based on nature of healthcare services, its applications and also along
with its management.

• To highlight various different industrial kinds of efforts to embrace it’s in depth
analysis in Internet of Things (IoT) which is in compatible to many healthcare
products which has been produced in its nature and also its prototypes which
related to it.

• To provide extensive insights into a field of security maintenance and also concen-
trating on privacy issues which surrounding the Internet of Things (IoT), hereby
proposing a unique private and secure model analysis in depth.

• Major discussion about some core technologies that can gives modelling concept
in healthcare technologies that is based on the nature of Internet of Things (IoT).

• Also by highlighting some various different kinds of policies and their special
strategies that can make sense, which also proved to support many research adven-
tures.
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Fig. 1 Different applications in the field of healthcare

• Also to provide challenges in an open environment and in open issues that must
be able to be addressed and to make Internet of things (IoT) based healthcare
technologies which are robust in nature.

1.4 Applications of the Research

IoT based healthcare management is very much essential which is applied to a differ-
ent variations in the nature, which include paediatric care, monitoring aged patients,
taking care of different chronic viral diseases which makes difference in sense to
mankind, and also in the maintaining many variety kind of management of private
health information and fitness data in the systems, among others in many cases. For a
better conceptual understanding of these extensive related topics, this chapter clearly
and broadly categorizes the discussion in into many different kinds of applications.
These applications are further broadly divided into two different broad categories
which are called as single level condition and clustered level condition applications
in the system of Healthcare industry applications.

At first a single level probably refers to and uniquely for a particular or a specific
kind of disease in nature, whereas second category explains about cluster level which
has a huge number of disease types, to its level conditions together as whole terms
of nature to be reviewed. Below figure illustrates about this categorization to the
applications in the field of healthcare industry. This gives out an inherently dynamic
sort of information in nature status which can be easily made overcome by some
additional services along with distinct features covering both single level conditions
and clustered level condition solutions to the healthcare sector (Fig. 1).
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2 Literature Survey

In this chapter it gives out evidence-based strategy policy with similar strategic
technology keen to become a rolemodel of all certain related case and that of practical
initiations in similar fashion. Also, these kinds of strategic policies and some certain
kind of regulations will play out important roles in converting the healthcare sector
in future coming years. Though Internet of Things (IoT) on healthcare sector by
means of some sort existing policies, electronic Health policy and there key goal
for kind of policy conditions that are transforming globe. This section for healthcare
discusses about some nations and their inbuilt organizing teams that works in the
sameconditions onboth Internet ofThings (IoT) alongwith electronic health strategic
policy and their specific strategy.

(1) Indian government introduces a specific electronic health policy in between
years 2000 to 2002 by means to make use of certain specific information in the field
telecommunication technology for electronic health sector to form a comprehen-
sive guidelines and its related recommendations for the country’s secure information
technology infrastructure in the field of healthcare sector in round 2003 and also in
the creation of a telemedicine task work force in around 2005. These well maintained
effort are boost that effects its conditions and theymake use field of Internet of Things
(IoT) in India’smobile healthcaremanagement sector in progress. (2)Australian gov-
ernment in early around the year 2008, had then maintained and started an council
called the Australian health ministers’ advisory council in which it had developed
a certain specific strategic kind of conditions to monitor out national collaboration
in means of its terms of certain trends in healthcare and also by collaboration in
electronic healthcare sector means series of national consultation by some initiatives
which in terms include the concept of commonwealth, action state, along with some
differentiated territory governments. (3) In Japanese Ministry of Internal Affairs and
their respective communication system had developed concept of U-Japan kind of
Policy early in the year 2004 and to accelerate the concept in realization of network
to access the ubiquity nature. For this kind of trend the concept of cost savings to be
very improved in clinical outcomes from a healthcare sector in information technol-
ogy. Also it has been working for some means of real time recommendations for the
electronic healthcare policies in the country. (4) In France around 2008, government
had supported the make in kind creation of a concept of object naming service called
root server for the country to enable trends in the advancement of the Information
of Things. It also registered with the GS1 France, where every product is supposed
to be maintained uniquely identified by using some global standards. By this way,
the entire total consumers list will be convinced and that product data will be very
accurate, well authenticated, and transform uniformities across the country. Also the
government of France has working on improving the information technology infras-
tructure of hospitals in country, for the special purpose of the use of electronic Health,
and solutions to the challenges in semantic way of interoperability. (5) Germany gov-
ernment in around 2003, had established its core electronic health activities bymeans
in the protocols by governing the healthcare management sector. According to a very
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High-Tech Strategy by around 2020 conditions, the existing industrial policy is very
efficient and strategic in initiative and in achieving these long transforming goals.
(6) South Korea had planned to expand its trend market for Information of Things
(IoT) to $28.9 billion by end of the year 2020. Also the government had confirmed
a strategy plan for developing an IoT services along with its products by establish-
ing certain systems means by consisting of services, a platform for approvals, an
integrated network, a kind of device, and related IT sectors. (7) In china around
in the year 2010, China Ministry for Industry and IT had announced that it would
encourage the technique for formulation by means of a plan to the IoT. Also these
measures are expected to make and stimulate in the development of the Information
of Things (IoT). (8) In USA, the Federal Trade Commission people had approached
a policy and by some regulatory implications of the Information of Things (IoT).
Also it is focused in twomajor areas, which are the state of prominence and also their
respective features, for a non-consumer facing some related network devices and the
question is about how these devices that are counter part of the Information of Things
(IoT) that it can assured to have a proper security entry. (9) In European Union team
has measured certain kind of policy related challenge that has to be addressed by
some policy assurances frommid to long kind of terms with strategic perspective, by
means of recommendations after assessing policy conditions options for stimulating
the certain development of Information of Things (IoT) in the Europe continent. (10)
Also World Health Organization (WHO) in both developing and developed coun-
tries, made mobile phones is used for public support. In around 2011, main aim was
been taken to promote the use of mobile Health for the concept of tobacco control
in the developing countries. However, their exists certain standard projects for the
most mobile health in the growing countries usually a text messages like short mes-
sage services that was been used for awareness and also it has been focus on certain
diseases like human immunodeficiency virus (HIV), mean corpuscular hemoglobin
(MCH), and malaria many other kind of diseases. Also to propose its focus to impor-
tant countries to integrate electronic healthcare usage in their health information by
means of transforming its related health for all.

3 Problem Statement for Impacts of Mobility in IoT
Devices for Healthcare

In the certain improvement of a wireless healthcare sector where it offers interesting
hidden challenges, and concepts like reliable transmission of data, mobile support to
the node and also detection process for fast event, which empowers about the delivery
of data in time, management of power system, computation of node in the network
and in the terms of middleware stats. Further however, by deploying a certain new
technologies in the field of healthcare without considering a security might makes
privacy to the patient data which is complicated. Further, in wireless networks along
with some sort of medical sensors which covers wide range of mobility healthcare
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sector applications, which as physiological kind of data monitoring system, along
with activity kind of monitoring in the terms of healthcare in the campus, and also
maintain location tracking for athlete in the tracks.

Consequently, this Wireless Multimedia Sensor Networks (WMSNs) shares their
confident individual data with some physicians, some insurance companies, and also
health-coach or also even with their family. Therefore there exists an chance for
unauthorized collection of information and use the patient vital data by a high kind
of adversarieswhich cause related risks to the patient, which can alsomake the patient
data available to public which makes wireless electronic healthcare can offer support
to patient monitoring in hospitality sector, but also their exists the physiological kind
of certain data of an individual person which are very complex in nature, so that this
kind of issues with respect to the security and privacy can become some of the major
importance for the healthcare, especially when it comes to undertaking the concept
of wireless electronic healthcare technology.

However, all these studies will discuss out about the specific related information
for the above security related kind of problems, that we can make use of the concept
of impact of mobility in IoT devices in healthcare has focused on security in terms
of wireless medical sensor networks to explore secure wireless healthcare data mon-
itoring applications and this will impact all issues will be in detailed and understand
in the further in depth analysis in this chapter.

3.1 Difficulties Which Impact of Mobility in IOT Devices
for Healthcare Sector

In this chapter there are many difficulties which are best explained by the IoT health-
care network which is very much important in the Internet of Things (IoT) for a
related healthcare. It encourages a reasonable acceptance to the Internet of Things
(IoT), which makes sense, also it facilitates the concept of data transmission and
some sort of undertaking the related medical data, and where it make use of elec-
tronic healthcare related kind of query in the industry which relates to make an effort
to bring out every possibility in it. However difficulties alongwith the network related
issues will figure out concepts like

• Topology related issues like physical configurations links, applicationmaintaining
scenarios, some sort of activities, and also related use cases platforms.

• Platforms like library, framework, and environment.
• Architecture type of difficulties such as software organisation system as whole,
hierarchical model which also reflects the system status,

And also with other minor all types of this issues that related to all kind of the
impacts in healthcare (Fig. 2).
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Fig. 2 Issues in healthcare mobility of devices

3.2 Existing System Scenarios

Data monitoring here right decision can be made by acquiring more information,
which is accurate in nature.
Tracking applications in this computer can take a decision by means of the quality
and reliability issues. Also here we get the exact transferring out data along with
where it improves safety and quality of life.
Timemanagement here it gives the amount of timemanagement that saved in observ-
ing in related to the certain number of trips which had done that would be misuse in
its nature of saving transfer rate.
Money effective here financial aspect is the very best advantage where it could be
very much affordable to every mankind.

3.3 Disadvantages of Existing System

Compatible issues currently, their does not exists much standards for a acquiring and
to monitor kind different sensors. Also Universal Serial Bus (USB) or a Bluetooth
device which requires not too much difficulties that to do in the right aspects.
Complex issues here many aspects takes locate for the failure along with some
complex nature of the system, in which two persons may receive same messages
that over the data transmission are over and both of you may end up with the same
messages.
Privacy issues it is very major kind of issue related to the Internet of Things (IoT).
Here data should be encrypted and should be very secure enough before, that the
data which as the information should not disclose to other which are not related.
Safety issues there might be a threat that certain software can be taken by some
unknown personal and all the confidential information might be misplaced by means
of certain techniques. So that the possibilities are never endless. So that our prescrip-
tion being must be changed or might be our secure data transmission details being
hacked and that could put us at risk.
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3.4 Proposed System

An Internet of Things (IoT) in healthcare sector is not a complex issue but it might
have continuation for the development. So that it is complicated to make out identi-
fication and to predict all the possibilities along with the certain threats and also with
the association of the IoT in medical profession. So that there should be a need to
have security aspects to be worked out in the security solutions for the apparent use to
maintain the capability issues to monitor to transform to the requirement. To achieve
this kind of security targets can be achieved by designing a very much security sys-
tems to reach our final destinations by the decisions by taking over the unnoticed
problems available and properties that can be solved by the impact of experience
along with certain knowledge factors that has be accounted.

3.5 Advantages of Proposed System

There exists much kind of emerging technologies for Information of Things (IoT)
which is based on healthcare, so that it is complicate in finding out a certain kind
of exemption list. So that here further discussion focuses on major many complex
core technology that might have the inbuilt potential in order to make revolution the
Internet of Things (IoT) based sectors.
Cloud based system gives concept of integration of cloud system computing into
an Internet of Things (IoT) which is based on healthcare management technologies
that can provide the facilities with some access to all the resources that are shared,
by services offered based upon by over the request to the network over, and then by
operating the executions to meet out in the need of various requirements.
Grid based system gives out the data insufficient the way of computation capabil-
ities by means of medical data sensor nodes which can be further addressing by
means of introducing grid based system computation which is well in maintain to
the unique type of healthcare network. In this more accurate clustered computing
can be addressed, which can be analysed as the major in the history in the field cloud
system.
Big Data management with a huge amount of essential electronic health data which
has generating with the electronic data medical sensors and to provide certain tools
for increasing efficient in analysing the health diagnostics which very important and
in monitoring future stages of medical healthcare.
Network connection ranging from one network for certain short-range communica-
tions likewireless local area network (WLAN) orwide area network (WAN) is to very
long-range communications which are essential part of the physical infrastructure of
the Internet of Things (IoT) based healthcare.
Ambient Intelligence technique is helpful for the end users, along with the cus-
tomers, and also customers in a healthcare network in humans which are of crucial
information.
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Augmented monitoring being part of the Internet of Things (IoT) which is realistic
in nature, which gives augmented monitoring in reality which plays a key role in
healthcare industry. It is very helpful in performing surgery in the healthcare sectors.
WirelessWearable deviceswhichmake patient engagement and also to calculate cer-
tain evolution of crowd in the field of population in improving the health standards by
facilities by means of embracing along with the medical data wearable sensors. This
has many advantages by means of data information that are connected, healthcare
target oriented communication systems and in gaming technologies.

4 System Security Standards

These Security requirements for Internet of Things (IoT) solutions for healthcare are
very much related to the certain standards in the field of systems for communication
technology which has many cases.
Confidential security standards ensure the condition that it cannot accessible in the
medical field management for the unauthorized user, so that there is very much need
of security standards with higher confidential criteria.
Integrity security standards ensure that there is need of medical data which are not
altered by means of some the other related committees, so that there is need for the
stored data standards that are very much compromised by means of efforts.
Authenticity security standards enable an IoT healthcare device which has the pos-
sibility in identifying peer to peer communications standards.
Available security standards ensure about there is a need for IoT in the healthcare
sector that has to be in the range of authorized authority, where in which it deals with
the denial of service guaranteed attacks.
Data acquired freshness standards include about the kind of data freshness and key
freshness. Also in this kind of data acquired freshness it basically implies that there
is a need of wide requirement of fresh data.
Non Repudiation security standards imply that the node cannot be denied by the
way of sending the messages that are sent earlier in the range of destination that
implies the security by non repudiation methods.
Authorization security standards ensures about the need of an authorized nodes
which are accessible by means of the authorization of network services.
Resiliency security standard are integrated and connected by means of healthcare
devices that are meant of compromised supervision, that there is a need of scheme
that has security that should still protect to make the information safe by any attacks.
Fault Tolerance security standard is a security scheme that there is need for contin-
uation that has to provide the security by means of presence by finding out any kind
of fault involved in it.
Self Healing security standard requires medical data device information in IoT in
Healthcare sector networks which has the ability to run out the need for the energy
requirement, which enables the standard levels of security standard criteria involved
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5 Security Healthcare Challenges

Security challenges give the idea about the IoT that should satisfy the following
requirements that are not ensured by means of some of the security challenges which
might be failed, so that here a novel approach had some of the measures that will
address the concept of new challenges that are been taken into consideration by
Internet of Things (IoT).
Computation challenge in IoT healthcare devices are embedded by using a very low
running speed. Here central processing unit (CPU) in such kind of devices is not so
much powerful in kind of speed categories. In addition to this devices that are not
well designed to perform the computationally very cost effective in its standards. So
that there is a need of security solution where it minimizes which consume resources
and maintains high security performance in a challenging task.
Memory challenge gives the idea about Internet of Things (IoT) healthcare devices
that should make use of very low memory. In such kind of things there is need of
operating of system environment by means of the system software. So that there
is huge requirement of low cost effective memory to execute a highly complicated
security related protocols.
Energy challenges will gives out an idea about the healthcare networks which
includes a healthcare device that should make use of effective limited resource bat-
tery backup. So that there is energy constraint requirement in IoT that is very much
helpful in finding out in an aware of security challenge to the system.
Mobility limitations in general, that maintains the healthcare devices that not meant
by means by a static, but also briefs about the knowledge of mobility in nature. Such
devices are connected through the IoT, service providers. Also now a day there is
a need of wearable devices that should make use of home based network. So that
there is a need for requirement for the development of mobility constraint by means
of some related algorithm which is a robust challenge.
Scalability challenges which gives out an idea regarding the IoT devices that gradu-
ally increased and means eventually, so that there is need for more number of devices
to be connected for acquiring the network information globally in the particular sys-
tem. So that there is need for designing a very high scalable issue need to be addressed
by means of the security schemes, and there is no need of compromise to the security
requirements.
CommunicationsMedia limitationswhich are meant for the well connection of both
to the local and global networks that are through because of range of wide wireless
contacts that make uses of such devices like Bluetooth, Zig-Bee and many others.
So that it is very complex to find out a security protocol, which it can be make use
of both use of wireless and wired channel devices.
Multiplication of many to many healthcare devices that should be make use of an
IoT networks that makes an diverse effect in the nature of multiplication, by ranging
by means of different types in the range of networks. So that there is a kind of open
challenge in designing the limitations that will address some schemes, so that there
is a need of simplest multiplication of connecting devices in the simplest form.



254 M. Arogia Victor Paul et al.

Dynamic Network Topology which has many limitations so that there is a need a
chance to join an IoT healthcare device networks bymeans of anywhere and anytime.
So that there is need of addition of network either by means of dynamic network
topology which will be role in devising a network security model.
Tamper Resistant Package gives the idea about of limitations that give a security
for a physical which is a major important aspect by means of Internet of Things
(IoT), for healthcare devices. There is a need for a challenge that makes the attacker
may tamper within the devices and this may extracts all the confidential secrets,
or even can make modifications in the programs, or even can also manipulate the
information. Tamper resistant packaging will gives limitations that will gives out an
idea regarding such kind of attacks.

6 Mobility Issues

Internet of Things (IoT) paradigm will continue to evolve, in around in many addi-
tional IoT healthcare devices that also offer services that are in the expected range.
Sp that when an attacker may try to attack the devices network by means of some
security threats so that there is a need not to compromise in existing and future exten-
sion of IoT healthcare devices in the networks. Here there exists much kind of threats
which are predictable, tangible and hard to predict. In this chapter need to address the
security threats where this is applicable to both existing and future potential threats
with reference to some of the key properties, by means of host, information in the
type of data, and some network compromise of specific data.
Attacks based on host nature of properties
In this there exists a three different kind of attacks that can be launched by means on
host nature of properties like the nature of software compromise, hardware compro-
mise, and also by a user compromise. So there exist much vulnerability and many
glitches that make the force the healthcare IoT devices to make a malfunction by
means of attacks.
Attacks based on Information differences
In this there is a need of transferring and storing data that can be manipulated or
been analysed by means of some unauthorized person. So that here he can input
any kind of fake information and can also remove the information true nature in the
healthcare devices, So that such attacks can might also have the following concepts
of modification of data, interruption in the network, interception in the transferring
of data, Fabrication of models, and replay of fake information and many more.
Attacks based on network properties In this attacking type it has two different kinds
of forms, such as protocol and layer specific compromise attacks. In this there is a
need for standard protocol compromise and network related protocol attacks, which
can play vital role in the field of attacks in the network. To improve the kind of
performance in IoT healthcare system care we should also need to address concept
of security, by means of connectivity, and along with long nature of connections in
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Fig. 3 Relationship between medical and healthcare IoT applications

the networks, which may vary different conditions in the environmental aspects, that
should make use of security aspects and their techniques ensures in each and every
protocol stack in the system.

7 System Design

See Fig. 3.

8 Performance Analysis

Pie-Chart
See Fig. 4.

Graph
See Fig. 5.
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Fig. 4 Internet of Things (IoT) connecting devices to human benefits

Fig. 5 Internet of Things (IoT) way of emerging its trends around the globe

9 Disadvantages in Traditional Method

Researchers are tend to be designing the requiredmethodology and implementing the
trend to involve in a depth analysis many IoT-based mobile medical healthcare ser-
vices, maintenance and resolving services related to technological and architectural
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issues on it. Many challenges are needs to be solved with care. In this section both
discovered and undiscovered issues near information technology healthcare services.
Standardization there are numerous existing product manufacturing vendors and
also new vendors are also joining to this group though there is a lack of following the
rules and regulations of interfacing devices, this leads to interoperability issues. To
resolve these issues a quick action is required. For example a group of experts can
take care about standard policies about IoT mobile medical healthcare. In this we
need to follow the topics like protocol layer stacks and communication network lay-
ers, physical, network and media access control layers, along with device interfaces.
Here organizing many services like maintenance of electronic health and medical
records is another major issue. Here administration has many types together with
access management and healthcare expert registration. A variety of mobile health
and electronic health associations and IoT researchers are able to work jointly, and
existing standardization such as the Internet Protocol (IP) for alliance in orientation
of smart objects the information technology along with innovation foundation, and
many other forms an IoT technology functioning groups for the better standardiza-
tion in the improvement of IoT based healthcare medical services in overcoming
traditional issues.
IoT mobile Healthcare medical platforms can be a structural in designing an IoT
based healthcare, because of more complicated nature and in the trend of making the
commonmedical devices are available, bymeans of acquiring the real time operating
of the systems with more useful. Also there should be a need of modification of
platform computation with a run time libraries which was like a service oriented
kind of a method that will be very much suitable for building the platform that can
be broken by many different interfacing of packages. Here to construct a simplest
and suitable platform, there is a need of service oriented architecture (SOA) that
can be taken into consideration of services that was been in exploiting the usage
under different application programming interface (API’s). Also there is a need of
specialized libraries, frameworks and many platforms that are need to be built to
support the development of healthcare sector, for making use it in many ways. So
that this concept will be helpful in classifying disease in many ways.
Cost Analysis method gives idea about low-cost IoT based healthcare technology is
analysed by researchers but there is no evidence of comparative study on this so a
cost analysis of an IoT is useful.
The App Development process setup, development, debugging and testing is the
four fundamental steps on the android platform. Related methods are taken on other
platforms also. An authorized medical expert must required to ensure the quality of
healthcare app development. One of the crucial part of medical science application
are recent advanced updates.
Technology Transition a smart technology environment can be developed by health-
care organizations by using sensors and IoT methods to modernize the traditional
devices. Thus, creating an IoT system from an existing configuration will be a chal-
lenging task. Here there is a need for the proper method to be followed to overcome
compatibility of backward issues and be aware of flexible kind of nature can be
assured by means of machines in it.
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Low Range Power Protocol in IoT healthcare development, there are many devices
they behaviour is different to each other from their status of existing. To ensure ser-
vice availability every communication layer will have an added power consumption
challenge.
Network Approaches different kinds of patient, data, service centric approaches and
architectures are three fundamental kinds of approaches in IoT for healthcare net-
work. In the patient approach scheme, there is a need of healthcare systems are been
divided according to the involvement in need of patients and their family members to
consider for the medical treatment. In the data centric approach healthcare structure
can generally be separated into kind of many objects based on the captured data. In
a service approach scheme, healthcare structure is allocated by the means of assem-
bly characteristics that they must provide in order to gain confidence of network
reliability.
Scalability Issue in IoT healthcare in the field of networks, where it will make
use of different kind of applications, maintenance of service and updating all the
concerned databases. So that there is a need for requirement of additional information
in the network which may get from the both individuals and a kind of healthcare
organizations.
Continuous HealthcareMonitoring in most of the cases, where a patient is required
to undergo a long-term monitoring so this method plays a vital role.
NewDiseases and a kind ofDisorders in the Smartphonewhich are being considered
as one of the healthcare gadget responsible for cutting edge technology. Here all the
applications which are formed by healthcare systems are going to be added every
day, so that these kinds of categories are limited to certain specific list of diseases.
There is a need for Research and Development activities for finding out a new kind
of disorders and diseases that are very much important, in evolving out the new
innovation technology aspects. So that early detection of this kind of rare deadly
diseases can be found out in the essential task.
Identification multiple caregivers and multiple patients are in the healthcare envi-
ronment and this requires a proper identification technique.
Business Model a new business model is required in the IoT healthcare business
to educate doctors and nurses to learn about new technologies. Traditional system
strategy which is a complicated kind of issue, because it involves many different kind
of new requirements, many of them are like policies, new infrastructure systems,
transformed organisational structures, operational process and many more.
Quality of Services (QoS) in Healthcare services reliability, maintainability and QoS
are the most important parameters that are highly time sensitive. Here the system
availability and a Vigorous nature plays a vital role in contributing the QoS because
there is a need for maintaining the certain disaster management that can make the
situations complicated in medical field.
Sensitive data Privacy protection in the field of safe precaution data, available from
sensors alongwith various deviceswhich are illegal in accessing the vital information.
So that there is a need for high security standards, that are supposed to be introduced
in the organizations, and applications. So that users can make use of it. Here the
main challenge are avoiding threats, attacks prevention, and focusing on different
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vulnerabilities. From all this there is a need of optimal algorithms that are need to
be collaborated by means of protection, reaction and detection of various kinds of
services that can be summarized in further stages.
Resource Effective Routing IoT healthcare system should be designed to make the
most of security performancewhile having less resource consumption due to resource
constraints.
Physical Security all the devices in IoT based healthcare should be temper resistant
packaging. So that there is a chance of unauthorised person may break the data and
stole the healthcare related data, so that attacker may manipulate the vital data or
even they can misplace the devices with some malicious networks.

Secure Routing here there might be chance of real time communication which
are vital and proper in representing a proper routing format and forwarding the other
protocols that well related to the healthcare network mainly because of attacks in
capture of devices.
Data Transparency here in the IoT based cloud services can be adopted by means
of some medical device data that are meant for data mainatainence of healthcare. So
that there should be a need for transparent of data and need for life cycle development
of personal data which can be traced and control of data can be takes place.
Security of Handling IoT Big Data might be chance of huge amount of healthcare
data is generated by using a biomedical devices and sensors. So that it securely stores
the data that was been captured, where it providesmeasures in handling, data transfer,
mainatainence, and without compromising the integrity, confidentiality, and privacy
issues that require much effort and secure attention of the system.
Mobility is one of the major issues in IoT, where this chapter majorly focus on. In
this we can assure ability in IoT healthcare using the network support to the patients
where they can be connected anytime and anywhere in mobile. This kind of feature
is very helpful in accounting patient’s environments dissimilar.
Edge Analytics in edge devices develop a kind of quality of entry devices and plays
very prominent role in the IoT. So there is need for healthcare data analytics should be
inspected at regular intervals and by this need to improvise the designers to optimise
network architecture and maintain data traffic.
Ecological Impact in full phase scalewillmaintain the need for the healthcare needs a
kind of biomedical sensors that set in maintaining devices. This should be considered
as critical impacts on the environments, human health and users monitoring. For this
reason there is a need for manufacturing of device, and there is a use of more devices
and their proper maintenance.

10 Conclusion

This chapter briefs about the various features of IoT based healthcare sector technol-
ogy that gives out about the various architectural network, which will be helpful in
accessing the support to the platforms that has the IoT backbone and will facilitate
medical data transmission and their reception of data. There is need for effective
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research and development, which will be made an effort in IoT driven healthcare ser-
vices and their applications. This chapter gives detailed research activities with order
of references to showcase the IoT sector that deals about the paediatric and elderly
care of patients, there is a need for supervision of chronic disease, private health care
and the fitness management. Also for the deeper insights need for the industry devel-
opment and enabling technologies, which makes need of motivation and present
trend to outlook how the recent technologies, which are ongoing progress in the
various kind sensors, devices and internet applications, which are highly motivated
and which are very cost less effective healthcare gadgets, and need of association of
health services to limit the development of possible IoT based healthcare service for
further development of technology related to healthcare. To better understand IoT
security in healthcare, this chapter in overall gives in depth knowledge in a range of
high security requirements and challenges, which reveals various kind of approaches
in related to the problems in the area of healthcare models that can be moderate in
the association of security risks.

11 Future Work

The discussion on the topic of healthcare for mobility aspects matters such as stan-
dardization of healthcare, type of networks, kind of business models, type of quality
service, and related data protection that is very much expected that is supposed to
make easy for the advancement of research in the IoT based healthcare service. This
chapter performs about the inbuilt knowledge that provides in mobility electronic
health care knowledge their policies and regulations for the better benefits of stake-
holders which are in measuring the healthcare IoT technologies. This analysis and
the results of this survey for the chapter is expected to be very much helpful in the
field for research, engineers, policy makers and healthcare professionals altogether
working in the area of IoT healthcare technology.
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Multiple Mobile Elements Based Energy
Efficient Data Gathering Technique
in Wireless Sensor Networks

Bhat Geetalaxmi Jairam and D. V. Ashoka

Abstract WSN applications primarily focus on data accumulation from the various
sensor nodes spread across the environment. Many existing data gathering protocols
work on the principle of using Cluster Head (CH) which is the designated node in
a cluster for collecting data and Mobile Element (ME) which collects data from
various CH’s and deposits the data in the Base Station (BS). The proposed work
on creation of an efficient data gathering technique in WSN, is the result of intense
survey of existing technique in related framework and immense understating of the
short coming of these existing protocols. The things that predominantly stand out
from the survey performed are overflow of buffers at sensor nodes, visiting schedule
of MEs, data fusion aspect and Idle listing concept, have not been well addressed.
These limitations pave way for inception of novel data gathering technique forWSN.
In this paper Energy Efficient Data Gathering Technique using Multiple Mobile Ele-
ments (EEDGMME) is introduced. Better efficiency in data gathering technique is
achieved by data fusion at Cache Point (CP) which intends to reduce the instances of
transmissions, visiting schedule for MEs to reduce buffer overflow and resultant data
loss at various nodes of the network, Sleep-Awake duty cycling which prevents the
instances of Idle listing and hence conserve the nodes energy. Practical simulation
results prove the theoretical perspective of improved performance gains in compari-
son to the existing protocol Mobile Element based Energy-Efficient Data Gathering
with Tour Length-Constrained in WSN (EEDG). Proposed technique EEDGMME
provides better packet delivery ratio, lesser delay, reduced overhead, optimum energy
consumption with decreased packet drop and hence enhances the network usability
span.
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1 Introduction

WSN is usually composed of nodes constituted as wireless, ad hoc hosts. Every
node supports multi-hop routing protocol. WSNs are even self organizing. The sen-
sor nodes are low cost devices equipped with processor, storage capacity, transceiver
and battery power. Once these nodes are deployed, using short-range wireless com-
munications, the nodes form a network. To monitor physical and/or environmental
variations, sensor networks are deployed. Temperature variations, sound functions,
vibrations, pressure measures, Motion pollutants, etc. are monitored, in specific area
of interest, using WSNs. The data gathered by the sensor nodes spread across the
network, is relayed to one or more sink nodes.

WSNs are implemented in areas where timely collection and processing of sensi-
tive data is themain concern. As in a battlefield/warzone, sensor nodes are distributed
over the concerned area and military grade information is sampled at regular inter-
vals. This collected/sensed data is transmitted to the BS for related processing [1].
In a WSN deployment sensor nodes are constrained by limited available energy,
hence it becomes necessary to conserve the sensor node energy in order to extend the
network lifetime. Energy consumption can be reduced by eliminating redundancy
in collected data, reducing the transmission instances by making use of data fusion
techniques [2].

Major issue of concern for data gathering in WSN are as mentioned below:

Sink being a static node performs as a gateway between WSN and user applica-
tion. With multi-hop transmission, the sensor nodes have an option of sending the
sampled data to the static sink. Bottleneck congestion is created near the sink since
accumulated data from all nodes reach the sink [3].

The overloaded node can hinder network performance, might as well stop data
transmission towards the sink, thereby reducing network lifetime. At the same time,
non uniform distribution of sensor nodes and sink not being at a proper gathering
position, can create energy imbalance issues in the network [4].

In WSN implementation, efficient energy utilization is a major requirement. The
sensor network usually has large number of nodes, operating over an extended period
of time.These nodes energy resources have to bemaintained efficiently. Since the pro-
cess of data gathering consumes large amounts of energy, it creates, need of efficient
communication strategies being designed, implemented precisely and efficiently [5].

In battlefield monitoring applications, where time elapsed from collecting data to
the time the collected data is processed, becomes a dominant factor of considera-
tion—the emphasis should be on minimal data transmission time. Distance between
data-collection points and data-processing points, makes this delay-sensitive task
relatively difficult [6].

The specific application of sensors, as in military purpose, deployment have addi-
tional requirements like reliability, network survivability, real-time operation which
impose additional pressure on maintaining energy efficiency [7].
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The extensive study of existing data gathering protocols focus on two major
criteria, which are energy conservation and network lifetime. The efficient use of
power is an essential aspect in maximizing network lifetime [8].

As thewireless connectivity is adhoc in nature, noguarantee of reliable forwarding
of sampled data from sensor nodes to sink can be anticipated. Even it may cause
data loss, energy wastage, reduction in data collection by sink and increased energy
depletion at the sensor nodes [9].

Other issues to be handled in increasing usefulness of network during gathering
of data in WSN are as specified:

• Path from sensor to sink is to be opted for, depending upon topology of the network
and associated profit.

• In order to conserve energy, if same path is used by sensor nodes to transmit data
across the network, link failure may result.

• Reduction in delivery ratio due to link failures, results in increased retransmission
probability as well as end-to-end transmission delay and utilization of energy.

2 Related Work

Several research in recent years have considered the use of mobile elements for data
gathering in wireless sensor networks.

• Tinybee: Data Gathering System developed by Ota et al. [10] makes use of mobile
agents called “Tinybees” which are dispatched by a mobile server to collect data
from the designated area. With respect to transmission delay and energy con-
sumption, this protocol has better performance results but with the lack of visiting
schedule for the Tinybees, buffer over flow at sensor node may happen.

• Zhao et al. [11] developed Mobile Data Gathering With SDMA (MDG-SDMA),
uses special mobile collectors called SenCar which operate like mobile base sta-
tions, collecting information from predetermined set of sensor nodes. SenCar hav-
ingmultiple antennas, achieve uniform energy consumption via a single-hop trans-
mission to the base station. Again the visiting schedule of these SenCars was not
part of the proposal which may result in buffer overflow at the sensor nodes.

• A Cost Minimization Algorithm for Mobile Data Gathering in WSN proposed by
Zhao et al. [12] attains optimum data control for sensors along with provision of
sojourn time to the mobile collector. Drawback is visiting schedule for the mobile
collector is not considered thereby leaving a chance of buffer overflow at the sensor
nodes.

• Kinoshita et al. [13] in Enhanced Environmental Energy-Harvesting Framework
(EEHF) proposed a framework for prolonging of lifetime of WSN. Framework
includes data gathering scheme by estimating obtained environmental energy, thus
helping sensors to make efficient use of environmental energy for betterment of
the network lifetime. EEHF scheme uses two methods, Enhanced-EEHF and clus-
tering method to get the desired work done. In every round of E-EEHF, expected
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environmental energy is predicted for the future which, as a result, improves the
estimation accuracy. Thus helping in setting the estimation interval. The clustering
mode assumes that every sensor has rechargeable and non rechargeable battery.
Whenever possible, energy from the rechargeable battery can be used to extend
the network lifetime. EEHF based data accumulation scheme is a proposal. It is
yet to be experimentally ascertained.

• ExploitingMobility for Energy Efficient Data Collection (EMEEDC)method pro-
posed by Jain et al. [14], has 3-tier architecture consisting of Access Points,Mobile
Ubiquitous LAN Extensions and Sensors. The MULEs carry data from sensor to
access point, thus sensors need to transmit data over shorter distance requiring
lesser transmission power. Responsibility lies on the sensor to find nearbyMULEs
to offload its data. To aid in this discovery, MULE continuously transmits discov-
ery message to detect a nearby sensor. The architecture assumes that a MULE will
eventually reach an access point and at least one MULE reaches a sensor. To over-
come the limitations, which arise from the above assumption, MULE-to-MULE
communication can also be implemented. Various issues like visiting schedule
of MULEs, reliability of data gathering, communication channels, network-layer,
end-to-end connectivity and Sleep-Awake Duty Cycle have not been addressed.

• In Energy-Conserving Data Gathering by Mobile Mules in a Spatially Separated
Wireless Sensor Network (ECDGMM) technique proposed by Wu et al. [15],
Sensor network is divided into isolated subnetworks. The mobile MULEs collects
data from these possibly distant subnetworks. The problem is modeled as a dual
objective problem namely Energy-Constrained MULE TSP. The ECM-TSP aims
to achieve minimal MULE traversal paths. Optimum energy consumption in all
sensors is also maintained so as not to surpass a pre-defined threshold. Unresolved
issue of the above described method being buffer overflow during data collection
since traversal path is determined but visiting schedule is not implemented.

• In Minimum-Path Data-Gathering (MPDG) technique proposed byWu et al. [16],
sensor network is spatially divided into several subnetworks. Mobile mule visits
these subnetworks for sensed data collection in a well-organized manner. Occa-
sionallyWSN are naturally separated into isolated subnetworks due to some physi-
cal constraints, resulting in cost-effective subdivision. Coordination amongst these
isolated subnetworks has to be maintained. In a spatially separated WSN, primary
problem of data gathering is mainly constrained by latency of the mobile data
collector, mule and delay in uploading data from each subnetwork of WSN. The
path taken by mule to traverse the subnetworks, thus becomes a point of con-
cern. MPDG, a generalization of the Euclidean TSP, tries to resolve the problem.
With the Mules traversal path knowledge, nodes proactively calculate transmis-
sion/reception with the ferry. The efforts are to compute optimized ferry route so
that data transmission latency is optimized and transmission time of each node
is also met. By conducting multiple ferries even packet drops probability can be
attempted to be minimized. The visiting schedule of each mule traversal path
has not been considered for inclusion. This becomes a possible loop-hole in the
implementation.
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• Energy-management is an important concern for prolonging WSN network life
time. As major consumption of power occurs during communication of collected
data, transceiver action should be optimized for prolonging the network lifetime.
There is a survey done in [17, 18] on the existing energy management schemes
which clearly says that keeping nodes in the awake mode when there is no data to
be sensed, consumes energy. InWSN, sensor nodes in the field transmit their mea-
sured values to the BS in a many-to-one communication pattern. Since measured
values get updated in small sizes, update interval is maintained higher. All the
time period between successive listening intervals is not utilized for data gather-
ing. Keeping the sensor node awake for unused time periods would be an energy-
draining exercise. This idle listening should be avoided for conserving energy.

As stated by Bhat et al. [19], with the help of IEEE 802.11 technology private
wireless network can be set up by achieving good throughput. S-MAC is one of the
special MAC protocol integrated within IEEE 802.11 MAC protocol suit. S-MAC
provides adaptive listing concept [20–23]. There is another special MAC protocol
called IEEE 802.15.4 which also provides adaptive listing mechanism. This feature
is possible in IEEE 802.15.4 only during beacon-enabled mode. The drawback is if
the duty cycle is not set correctly it may incur transmission latency [24–26]. Another
option being D-MAC which is best suited for flat topology. Unlike S-MAC, D-MAC
doesn’t suffer from data forwarding interruption problem [27, 28]. This provides
explicit duty cycle adjustment mechanism [29]. As stated by Anastasi et al. [30], in
a WSN with MEs, motion of ME can be controlled by allowing nodes to sleep and
awake based on the ME schedule and proximity.

3 Practical Understanding of Unresolved Issues

State-of-the-art survey of data gathering protocols in WSN has been carried out,
focusing on the following criteria:

• Necessity of clustering and Cluster Head creation
• Need of Mobile Elements
• Scheduling, dispatch of Mobile Element using tour optimization techniques
• Correlation between Data gathering and Data Aggregation
• Comparison of existing Data Gathering Techniques highlighting respective draw-
backs.

The surveyed papers exemplify the use ofMEs forDataGatheringTechniques pro-
viding good improvement in themeasured values of metrics like energy consumption
and network lifetime. The surveyed techniques have considered the concepts of ME
usage for data gathering. Observation made during survey of the existing research
makes it evident that metrics not taken into proper consideration by certain data
gathering protocols in existence are overflow of buffers at sensor nodes and visiting
schedule of MEs [31].
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In order to estimate the practical limitations of the existing Multiple Mobile Ele-
ments based data gathering protocols, two existing protocols EEDG [32] and IAR
[33] have been implemented and compared depending upon various simulation sce-
narios having different set of nodes by authors [34].

Different sensor network scenarios have been established depending upon number
of nodes (20, 40, 60, and 80, 100). For each scenario readings are taken to measure
five analytical metrics of performance—Delay, Packet Drop, Packet Delivery Ratio,
Energy Consumption and Overhead. Statistics obtained from the comparison clearly
indicates that EEDG technique implementation is more efficient than IAR technique
implementation. With the comparison it also gets evident that EEDG has certain
limitations as stated below:

• EEDG does not consider inclusion of Data Fusion Concept. Using Data Fusion
Concept, number of packet transmissions in the system could have been further
more reduced.

• Idle listening feature has not been dealt with in EEDG. During the Idle-state of
the nodes if the respective nodes are temporarily deferred from any activity, then
the overall reduction in the energy consumption of the sensors across network is
achieved. Thus positively affecting extension of network lifetime.

3.1 Motivation

Distributed data aggregation protocols are predominantly used inWSN for gathering
and transmission of sensor data. If data aggregation concept is not used, data trans-
mission from every sensor node to the sink will take place. In addition, it will also
relay the packets of the downstream nodes. Since most of the time, a tree topology
rooted at the sink is used to collect data, all packets are delivered to the sink node
via its immediate neighbours. This situation results in faster depletion of energy in
immediate neighbours of the sink, as compared with energy levels of other nodes
of the network. Nonetheless, when the MEs have to operate in larger sensing areas,
the MEs may skip visiting certain far-off nodes in order to save energy. If MEs are
bound to visit all nodes in larger sensing areas, this may results in increased data
gathering latency.

Existing researches, like Distributed Intelligent Data-Gathering Algorithm, have
tried to deal with the above mentioned problem by incorporating cluster based archi-
tecture in WSN. A central node in each cluster is considered as Cache Point. MEs
are made to visit only CPs, while other sensor nodes of the cluster transmit their data
to designated CP. In such architecture, efficient tours for MEs are computed to visit
CPs with minimized communication distance.
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However, the recent work encompasses following challenges:

• While selecting CPs, residual energy of the nodes are not considered, which would
have more impact on improving lifetime of sensor networks.

• Data aggregation concept is not incorporated at CPs which causes more number
of transmissions in the sensor networks.

• MEs are always in passive open listen mode even if certain CPs doesn’t have any
data to transmit.

These challenges have to be specifically addressed to improve efficiency of the
data gathering technique [32, 38].

Afore mentioned findings about the existing protocols, is the main motivation
behind proposing a novel energy—efficient approach for data gathering.

4 Proposed Solution

Objectives of this research work is to implement—A novel technique of data gath-
ering in energy efficient way using Mobile Elements to improve lifetime of WSN.
The scope of the proposed data gathering technique is to achieve reduction of energy
consumption, prevention of buffer overflow at CPs, improving network lifetime, by
implementing the proposed technique in different practical scenarios.

To address the formulated challenges in the previous section, authors have pro-
posed “Energy Efficient Data Gathering Technique Using Multiple Mobile Elements
in Wireless Sensor Networks (EEDGMME)” which accomplishes task at hand by:

• Selection of CPs based on residual energy and incorporation of Data Fusion aspect
at CPs to reduce energy consumption.

• Inclusion of Sleep-Awake Duty Cycle technique to ensure reduction of power
consumption.

• Establishing visiting schedule for MEs based on earliest deadline of CPs to reduce
buffer overflow.

Figure 1 clearly indicates issues of data gathering and proposed solutions to solve
these issues.

4.1 Overview of the Proposed Work EEDGMME

To achieve optimum results for the proposed technique, after the node deployment,
the node having utmost residual energy is chosen as CP for every cluster. MEs are
deployed to perform the data collection from the selected CPs. EveryME is assigned
visiting schedule based on the earliest deadline of CPs. Number of MEs required
for the network is decided based on Round Trip Time (RTT). Number of nodes
shared by an individual ME, is decided based upon number of hops node is farther
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Fig. 1 Issues and proposed solutions

from a ME. Data fusion technique is applied at the CPs to reduce number of packet
transmissions. In order to prevent energy wastage, the MEs go into sleep mode when
there is minimal data collection job. The MEs after collecting data from all CPs in
the predetermined path, deliver data to the sink.

The EEDGMME protocol overcomes limitation of existing EEDG protocol and
performs the required job of data gathering using following techniques:

• Estimation of residual energy
• CP Deployment
• Deployment of MEs
• Visiting Schedule of the MEs
• Data Fusion at CP
• Sleep-Awake Duty Cycle implementation.

Figure 2 shows overall flow diagram of the proposed work.

4.2 Detailed Explanation of Inclusive Algorithms

This section includes detailed explanation of the algorithms incorporated in the pro-
posed work EEDGMME.

4.2.1 Deployment of Sensors and Formulation of Clusters

In the practical scenario, sensor nodes are deployed by patching the Naval Research
Laboratory (NRL) sensor extensions to the standard NS2 package and clusters are
formed using relative geographical positions.
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Fig. 2 Flow diagram of the
proposed work EEDGMME
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Fig. 3 “hello” Packet
Format

4.2.2 Deployment of CP in Respective Clusters

In the network scenarios, CPs are deployed in each cluster to collect information from
the sensor nodes. MEs visit CPs by following a predetermined visiting schedule so
as to prevent buffer overflow at the CPs.

Every sensor in the cluster performs the below mentioned steps [35]:

Step 1: Sensor broadcasts a “hello” packet to its neighbouring sensors of the same
cluster, as specified symbolically by Eq. 4.1:

Ni → Nei : Hello (4.1)

where,

Ni ith sensor node
Nei Neighbouring sensors

Format of “hello” packet is shown in the Fig. 3. The residual energy parameter
Eres in the hello packet is estimated as mentioned in Eq. 4.4.
Step 2: On receipt of “hello” packet, every node acknowledges and identifies itself.
The node creates and maintains list of NeLi.
Step 3: Depending upon value of residual energy of the node Eres, node Ni is config-
ured as a CP, if the condition mentioned in the Eq. 4.2 is met:

Eres > Eth (4.2)

where,

Eth Threshold value of node’s energy, computed using following Eq. 4.3:

Eth � Initial Energy/2 (4.3)

Eres Residual Energy of node Ni is estimated using Eq. 4.4 [36]:

Eres � Ei−(Etx + Erx) (4.4)

where,

Ei Energy of the ith sensor at the time of initialization
Etx Energy depletion at sensor during transmission
Erx Energy depletion at sensor during data reception
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Hence, the node with the residual energy greater than half of its initial energy
gets configured as a CP. In comparison with the residual energy of all CPs, CPs with
higher amount of residual energy send their collected data to farthest MEs and the
ones with lesser amount of residual energy send their collected data to nearer ME.

4.2.3 Deployment of MEs

In larger networks with widely scattered sensor nodes, MEs move around specific
areas and collect information from various sensors. MEs are deployed in the equally
split network area called clusters. Deployment is done in a way that MEs will serve
all nodes of the clusters uniformly. While deploying MEs following criteria has to
be considered [37]:

• MEs count
• Nodes shared by the MEs

Estimating Number of MEs

Parameters required to calculate ME count:

G Number of sensors deployed in area of l × l units
V Speed at which the ME moves
Tcache Time needed for the CP’s cache to be filled. Deadline of CP decides Tcache

Tserve Time needed to empty/serve the cache of the CP

Estimation of number of MEs needed is accomplished in the following steps:

Step1: Initialize G
Step2: Compute RTT using Eq. 4.5

RTT � 2 × (l/V) + (G × Tserve) (4.5)

where,

RTT Round Trip Time
(l/V) Inter-cluster movement time of ME
(G × Tserve) Time taken byME to collect data fromCPs of the corresponding cluster

Step3: Calculate MEs count for the network.
The number ofMEs required for data collection is selected based on the following

condition:

if (RTT ≤ Tcache )
One ME is enough for data gathering

else
(RTT/ Tcache) number of MEs are required for data gathering



274 B. G. Jairam and D. V. Ashoka

Table 1 Hop count of CPs from each ME

CPs Hops away from ME1 Hops away from ME2

N1 1 5

N2 2 4

N3 3 3

N4 4 2

N5 5 1

end if

Note: The ME does not perform any data collection in its reverse direction.

CPs Shared by the MEs

The sharing of the MEs by the CPs depends on the hop count of the CPs. Hop count
is count of number of hops CP is farther from a ME.

Consider the following example.

Let N1, N2, N3, N4, N5 be the deployed CPs, ME1 and ME2 be the Mobile Elements.
From Table 1 it can be deduced that

• N1 is served by ME1
• N2 is served by ME1
• N4 is served by ME2
• N5 is served by ME2

Whereas N3 can be served by either ME1 or ME2 since N3 is equidistant from
both ME1 andME2. The tie between selection of ME1 or ME2 is randomly resolved
in favour of either ME1 or ME2. The ME which wins the tie, corresponding CP is
added to its visiting schedule.

4.2.4 Data Fusion Technique at CP

The data fusion technique is applied at the CPwhen an incoming packet has the same
destination as any previous packet waiting at CP to get transmitted. The CP will wait
for some w seconds before sending the incoming data packets in order to potentially
fuse new incoming data packets to make aggregated data packets.

In the wake of size of incoming data packets being greater than space remaining
in CP’s cache, incoming packet is split into smaller packets. These smaller chunks
are considered as individual potential packets for data fusion. When CP’s cache
gets filled up, the already fused packets is transmitted out and remaining un-fused
packets are taken for further fusion events, along with new incoming packets. The
steps involved in the data fusion are given in Algorithm 4.1.
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Algorithm 4.1. Data Fusion at CP

Let CP be the cache point, {fp} be the fused packet, L be size of fused packet, Lmax

be the maximum allowable size of fused packet, w be the waiting time, Sp be the
available space in CP, Pi be the incoming packets.

Input: Incoming sensor data packets
Output: Outgoing data packets from CP
1. L=0 , Sp = Lmax

2. arrival of Pith packet
3. if size of Pi <= Sp then
4. { add Pi to {fp}

L � L + size of Pi
Sp = Lmax -L
start timer w }

5. else
6. { fragment Pi

Consider each fragment as next arriving packet
go to step 3}

7. end if
8. if timer w expires then
9. transmit {fp}, go to Step 1
10. else
11. { next packet arrives
12. if size of packet <= Sp then
13. { attach packet to {fp}

L � L + size of packet
Sp = Lmax -L, Repeat step 4 till timer w expires}

14. else
15. { fragment packet, consider each fragment as next arriving packet, go to step 8 }
16. end if }
17. end if

4.2.5 Visiting Schedule of ME

The visiting schedule or trajectory of eachME is created by computing shortest route
from every ME to CP, meeting the deadline constraints of the CP to reduce buffer
overflow.

Deadlines at different CPs are computed using Eq. 4.6:

Deadline � Current Time + Buffer Overflow Time (4.6)

The Earliest Deadline First (EDF) algorithm is applied to know which CP to visit
next in the visiting schedule. The step involved in computation of EDF arementioned
in Algorithm 4.2.
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Algorithm 4.2. Earliest Deadline computation

Let cost_am[1..n][1..n] be cost adjacency matrix, bot[1..n] be CP’s buffer overflow
time, dl[1..n] be deadline of CPs, sn be start node, ct be current time, cn be current
node.

Input: cost_am[1..n][1..n], bot[1..n], sn
Output: dl[1..n]
1. Initialization:

ct �0, cn � sn, dl[1..n] � bot[1..n]
2. select ( node i �� cn) which has earliest deadline
3. if dl [i] < ct + cost_am [cn] [i] then
4. { Omit node i from visiting schedule

go to step 8 }
5. else
6. { ct � ct + cost_am [cn] [i]

cn � i
dl[i] � ct + bot [i]

}
7. end if
8. if node is left unvisited then
9. go to step 2
10. end if

The visiting schedule of each ME is summarized in Algorithm 4.3.

Algorithm 4.3. Visiting Schedule of ME

Let ME1, ME2, …MEn be the Mobile Elements, C1, C2, …, Ck be the clusters, CP1,
CP2, …, CPk be the Cache Points of the clusters, D1, D2, …, Dk be the deadlines of
the CPs.

Input: Mobile elements (ME)
Output: Visiting schedule and path

1. Partition the network into clusters
2. The MEs are deployed initially
3. for each MEi, i�1, 2, 3, …, n
4. for each CPj, j�1, 2, 3, …, k
5. Let p1i be the initial position of Mei
6. Find set of paths from MEi to CPj
7. Let {P} be the set of paths from MEi to CPj
8. Find the visiting time Vt of each path in {P}
9. for each path Py in {P}
10. if Py is shortest and Vt(Py)<Dj), then
11. Choose the path Py as the visiting path
12. end if
13. end for
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14. Let p2i be the position of MEi after collecting data from CPj
15. end for
16. end for

4.2.6 Sleep-Awake Duty Cycle

In order to ensure the reduction of power during idle state, a duty cycle technique is
applied. The periodic duty cycle scheduling of SMAC [38, 39] which is included in
the IEEE 802.11MAC protocol. Sensor nodes operate in listen/sleep phases depend-
ing upon pre-determined time duration. Each slot/frame of time is partitioned to have
listen” time and “sleep” time. Slot “listen” is decided depending upon MAC layer
parameter—size of contention window and bandwidth of channel. Duty Cycle is
calculated using Eq. 4.7.

DutyCycle � TON/ Tw (4.7)

where,

TON Time for which node is ON in “listen” mode
Tw Total time in slot/frame.

The steps involved in the duty-cycle technique are presented in Algorithm 4.4.

Algorithm 4.4. Sleep-Awake Duty Cycle

Let Smin be the minimum threshold value for the size of gathered data in the CP.

Input: Sensor nodes and ME
Output: Sleep-Awake duty cycle
1. To identify neighbours, all nodes broadcast SYNC packet periodically
with hop count �1
2. Initialize all nodes are in AWAKE mode
3. if nodes reaches end of listen slot then
4. { Node enters SLEEP mode for the current slot to be awak-
ened in the next slot go to Step 18 }
5. else
6. {
7. if node is an ME then
8. {
9. if Size of gathered data in CP < Smin, then
10. { ME enters SLEEP mode for the current slot to be awak-
ened in the next slot go to Step 18 }
11. else
12. {ME remains inAWAKEmode for the current slot and continues data col-
lection go to Step 18 }
13. end if
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14. else
15. { Node remains inAWAKEmode for the current slot and continues data col-
lection go to Step 3 }
16. end if
17. end if
18. End

5 Simulation Experiments

For the proposed data gathering technique EEDGMME, performance evaluation
using simulation, has been performed and the acquired results are analysed. The
analysis of the result is based on comparison with the existing EEDG protocol.
Packet Delivery Ratio, Packet Drop, Energy Consumption, Delay, Overhead are the
metrics used for comparison. Static scenarios have been considered for statistical
comparison amongst EEDGMME and EEDG techniques.

5.1 Simulation Model for EEDG and EEDGMME
Techniques

NS2 [40], an all-in-one network simulator tool, is put in use for simulating the
proposed technique. Sensor network is created and implemented using a flat grid of
500 × 500 m area. For different scenarios with different number of nodes, energy
model has been ascertained to estimate energy consumption. Transmission range has
been set to 250 m and CBR traffic is maintained. EEDGMME and EEDG protocols
have been simulated in static environments. EEDGMME protocol’s performance is
compared with EEDG technique.

For performance analysis, five different scenarios are considered depending upon
number of nodes (60, 80, 120, 150, 200) implemented in WSN. For each scenario
readings are taken to measure five analytical metrics of performance—Delay, Packet
Drop, Packet Delivery Ratio, Energy Consumption and Overhead. Various setting
and values of different parameters of the simulation are summarized in Table 2.

5.2 Performance Metrics

EEDGMME and EEDG techniques are analysed depending upon the specified met-
rics of performance:

• Packet Delivery Ratio—It is a parameter which computes number of packets
received at sink in comparison to the number of packets sent by the nodes.
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Table 2 Simulation settings and parameters

Parameters Values

Number of participating nodes (N) 60, 80, 120, 150, 200

Simulation area (A) 500 × 500 m

Range of transmission (R) 250 m

MAC IEEE 802.11

Simulation duration 50 s

Source of traffic CBR

Size of packet 500 byte

Initial energy 20.1 J

Transmitter 0.660 W

Receiver 0.395 W

• Overhead—Overall amount of control information propagating in the system in
comparison to amount of data transmission from sensors to sink.

• Packet Drop—Average number of packets dropped during data transmission.
• Energy Consumption—Overall energy spent by sensors.
• Packet Delay—Total transmission time of data packets.

5.3 Performance Analysis of EEDGMME and EEDG
Techniques

The simulation results bring out some important characteristic differences between
the data gathering protocols. The variousmeasurements done in the simulation imple-
mentations are compared with respective values corresponding to EEDGMME and
EEDG techniques.

Figures 4, 5, 6, 7 and 8 show the graphs of individual performance metric plotted,
based on the statistics obtained after simulation.

Figure 4 depicts the graphical representation of various values of overhead mea-
surements versus different number of nodes, for EEDGMME and EEDG imple-
mentations in static environment. As number of nodes increases, overall overhead
incurred in the proposed work EEDGMME is comparatively less than that in existing
EEDG technique.

Figure 5 depicts the graphical representation of various values of Energy Con-
sumption of EEDGMME and EEDG technique for various number of nodes. As
number of nodes increases, overall energy consumed by proposed work EEDGMME
is comparatively less than that in existing EEDG techniques.

Figure 6 depicts the comparative graphs of EEDGMME and EEDG implemen-
tations where different values of Packet Drop are plotted against various number
of nodes in the different scenarios. As number of nodes increases, overall packet
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Fig. 4 Nodes versus overhead in static environment

Fig. 5 Nodes versus energy consumption in static environment

Fig. 6 Nodes versus packet drop in static environment

drop occurred using proposed work EEDGMME is comparatively less than that in
existing EEDG techniques.

Figure 7 depicts the comparative graphs of EEDGMME and EEDG implementa-
tions where Packet Delay measurements are plotted against various number of nodes
in the different scenarios. As number of nodes increases, overall delay incurred by
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Fig. 7 Nodes versus delay in static environment

Fig. 8 Nodes versus packet delivery ratio in static environment

proposed work EEDGMME is comparatively less than that in existing EEDG tech-
niques.

Figure 8 depicts the comparative graphs of EEDGMME and EEDG implementa-
tions where Packet Delivery Ratios are plotted against various number of nodes in
the different scenarios. As number of nodes increases, overall Packet Delivery Ratio
achieved by proposed work EEDGMME is comparatively more than that in existing
EEDG techniques.

Figure 9 shows the average percentage of individual performance metrics of
EEDGMME and EEDG technique for different network sizes in static environment.
Figure 9 clearly indicates that the average percentage of overhead and delay incurred,
energy consumed, packet drop occurred is less and delivery ratio obtained is more
with respect to EEDGMME as compared with EEDG technique.

5.4 Comparative Performance Analysis

Table 3 shows comparison between performance analysis of EEDGMME and EEDG
protocols depending upon on different number of nodes implemented in static envi-
ronment. Table 3 includes the performance metrics—Overhead, Energy Consump-
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Fig. 9 Average percentage of performance metrics comparison between EEDG and EEDGMME
in static environment

Table 3 Comparative performance analysis of EEDGMMEandEEDGfor various number of nodes
in static environment

tion, Packet Drop, Delay, Packet Delivery Ratio depending on which comparison is
evaluated.

The fourth column in the Table 3 indicates the Percentage Increase/Decrease in
the values of concerned Performance Metrics of EEDGMME in comparison with
that of EEDG static simulation scenarios.

In static environment, EEDGMME technique attains 38% less overhead, 3% less
energy consumption, 40% less packet drop, 12% less delay and 22% more packet
delivery ratio as compared to EEDG technique. EEDGMME technique hence proves
to be more efficient than the existing technique EEDG. Thus EEDGMME helps in
prolonged network lifetime.

In case ofEEDGMMEbetter results are achieved for themetricsOverhead,Energy
Consumption, Packet Drop, and Delay as compared to EEDGfindings. Packet Deliv-
ery Ratio is found to be comparatively more and hence better, with EEDGMME as
compared with EEDG results.

Hence it is proved that for the respective static scenarios simulated, EEDGMME
has overall better performance than EEDG.
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6 Conclusion and Future Work

In this proposed work, proficient data gathering technique for WSN is investigated.
To enhance network lifetime and to optimize energy consumption, special algorithms
have been explained and implemented in various simulation scenarios. The proposed
technique EEDGMME has been put to test in order to prove that it indeed achieves
better performance results. Performance of EEDGMMEand existing protocol EEDG
were compared in static and as well as in dynamic environment, with different net-
work sizes. The simulation results were appropriately tabulated. In conclusion, it is
affirmed that in static environment, the proposed work EEDGMME fares compar-
atively superior than the existing protocol EEDG. Since proposed work can save
energy and enhance life time, it is well suited for the applications where battery
power is the primary consideration. However some aspects of this technique still
need to be improved.

The scope for the future work includes following:

1. Handling failure ofMEs—While traversing the network according to the visiting
schedule, if the ME fails then data loss will be resulting in the network. Since,
the deadline of the concerned CPs would have exhausted waiting for the ME to
arrive for data collection.

2. Decreasing further consumption of power—To achieve optimized consump-
tion of power in EEDGMME, Sleep-Awake Duty Cycle technique has been
implemented. To achieve even better optimization of power consumption,
IEEE802.15.4 protocol can be incorporated. With the use of beacon frames,
which are an integral part of IEEE 802.15.4 protocol, proper co-ordination
between CPs and the visiting ME can be established for data collection.

3. Extending the work to HetNet—By making use of sensors with enhanced com-
putational prowess, upgraded memory and different communication potentials,
the protocol can be implemented for Heterogeneous Networks.
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Online Social Communities
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Abstract Social communities helps people to interact and engage both socially and
cognitively. Direct and indirect relationships are built through these interactions with
the members in the community. The members may be known, unknown, friends or
relatives. With the invent of Web 2.0, Internet users were empowered with the ability
to interact, share content and collaborate over the dynamic web pages. The evolution
of technologies has helped the transition from offline to Online Social Communities
(ONSC). Social interaction also got transformed within communities encouraging
both offline and online connect. In this chapter, a comprehensive review of ONSC
is done. First, the ONSC dimensions-user relationships, social interaction, com-
mon interests and virtual environments along with OSNC features-purpose, mem-
bership, rules and terms, user generated content, users-benefits and types are dis-
cussed in detail. Types of communities for ONSC are given based of three different
school of thoughts. Second, the importance of ONSC management—user acquisi-
tion, user engagement and user retention, across different user participation life cycle
stages—initial, growth, matured and decline, which is further mapped to user mem-
bership involvement phases, is given. Various perspectives, recommender systems
and user engagement tools for ONSC are also included. A survey of ONSC struc-
ture detection techniques of disjoint and overlapping communities for both static
and dynamic network structures is done. Finally, the applications of ONSCs across
various domains are explained. The summary of popular ONSC available till date
and supported businesses flourishing based on ONSCs are explicitly mentioned.
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1 Introduction

The word ‘community’ has been traditionally anchored in local and neighbourhood
interactions which was synonymous to social cohesion. The concept of commu-
nity usually used to connect people socially and cognitively, considering individuals
homogeneous in nature, broadly termed as groups [1–4]. The intensity or velocity
of interactions or transactions between the community members has got increased
over the years. Since 1970s, plethora of studies documented a shift from the local
interaction to long distance onewithin the communities. These communications hap-
pen through engagement around different disciplines, functions, information needs,
professions, etc. Few of the members are known to each other, some are unknown
and the rest of the friends and relatives live elsewhere but contributing to the same
community structure [5–8]. Relationships are built through these communications,
both direct and indirect, which in turn create communities, broadly conceptualized
as Social Communities as shown in Fig. 1.

Traditional researches have provided couple of definitions for communities and
few are given as follows:

• A group of people living in the same defined area, sharing the same basic values,
organization and interests is a community [9].

Fig. 1 Social communities
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• An informally organized social entity which is characterized by a sense of identity
[10].

• A population which is geographically focused but which also exists as a discrete
social entity, with a local collective identity and corporate purpose [11].

People in community-based societies function in a discrete work group be it an
organization, household in a neighbourhood, or as members of the kinship groups.
These groups often have restrictions for inclusion and have a definite hierarchical
structure for e.g. parents and children, supervisors and employees, organizational
executives and members, etc. [12]. These structures form the core of the network
that can be defined between individuals which form the vertices and connected more
densely with each other within the group structure than with the individuals of other
groups or communities. Thus, communities become a small representative of the
whole network, which reveals much similar characteristics of the whole network
graph or structure. Therefore, comprehending the whole network requires examining
one or few communities of the same. This makes the study of different types of
communities, community structure detection significant for researchers.

The concept and technologyofWeb2.0 has revolutionized thewaypeople commu-
nicate with each other throughout the world. Internet users were empowered with the
ability to interact, share content and collaborate over the dynamic web pages. A com-
plete evolution happened in the type of communication networks, where traditional
static networks got replaced by its dynamic form. Dynamic networks like online
social networks, wireless, sensor, mobile networks etc., which functions through
distributed protocols and where nodes and edges appear or disappear over time, is
globally trending now.

Another perspective is the driving force that makes the users contribute to all such
social communities. Social research conveys it is the social capital which empowers
the communities and creates the urge amongst users to participate and be members
of the social communities [13, 14]. This social capital is generated both by the
independent users as well as through interactions with other users of the network
platform. Users connect through message exchange, creating friendships, extending
support, and writing comments, likings or ratings. All these combine to form the
source for social capital. Social capital formation in social communities lead to social
and functional benefits, like information exchange, knowledge support, etc. [15, 16].
For community operators, it is very important to conduct a proper management of the
social communities, so that active user participation is ensured, which further adds
onto the social capital. It’s a mandate for the community operators to understand the
user behaviour of their community, user engagement procedures, so that they can
develop measures to build up a long-term relationship with the users.

The rest of the chapter is organized as follows: Sect. 2, describes the types of social
communities. Section 3, gives a brief review of the evolution of technology which
has supported different types of social communities to prevail over time. Section 4,
focus on the online social communities, detailing its important dimensions, features,
pre-requisites, types of possible memberships and different types of online social
communities. A proper online social community management throughout the life-
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Fig. 2 Offline communities

cycle of the community users is discussed in Sect. 5. This section also involves a
detailed study on the user acquisition, user engagement and user retention factors
alongwith the recommender systems and user engagement tools used by the commu-
nity operators. Section 6, elaborates different online community structure detection
algorithms, considering both disjoint and overlapping communities which are very
common in nowadays. Various application of online social communities in different
business domains are described and summarized in Sect. 7. Lastly, Sect. 8, concludes
the chapter.

2 Types of Social Communities

The individual members of the groups or social communities can prefer to inter-
act with each other both offline and online, leading to the formation of Offline
Social Community (OFSC) and Online Social Community (ONSC) respectively. For
instance, there are many communities who usually conduct their activities in a dis-
tributed fashion in an organizational perspective, where members are encouraged to
meet offline, face-to-face for meeting [17], without any online communication into
existence as shown in Fig. 2.

For example, Wikimania [18], an annual meeting, held every year since 2005,
of contributors to the Wikimedia Foundation’s wiki projects is an OFSC. Local
Wikimania-type events occur frequently, which allows Wikipedians community
members from different cities and countries to meet and discuss their online
technology-mediated collaborations. eBay conducts an annual eBay Live! Event to
promote networking among its distributed vendors offline. Similarly, regular offline
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events are conducted by World of Warcraft [19] for their members to socialize on
meeting face to face. Also, through different conferences and conventions, the geo-
graphical variation amongst the interested community members gets blurred with
the evolution of time for OFSC. The offline face-to-face meeting of users also result
in more trust among each other through creation of relationships which in turn result
in more dedication or involvement in getting engaged online and produce more rel-
evant and valid content. There are several researches who have clarified why offline
meetings are required to enhance the online social community relationships. People
can be better connected through offline interaction which facilitate communication
[20].

A study by Parks and Floyd [21] has shown that offline interaction leads the users
to communicate online through email, phone, etc. In a study by [22] on Metafilter
(community weblog) [23], offline gatherings are shown to be important for online
discussion community. The online users can socialize more through these offline
gatherings. Oldenburg [24] studied three places in which users spend their time.

• First place is home, where people feel comfortable the most and hold significant
power over those who are visiting.

• The second place is work place, where people feel comfortable accompanied with
some behavioural and occupational restrictions and expectations.

• Third place is the social settings, where people meet each other and discussion
happens over topics imposed by external identities.

Studies by Putnam [13] and Steinkuehler and Williams [25] proposed that these
social settings are in decline, which are getting replaced by virtual worlds of online
social settings on communities as shown in Fig. 3. Computer aided communication
may remove the visual traditional comfort of interaction but sometimes this is con-
venient for the persons who are less comfortable in gatherings [26, 27]. Also, online
communication limits on the amount of informationwhich gets transferredwithin the
limited period of time [28]. This lead to the desire in developing relationships offline
where information transfer and engagement is much more efficient. Also, offline
meetings could help to socialize new members of an online community. Bryant et al.
[29] have studied how Wikipedia editors have become Wikipedians through offline
meetings in adopting the hallmarks of central participations.

AnONSC, on the other hand, are virtual groups, supported by Internet technology
and are guided by norms and policies [30]. Kim [31], defines online community as
a ‘group of people with a common purpose, interest, or activity, who get to know
each other better over time’. ONSC’s are a part of virtual space where individuals
feel they are a part of it, by interacting on a common topic of interest. The various
components depending on which online communities differ are—purpose (e.g. edu-
cation, business etc.), the software environment support (e.g. bulletin board, chat,
instant messaging, online social network etc.), size of community, duration of their
existence and stage of their life-cycle, member’s culture (e.g. international, national,
local, political influence, religion influence etc.) and governance structure accompa-
nied by respective rules and norms [32].
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Fig. 3 Online social communities

3 Evolution of Technology for ONSC

The first and frequently used communication technology on Internet [33] was devel-
oped by ARPANET in 1972. Initially, it was a point to point technology where one
person was able to send email just to one another person. But, in 1975, listservers
were designed to enable one user to send an email to multiple receivers. The two
ways listservers namely trickle through and digests were used. Trickle through send
the messages as they are received whereas digests presents the messages in chrono-
logical order or receipt. Systems with improved GUI came into existence in mid
1980s.

The technology of bulletin board was established mimicking the physical bulletin
board. People keep messaging on this board related to a specific topic of choice and
the thread of discussion continues. The first message on a topic initiates a thread and
later on responses get stacked on it. Over the years, this technology has evolved a lot
with the addition of search engines, list of emoticons, user profiles and web pages
and graphical two dimensional pictures.

Both the technologies mentioned are asynchronous communication technology
as it does not require the partners to be present at the same time. There can be a
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lag of days, months or years between one reading and replying the messages or
expressing his personal view on the same. Typically, later synchronous solutions like
chat systems, instant messaging or texting platforms were developed that require
the presence of both the partners at the same time to justify the involvement in the
community discussion.

Nowadays, the invent of Online Social Networks incorporates user profiles, plat-
form for discussion between users and formation of communities to facilitate dis-
cussions and knowledge sharing, belong to both synchronous and asynchronous
communication technology.

ARPANET was followed by the invent of World Wide Web by Tim Berners
Lee in 1991 and was released by CERN (the European Organization of Nuclear
Research). This development was followed by widespread use of different web sites,
development of different online communities on OSN platform emerged with vari-
ous forms of communications software. Graphical, three-dimensional environments
such as Palace and later ActiveWorlds made its space. Highly sophisticated gam-
ing software’s also changed the complete scenario. MP3 technology innovation also
impacted the concept of community. It showed how communities can form around
a particular technology with respect to the distribution, sharing and also stealing
music. The open source era has also effect on the community building, for exam-
ple Slashdot, Internet telephone, streaming video, photographs, sound, voice, web
cam, blogs, wikis, etc. are all enhancing the way online communities collaborate
or communicate. With the advent of mobiles, the concept of communities has now
shifted onto mobile apps where people can always remain connected through OSN
platforms.

4 Online Social Community

The most recent forms of ONSC are social networking sites which are web-based
services. ONSC allows people to construct a public or semi-public profile in a closed
system, define a list of other users to connect with, and view and traverse other user’s
list of connections and the ones made in the system [34].

Previous researchers have studied what helps communities to grow and what
motivates contributors, but the reasons that people create new communities in the
first place remain unclear. According to different researchers, the most important
dimensions of ONSC are-user relationships, social interaction, common interests,
and virtual environments. Each of them are discussed as below:

• User Relationships: The social relationship betweenmembers of aONSCbecomes
the central aspect and emphasized by [35], as virtual communities which shows
social aggregation on web and form personal relationships. Finally, these relation-
ships build the social context for interaction between the users.

• Social Interaction: A closely knit people in ONSC interact and communicate with
each other in the community, exchanging ideas, information and knowledge. This
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Fig. 4 ONSC features

is an ongoing, continuous process which forms and maintains relationships [36].
Not all members are actively engaged in exchange process or content production
process [37]. So, interaction can happen both in active or passive way from the
users which not always include constant activities of all members, but can also
happen through only consumption of information.

• Common Interests: The users of ONSC are always facilitated by a specific orien-
tation and topic of the community involved so that they can share their topic of
interests and feelings. This helps the people of common interests to come closer
and form relationships through ONSC [38, 39]. The purpose of the community
and the user’s interests give a longevity in the existence of ONSC [30].

• Virtual Environment: The term coined as ‘online’ refers to connection which takes
place in online domain. Social ties can happen both online and offline, but in
context of ONSC, both get intertwined with each other [40]. People can meet
and interact offline too, once they have got an online connect. Thus, the online
community offers an interface for users meeting virtually. The web-based service
and technology facilitates these relationships and interactions, and accommodates
the virtual community of people [30, 34].

A study in [41], highlighted the results of a survey of over 300 founders of new
communities on the online wiki hosting site www.Wikia.com. The research analysed
the motivations and goals of wiki creators, finding that founders have diverse reasons
for starting wikis and diverse ways of defining their success. Many founders see their
communities as occupying narrow topics, and neither seek nor expect a large group
of contributors. The study also found that founders with differing goals, approach
community building differently. A future scope for community platform designers
are to create interfaces that support the diverse goals of founders more effectively.

4.1 Pre-requisite for ONSC

Every online community should adhere to some ‘must have’ features. These features
are summarized in Fig. 4 and detailed as follows [42]:

http://www.Wikia.com
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(a) Purpose: The purpose of an ONSC can be explained through three
C’s—Content, Community and Commerce:

• Content perspective determines from where to obtain the user generated con-
tent. It can be in form of long posts, blogs, microblogs, etc., if it is a text.
Otherwise, videos, images, and photos, are also a part of user generated con-
tent which can be obtained from the ONSC platforms.

• Community perspective defines the tools used by the ONSC to maintain rela-
tionships, perform business, satisfy customers, etc. Plethora of tools which
can be used by the ONSC for proper maintenance of communities and reten-
tion of users are discussion boards, directories, Newswires, etc.

• Commerce involves planning of the revenue model for ONSC. This could be
through advertising, third party apps, etc.

Once a construction of communities is done, it should be communicated to the
members of the ONSC, to let the first time visitors know about what the community
is all about, the aim and objective of the same and the rules and regulations to follow
in order to opt for a membership. According to [30], “Communities who have clearly
stated goals appear to attract people with similar goals and who are often like each
other, this creates a stable community in which there is less hostility”.

(b) Membership: EveryONSC should provide an opportunity to the users to register
and become member of the same through a well-defined procedure. This gives
a belongingness to the member users with a sense of identity and also offers
a scope to the community manager to know who the users are. The identity
can be in the form of real name of the user or some unique username. This
username acts as an identification to the user for his every messages, posted
in ONSC in form of chats, tweets, posts, comments, etc. All the users in the
community can know each other through this unique identification of username.
The non-members are not allowed to get all premium facilities of the ONSC
as compared to the members. The ONSC should have a proper procedure of
registration for the users where complete information on benefits should be
conveyed properly to the interested users followed by filling up a form by the
user, detailing his/her personal/professional information. At the same time, the
details required should be limited by the ONSC to avoid boredom among users
to fill the form. This registration process should be followed by a ‘welcome
email’ from the ONSC manager, detailing the benefits as a member, so that the
member could feel comfortable and feel the belongingness towards the ONSC
as a member. With evolution of time, ONSC also encourage the user to keep on
updating his profile so that their public profiles also get updated, enriching the
‘who’s who’ directory.

If people belong tomultiple online communities, their jointmembership can influ-
ence the survival of each of the communities to which they belong. Communities
with many joint memberships may struggle to get enough of their members’ time and
attention, but find it easy to import best practices from other communities. A study
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by [43], researched on the effects of membership overlap on the survival of online
communities. By analysing the historical data of 5673Wikia communities, the study
found that higher levels of membership overlap are positively associated with higher
survival rates of online communities. Furthermore, it is beneficial for young commu-
nities to have shared members who play a central role in other mature communities.
The contributions of the study are two-fold. Theoretically, by examining the impact
of membership overlap on the survival of online communities, they identified an
important mechanism underlying the success of online communities. Practically, the
findings of this study may guide community creators on how to effectively manage
their members, and tool designers on how to support this task [43].

According to [38], the typical membership development process from a commu-
nity operator perspective consists of four stages:

• Attract Members: Community operators need to get attention for the online com-
munity. So, potential customers or users need to be convinced to try the service
by becoming member or registering for the ONSC.

• Promote Active Participation: Second stage involves to make the users participate
more actively, spending more time in the platform.

• Increase Loyalty: This stage facilitate relationships to other members and to the
community operator. The goal should be no member should leave or lost due to
decreased level of interest. Therefore, user retention is of high priority.

• Generate Profit: Themember create revenue for the ONSC, in case the community
is an commercially oriented operator. For example, through advertising or fees.

(c) Rules and Terms: EveryONSC should define the legal and the social boundaries
within which the users are expected to remain through document of rules, reg-
ulations and terms provided by the community. They are described as follows:

• Terms of Use of Document: This document should include the legal issues
such as privacy, copyright, intellectual property, etc. Also, the community
managers should adhere to the format of the Terms of Use documents to
ensure the inclusion of all clauses of mandate. The visibility of this document
should be 24/7, so that the users are aware of the terms at ease. Every user
intends to get registered with a ONSC should agree with the terms by signing
against the statement of agreement provided by the community manager on
behalf of the ONSC.

• Rules and Regulations: This refers to a set of rules and guidelines published
by ONSC which should be adhered to by the users. It should also contain
the penalty which the users have to undergo, if they break the rules under
any circumstances. The most common platform which invites trouble for
the ONSC members are on discussion boards through offensive comments
which sometimes can be interpreted as libellous. ONSC can have a check
on this, through proper policing on the posts which are getting posted on
the discussion board platforms, which might not be always preferred from
the user point of view. Sometimes peer pressure against offensive comments
can also play positively to withdraw a negative statement. If nothing works,
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ONSC can deliberately remove the offensive material from the discussion
platform, thus stopping any further dispute among the existing members of
the community. As a last resort solution, the authority can also replace the
offensive statement by an Editor’s posts explaining the reasons of removal of
the said material from the discussion portal. It is also advisable on behalf of
the members to update the community rules from time to time.

(d) User Generated Content: The user generated content of an ONSC play a signif-
icant role in retaining users to the community platform. This content can be in
form of text, images, videos, photos, etc. The generating platforms can be from
submitted articles, posts on discussion boards, transcripts from online events
and directory entries. Two types of ONSC interaction is possible: asynchronous
and synchronous.

• Asynchronous Interaction: Interaction between users which happens over
time where replies to ‘posted’ messages can be made by the other users
anytime over following days or weeks, is an asynchronous interaction. Any
discussion board platform, where members discuss on a specific topic or
in general, involves users in this type of interaction. The community mem-
bers join for discussion are normally like-minded with similar interest. Thus,
ensuring quality of content discussed, where users can gain knowledge over-
time through active participation.

• Synchronous Interaction: This type of interaction normally happens in a chat
room environment where users post comments and get replies in real time.
The quality of content of chat rooms are normally poor if not regulated by
a regulatory body. So, chat rooms can yield some relevant information if a
focus is given to the same. This can be achieved through scheduled online
discussion events with ‘guest speakers’ and ‘moderators’ with a definite focus
and scope in mind of the community managers.

(e) Online Community Users: There are two user dimensions which should be
adhered to, by the community managers for ONSC. Firstly, the benefits the
users will get on registering as a member for the ONSC. Secondly, the types of
users the ONSC platform is targeting.

i. User Benefits: The value of participating or registering in an ONSC comes from
the level of satisfaction or fulfilment of specific needs of the user. According to
the study of Hagel and Armstrong [44], the different types of communities are
formed out of varying user needs such as relationship building, out of interest, for
transaction and out of fantasy. It is very evident from this study that the members
essentially leverage profit from—Social Support and Relationships, Information
exchange, Economic benefits and Entertainment. Each of them are described as
follows:

• Social Support and Relationships: The member needs can be catered to by
connecting socially with other community members, finding new friends and
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like-minded people. Also, social support is offered by these people when expe-
riencing personal problem in lives. For example, the existing ONSC on illness
and for severe diseases like cancer, or critical heart patients, provides a plat-
form to their members to share their emotional feelings and hopes regarding
their sickness, exchange experience of painwith other similar kind ofmembers
in the community.

• Information Exchange: One of the greatest advantage of being a part of ONSC
is to get facilitated by the information posted/provided by the other members
of the community on topics of interest which can solve many problems of
specific users. In this respect, the knowledge sharing and problem solving
communities play a very significant role [45, 46]. So, the knowledge and
information exchange which happens through the social capital lying with
other connected members, actually benefit the users of ONSC.

• Economic Benefits: User decisions are taken by exchanging information and
experiences from other existing members of the ONSC, always result in eco-
nomic benefits. For example, getting a better buying deal for a product, even-
tually ending up with a buying decision is very much influenced by the peer
group in the community. Word-Of-Mouth (WOM), product recommendation
and rating platforms are some of the activities in ONSC which benefits the
member’s buying decision very much. Among this, as WOM is the most trust-
worthy and risk reducing marketing communication channels which is very
much beneficial for the users to take proper decision making for a product buy
[47, 48].

• Entertainment:ONSCprovides a very good environment fromwhere themem-
bers can enjoy taking roles of virtual characters, play games together or just
posts and consumes text, photos and videos to acquire fun.
The abovemotivates users to join theONSC like information exchange, friend-
ship etc. are also supported by [49]. The study also showed that the reason
differs with the type of the communities. Also, the need of participation for
users might change with the purpose of the ONSC. Another study by [50, 51]
determined factors like purposive value of ONSC as a form of information
needs, self-discovery, social-enhancement, maintaining interpersonal connec-
tivity and entertainment value as the main objectives for using ONSC. Hence,
social factor, information, entertainment and extrinsic factors like economic or
status oriented benefits are considered to be the most dominant benefits which
enhances the stickiness of members to their respective ONSC [50–54].

ii. User Types: Members of ONSC can be categorized into two types—based on
their motivation and based on their pattern of participation.

• Members based on Motivation: According to the study of [55], members can
be segmented to four different clusters, based on their motivation to participate
in ONSC. The motivational factors, as mentioned in the study, are platform
assistance, venting negative feelings, concern for other consumers, extraver-
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sion/positive self-enhancement, social benefits, economic incentives, helping
the company and advice seeking [55]. The four clusters are given as:
– Self -Interested Helpers: These type of users are strongly driven by the eco-
nomic incentives.

– MultipleMotive Consumers: Thesemembers aremotivated by large number
of different factors.

– Consumer Advocates: These type of members are motivated mainly by the
concern for others.

– True Altruists: These type of users are strongly motivated by helping other
consumers as well as other companies.
Several motivations may work for the clusters at different levels at the same
time.Also, different clusters show separate levels of participation. For exam-
ple, according to [55],multiple-motive users score highest on all dimensions,
showing the highest contribution activity and visit frequency on the ONSC
platform. It is misleading for the community operators to depend on this
division of clusters. So, mostly the operator does the segmentation of users
on their own, with the changing motivations which differs across different
ONSCs.

• Members based on Participation: This refers to the categorization of members
with respect to differing levels of participation. The first level of categorization
of users of ONSC can be between members who are registered users and non-
members who are non-registered users. The only aim of ONSC should be to
convert non-members into members and retain existing members to maintain
sufficient number of users on their respective platforms.
Members in ONSC can become inactive members if they stop posting/using
the platform over a long period of time without de-registering. The inactivity
of users is often based on their last activities depending on the number of
months they have not logged in [56]. Active members are regular users, who
log in regularly and use the platform. Active members are further divided into
lurkers and posters.
– Lurkers visit and use the community by reading posts, spends significant
amount of time on the ONSC but do not post messages [57].

– Posters actively invests time and effort in ONSC, posts content and actively
take part in discussions with other community members (2006).

The share of lurkers to posters depends on the type of ONSC, but according
to studies, there are higher number of lurkers in many ONSC than the posters
[58]. Though the lurkers are not active posters, their contributions can be mea-
sured through increased page impressions and consequently higher advertising
revenues, every time they login the ONSC site. According to [57], posters are
further divided into two groups: frequent posters and infrequent posters. Fre-
quent posters show active participation and infrequent posters are passive partic-
ipants but contribute to and interact on the platform in irregular intervals. Studies
demonstrated that the two poster groups differ in their levels of trust and moti-
vation towards the ONSC. Another study by [59], classified users with respect
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to the participation factors based on their frequency of visits, duration of vis-
its, retrieved information, supplied information and discussed information. This
study proposed six different user clusters:

– Core members represent the most active users within ONSC,
– Conversationalists make frequent, but short visits, produce high degree of
engagement and discussion,

– Informationalists show high participation in information retrieval and sharing,
low on discussion, visit frequency and duration,

– Hobbyists visit frequently the ONSC platform, visit for longer time but are
low on information retrieval, sharing and discussion,

– Functionalists are high on information retrieval but low on participation with
respect to visit frequency, duration, information sharing and discussion,

– Opportunists scores are far below the scores on all other five clusters with
respect to all the parameters.

A categorization of user’s is also done in [60], depending on the frequency by
which users perform 20 different activities on the platform. The different types
of users are:

– Introvert users who are least active users, who use ONSC mainly for emails,
– Novel users occasionally contribute to the ONSC platform, through commu-
nicating with friends, sharing comments and messages but spend more time
than introverts,

– Versatile users perform many activities, but occasionally and through variety
of platforms other than ONSC, and

– Expert communicators who perform a great variety of activities with a high
frequency, being the most active group of all the existing ones.

From all these studies, it is inferred that lurkers or the users who contribute
the least, form the largest part of users in the community. In contrast, the most
active users with highest level of contribution make the smaller proportions of
the ONSC platform.

4.2 Types of ONSC

There are different research disciplines who proposed various classification schemes
for ONSC. Every scheme differs in criteria of differentiation. Armstrong and Hagel
[61], proposed one of the first typologies for ONSC on purpose for which they are
organized. There are four types of communities designed towards customer-oriented
communities:

• Communities of Interest are formed based on some shared interest, expertise, or
passion.
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• Communities of Relationship are developed by individuals with a need to come
together and share life experiences.

• Communities of Transaction facilitate economic exchanges through information
sharing related to those transactions, and

• Communities of Fantasy provide people with the opportunity to develop environ-
ments and personalities in imaginary world of fantasy.

Primarily, in ONSC, most online communities mainly focus on any one of these
four types of communities.

Another approach studied in [62], suggested two communities as member-
initiated and organization-sponsored communities. Additionally, with respect to
the relationship orientation, member-initiated communities can be social or pro-
fessional, while organization-sponsored communities can be commercial, non-profit
and government communities. The problem with all these typologies are the type of
communities are not always strictly disjoint in nature. A more comprehensive and
brief framework of different dimensions of communities are given in [63] and are
summarized as follows:

• Initiator: With respect to the initiator of a community which mostly can be an
organization, different communities feasible are companies, non-profit organiza-
tions and government organizations [62]. Again, member or private persons can
also initiate communities based on their interests and ideas.

• Living Environment: Communities can be of professional or job-related and cen-
tered around the private or social life of its members [62]. Professional communi-
ties could be of different professions, can include different business networks like
LinkedIn etc. focussed on connecting business contacts.

• Commercial Orientation: Communities can be differentiated with respect to their
commercial orientation i.e. whether commercially driven or not. Many OSNC are
commercially having the main motive to achieve profit. Non-commercial commu-
nities include like member-initiated brand communities, established based on the
passion of a specific brand like car or bikes etc.

• Community Function: This is with respect to the overall objective of the commu-
nity. When online community is a core business like Facebook, the community
need to reach some economic objective. On the other hand, online communities
as a support function are only part of the overall business model and support the
core business. For example, eBay where community supports eBay users in using
the auction website.

• User Segment: Communities can be consumer-oriented and business-to-business
(B2B). In B2B case, a firm initiated social network can be established for its
customers, providing a knowledge sharing platform for its users. For consumer
oriented communities, it can be related to a company’s products and brands which
offers social networking to all of the people of the society.

• Content Focus: Theme oriented communities which varies along demographics,
geographies and topics [38]. Demographics can bewith age or gender, geographics
can be by country, state, region etc., topics can have an elaborate range from sports,
brands, health etc.
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• Needs: Armstrong and Hagel classified communities according to user needs into
four groups: information needs (communities of interest), social needs (commu-
nities of relationship building), economic needs (communities of transaction), and
self-explanation and entertainment needs (communities of fantasy).

• Access: ONSC can be either open to registration to everyone or exclusive for
people who receive invitations from other members or operators.

The different types of online communities as suggested by [42], in general can be
given as follows:

• Communities of Practice (CoP): Communities formed from members belonging
to the same profession or job are termed as CoPs. For example, online community
of accountants, doctors etc., all are CoPs.

• Communities of Circumstance (CoC): Communities which are formed around
a circumstance are CoCs. For instance, the community of Red Cross who serve
people during circumstances of both natural and manmade disasters can be termed
as CoC.

• Communities of Purpose (CoPu): Communities where the members share a com-
mon perspective or objective to perform being in the community. The missing
people squad community which normally gets formed during natural disasters
to keep track of the missing people and inform the family members accordingly
belong to this group of community.

• Communities of Interest (CoI): Members of community who shares an interest
being in the group are called CoI. For example, TripAdvisor which is a community
of people who love travelling, share experiences etc.

The above communities are not necessarily disjoint. Sometimes, a particular com-
munity may get counted for more than one variation of online community.

5 Online Social Community Management

Apositive attitudeof the users towardsONSC, further increases the user participation.
This positive attitude is one of the key element to keep the communities alive and
attractive. It motivates the community managers for proper ONSC management to
understand what aggravates the user’s participation and positive perceptions towards
ONSC. As a part of ONSCmanagement, the community operators should ensure that
enough new and actual content is provided on the community website. Additionally,
frequent interaction and contribution is important andmuchneeded to build a stronger
relationship to the community and keep the community attractive for both lurkers
and posters.

A proper ONSCmanagement include community management to deal with users
in different phases of their life cycle [63], given as user acquisition, user engage-
ment, and user retention. The different stages across the relationship between user
membership development and user participation life cycle where the ONSC oper-
ators can step in, is illustrated in Fig. 5. At the initial stage of user participation
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Fig. 5 Mapping of user life cycle stages to usermembership development process for properONSC
management

period, every user is a non-member of an ONSC. Eventually, depending on a proper
ONSC management through using of effective marketing channels, the user acqui-
sition phase focus on making a strong member base. This facilitates in compelling a
non-member to become a registered member which also initiates the growth phase
in the user participation life cycle.

After a user gets registered in an ONSC site, the challenge of the community
operators as a part of ONSCmanagement is to engage them and to promote the users
activity on the ONSC platform. This initiates the matured stage of the user partic-
ipation where users can be active members, who are frequent posters of messages,
thus adding to the intellectual property of the ONSC site. Otherwise, the users can
be a passive member, who just browse the ONSC platform without any active partic-
ipation. Challenge of the community operators here are to convert as many passive
members to active members to retain them to the site, avoiding user defection.

At the end, with the initiation of the decline phase of the user participation life
cycle, the user tends to be a defected member. In some cases, users will unsubscribe
and in many cases, users simply do not log in ever to the ONSC site. Here, the
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challenge of the community operators are how to retain these defected members
back to the ONSC site.

Thus, if the mapping of user roles in the participation life cycle with the user
membership development process in ONSC as shown in Fig. 5, will help the com-
munity operators to define different focus points to build a robust and successful
ONSC with proper management.

5.1 User Acquisition Factor

Every ONSC requires to maintain sufficient number of members to keep the com-
munity active through the interaction between the users. In order to attain this, users
must be acquired both in growth as well as in matured phase. This is because as time
evolves, existing users stop using the community with no production of informa-
tion, and new users join in the community with additional content. So, every ONSC
should continue attracting new users through new marketing communication chan-
nels [64–66] to keep the community alive. Interpersonal communication skills are
an effective means of acquiring new customers to the community sight. Traditional
research has shown that the effectiveness of WOM is much more than the other
marketing channels like personal selling channel [67]. So, in this stage of commu-
nity management, the community managers should acquire valuable insights on how
communication channels differ and what kind of users, in terms of their attitudes and
behaviour towards online community, can be attracted.

5.2 User Engagement Factor

It is a mandate for the ONSC to retain their individual users, thus maintaining a
minimum number of users in their site [68] through encouraging them to partici-
pate actively [69]. According to the studies, it is a challenge to retain the users in
ONSC and maintain a constant rate of users. Some of the ONSC attract people at
the initiation period of the community and others do it at any point of time during
the ONSC’s lifecycle [70]. The main factors on which the sustainability of online
communities depends on are quality content generation and continuous increase in
the number of users around this content over the time. From the initial stage through
the community life cycle, various challenges exist. For example, when a community
gets formed or launched, the most important challenge is to motivate potential users
to join the community as members and contribute through valuable content. Once
the community start gaining sufficient number of user memberships and also user
generated content, the challenge is to maintain sufficient stream of user generated
content over the long run, and ensuring the relevance and validity of the content.
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Fig. 6 Parameters affecting user defection rate

5.3 User Retention Factors

The usage of ONSC by the registered users continues until the perceived benefits of
the users from the membership are higher than the cost incurred. There are plethora
of ONSC platforms existing nowadays who compete with each other with varying
topics, geographies, etc., on user retention. Though the number of ONSC platforms
are on rise, but according to [71], a social-media fatigue trend is on for the users.
So, it is very much required for the community managers to retain their users, thus
maintaining the crowd at their community intact. In order to achieve this, they need
to know the parameters responsible for user retention.

Past research lacks empirical evidence of factors that influence the user defections
in ONSC. A study in [72], emphasized the importance of social influence on the
user adoption and retention behaviour in ONSC. This happens to be the first study
to find out the impact of dynamic social structure of users on their retention. The
user’s position in the network, the configuration of the user’s current network and
the participation and engagement in the community are tested to understand the
reasons for user defection. The study also found that these effects can change over
time. According to this study, parameters that can affect the user defection rate from
ONSC platforms are summarized in Fig. 6. The details of each parameters are as
follows:

• Social Trust: The anonymity and lack of face-to-face interactions between users in
ONSChasmade trust relevant for users [39]. If the user cannot trust the information
retrieved or the sources of information, the users will lose the relevance of ONSC
for exchanging information. Thus, trust in online context plays a vital role in the
retention of users by ONSC [73].
A study in [74], defined trust as a “willingness to reply on an exchange partner
in whom one has confidence”. Studies proposed different types of trust which are
adapted in relationships for ONSC. A study in [45] found the interpersonal trust
which is related to the trustworthiness and honesty of all members of the ONSC,
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positively affects knowledge contribution and collection. The identification based
trust was demonstrated in [75], which is defined as the members trust due to
emotional interaction among themselves. A group of studies in [76], define trust
on ONSC as a multidimensional construct consisting of the elements of ability,
benevolence and integrity, which collectively has a positive effect on the active
participation and desire to retrieve and share information among users [77].
Trust between a pair of users is an important piece of information for users in
an online community (such as electronic commerce websites and product review
websites) where users may rely on information to make decisions. In a study by
[78], the problem of predicting whether a user trusts another user was addressed.
Most prior work infers unknown trust ratings from known trust ratings. The effec-
tiveness of this approach depends on the connectivity of the known web of trust
and can be quite poor when the connectivity is very sparse which is often the
case in an online community. In this paper, the authors proposed a classification
approach to address the trust prediction problem. A taxonomy was developed to
obtain an extensive set of relevant features derived from user attributes and user
interactions in an online community. As a test case, the study applied the approach
to data collected from Epinions, a large product review community that supports
various types of interactions as well as a web of trust that can be used for training
and evaluation. Empirical results show that the trust among users can be effectively
predicted using pre-trained classifiers. Overall, measurement of trust in ONSC is
mainly directed towards the community or the group of members as a whole. That
is why, recent studies are based on generalized trust which affect user behaviour
in ONSC [79].

• Social Data Privacy: Users are typically connected to friends, acquaintances and
family through ONSC with a perception that the network provide secure, private
and trusted platform for online interaction [80]. But, ONSC has raised serious
stakes for privacy protection because of the overwhelming amount of user data
which would not have got exposed otherwise. Also, nowadays, ONSC leads to
detailed profiles which are not comfortable for the users from multiple social
spheres [81]. This unpredictable and unwanted disclosure of user information
results in dire consequences later. News like a case of teacher suspended for posting
gun photos [82] or employee fired for commenting on her salary compare with
that of her boss [83] on Facebook are some of the examples. Additionally, user’s
privacy is also getting breached by both intentional events like Facebook Beacon
controversy [84] and unintentional events like publishing of anonymized social
data used for de-anonymization and inference attacks [85]. High volume of user’s
personal data, which is disclosed due to lack of technical awareness of users or due
to the lack of proper sophisticated privacy tools provided by ONSC, have attracted
organizations like GNIP [86]. GNIP aggregate and sell user’s data including his
profile details, network structure, feeds, etc.
The privacy and security issues of ONSCwhich are responsible for increasing user
defection rates are leakages and linkages of user information and content which
can be related to information disclosure threats [87]. The number of entities who
are involved with this information disclosure are as follows:
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– Leakages to Strangers: Users can bring in enhanced risk while interacting with
other users, especially unknown users or strangers or mere acquaintances. Also,
some of these strangers may not be humans also (e.g. social robots [88]) or may
be crowdsourcing workers strolling and interacting with users for mischievous
purposes [89]. So, the challenge for the ONSC is to protect users and their
information from other users.

– Leakages to Third-party Social Applications: Users may interact with third-
party provided social applications for better functionality, linked to their profiles.
ONSC provides an user interface to the application developers of the third-party
to access user information to smoothen the process of interaction between users
and external applications. For many undesirable purposes, malicious applica-
tions can collect user’s private data [90]. So, ONSC should protect users from
these malicious third-party applications which is a challenging task.

– Leakages to ONSC: ONSC facilitates users to interact to other users and third
party applications, in exchange for full control over the user’s information that
is on the ONSC platform. Every ONSC explicitly mention this in their Terms
of Service documents which user’s must agree and read first. In reality, very
few users understand and actually go through the extent of this exchange [91]
and most users do not have a choice or option. This exploitation is actually
a breach of trust by the ONSC of user’s personal information. ONSC should
provide proper solution to the users to lessen this exploitation so that the users
can retain their trust on them.

– Linkages by Aggregators: Professional data aggregators, through large scale dis-
tributed data crawlers, collect publicly available user profile details by exploiting
social network providedAPIs. Large databases of profiles and links are then sold
by the aggregators to the companies of different domains like insurance, credit-
agencies etc. who build on decisions applying analytics to this databases [92].
Crawling user’s data from multiple sites and domains and further linking them
increases profile accuracy. This profiles can be then used to apply public surveil-
lance where curious bodies like government can monitor different individuals
in public through variety of media [93].
ONSC should overcome all these challenges as far as possible through proper
privacy controls and tools so that users feel the interest to engage and retain
with the community for a longer period of time.

• Negative/False/Controversial Information: A single post of rumor/negative infor-
mation in ONSC can sometimes spread beyond anyone’s control. A rumor about
two explosions in theWhiteHouse is a perfect example of how a single tweet out of
more than 9000 tweeted in the same seconds spreads and causes real damage [94].
Users share information based on different types of needs throughONSCplatform.
One of these need is also to verify negative/false/controversial information. This
requires the community managers of ONSC to have proper tools/solutions so that
negative/false/controversial information is detected very early if their diffusion
life cycle. This feature can also help the ONSC platform to retain more users over
time.
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5.4 ONSC and User’s Perspective

The total user engagement and user retention problem have two perspectives: First,
ONSC perspective-identifies proper controls with ONSC to attract users to their site
and understands the requirement of users with respect to content which will motivate
them to contribute and participate. Secondly-user’s perspective denotes the activities
of interest for the user’s and their take away from the ONSC membership, either in
the form of cash or kind.

• Research work on ONSC perspective: A study done in [95], has looked at the
problem of relevant content discovery on a large social network site deployed
inside IBM. Beehive site was studied which consisted of over 50,000 registered
users with 10k–15k unique visitors each month and 50% of users actively adding
to the site content. It was observed that users come to the site to socialize and
connect with co-workers [96] through sharing photos [97], lists [98] and events
[96]. With the increasing trend of this content sharing, it was difficult for the
participants to find relevant, interesting and valid data which needs to be filtered
out of the available content. There are different controls to function in this place for
example search, social tagging, most-viewed content, page highlighting, etc. but
no mechanism exists to highlight content according to importance or quality at the
online community level. This study designed a system that addressed the current
challenge of content discovery in Beehive whose goal was to increase activity and
social interaction around more diverse set of content. This system was designed
to select a group of users, in the form of rotating panel who are eligible to rate or
promote a content, by tagging the text as ‘honey’ [95]. The implementation of this
system observed an increase in the user participation in promotions, boost in the
social interaction and attracted more attentive users towards content.
A study in [99], focussed on participation and feedback elements [100–103] for
user retention by ONSC. The study examined these elements in an online-peer
production community Everything2. The study discovered that high rates of drop
outs of users from the site is observed if feedback and participation mechanism
are not worked out. The administrators of the community should invest in means
to provide positive feedback and strongly discourage negative feedback from the
users at their early stage of joining theONSC to keep the userswith the community.
On the other hand, to discourage incompetent and inefficient writers, the feedback
mechanism can be used to serve as a social filter.
Several factors were examined for blogger retention in an online social blogger
community called Blogster [104]. The study researched on the variables which
can predict high retention for users in ONSC. The predictor variables of retention
have been characterized into five categories:

– NetworkMetrics Specific Variables (clustering coefficient, degree, betweenness,
closeness, pagerank and communicability centrality),

– User Activity Specific Variables (number of posts, number of comments, number
of photos, network or community age),
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– User Physiology Oriented Variables (Age, gender),
– Interactional Data (blog traffic, other user’s comments) and
– Relational Parameters (social tie strength and friend’s retention).

The study tried a multiple regression model to predict retention, utilizing activity
specificvariables. The result showed that these variables have averyhighpredictive
power for anticipating user retention. Also, the male and aged bloggers, who
normally occupy central hubpositions, have lowclustering coefficient in theONSC
of blogging and have friends with higher retention, are more retained in ONSC
than others.
A study in [105], proposed the student retention factors for the first time in theMas-
sive Open Online Courses (MOOC) platform. The author tried to understand the
reason behind the increasing number of drop outs [106, 107] from aMOOCcourse.
The study identified patterns of motivation, affect and activity among MOOC stu-
dents, through interview, which includes an understanding of withdrawal or failure
to complete the course. This is followed by a qualitative study by using quantitative
method to incorporate strategies on platform and course designs in order to benefit
the MOOC community, enhancing student retention and decreasing the number
of drop outs.
In another study [108], several characteristics were studied throughwhich students
engage with MOOCs. It has also explored methods for increasing the amount of
student level activity in these platforms.Twomajor student activities are considered
in characterizing the predominant styles of engagement: viewing a lecture and
handing in an assignment for credit. Different patterns of student’s behaviour
towards these styles was studied to find out the extent to which their overall activity
is balanced between these two modes of engagement. The styles of engagement
suggested by the study with respect to the user activities are:

– Viewers, who primarily watch lectures, handling in few assignments,
– Solvers, who primarily handled assignments for a grade, viewing few of the
lectures,

– All-rounders, whobalance hewatching of lectureswith the handling in of assign-
ments.

The styles of engagement based on the downloading content behaviour of students
who may or may not actually look into it are:

– Collectors, who download lectures, handling in few assignments, if any. Unlike
Viewers, they may or may not be watching the lectures actually.

– Bystanders, who registered for the course but their total activity is below a very
low threshold.

To change the pattern of student engagement in MOOC courses, a system of
badges was designed which comes in the form of incentives for student’s activ-
ity and contribution. The study showed that even a small amount of variation in
badge presentation can have an effect on the student activity. Some of the future
directions suggested to enhance student’s engagement were: designing predictive
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models of student behaviour and grades, personalization and recommendation
mechanisms to help increase user engagement and learning, identifying student
behaviour effectively and developing methods that automatically recognize stu-
dents requiring help or lacking in understanding of concepts, understanding and
facilitating students for use of forums and discussion boards and exploring more
badges.
In the healthcare domain, SOcial FAmily (SOFA) model was proposed in [109].
SOFA is an online social networking system, built to enhance user engagement
and motivating families, instead of individual users, to adopt a healthy lifestyle
through proper static education information on diet, exercise and healthy tips
provided in this site. The study identified that persuasive applications can increase
user engagement. Persuasive applications are defined as interactive computing
systems which are designed to change people’s attributes or behaviours [110].
The study intends to find out whether the users engage themselves only for the
social networking component or for both social networking intent and interest
in acquiring underlying knowledge. The study followed the work of [111] for
a quantitative formulation of user engagement. User performs 14 main activities
while interacting in SOFA. Some of the activities are login, view blog entries, view
profile, update profile, provide food preference information, write wall messages,
complete quiz, etc. The number of times a user performs an activity i is denoted by
Vi , and it varies with the importance of the activity. So, weight Wi are introduced
per activity to describe the significance of an activity. Important actions are those
which are most likely to initiate further engagement through more contribution of
new content than consumption. Thus, the overall measurement of an individual’s
engagement “UserEngagement” is given as:

Userengagement �
14∑

i�1

Wi ∗ Vi

This proposed model also has two representations of profile: one for each family
member who is a part of the family network and other is each family has a sin-
gle profile. The study shows that individual profile representation increase user
engagement with the system compared with shared family profile.
Many ONSC are now capitalizing on their users for face-to-face interactions
to motivate and encourage their participation. Also, ONSC like Meetup and
Foursquare promote offline connections [112]. These online-offlinemodel of com-
munities are called as hybrid communities which was first described in [113]
as a ‘hybrid people and technology-based phenomenon as an electronic-to-face
community’. Several studies have proved that hybrid online-offline connections
between users can increase community development [114], and enhance user
engagement in political and social movements [113, 115]. This issue of engage-
ment and online-offline transition is critical in case of new users to the ONSC. This
is because newcomers join with new ideas, focus, audience and workforce. Any
lack of interest and trustworthiness shown from by the newcomers with regards to
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theONSC can pose serious challenge to communities with respect to user retention
and attraction [116]. Sometime, the hybrid nature of the ONSC put extra burden
on the newcomers as they need to join offline interactions along with online one.
The study in [112], found out the factor which influence the newcomers to join an
offline event along with joining ONSC. Also, the study researched on finding the
retention factor of newcomer in hybrid communities. The study was conducted
on www.Meetup.com, gathering data for 2 years. In order to detail the new user’s
behaviour towards hybrid set up, the author came up with a lifecycle of members
in Meetup groups. Through the lifecycle, it was relevant that the first offline event
is an essential milestone for new user which influence their continued participation
in both online and offline interactions, thus enhancing user engagement.

• Researchwork onUser’s Perspective: The participation of users inONSCcan be
in many forms like commenting in discussion systems, writing articles, posting
pictures, etc. A power law distribution of participation prevails in ONSC plat-
forms which means that majority of contributions are mainly done by aminority
of users [117]. Researchers in [118] compares two theories of user motivation
in the context of participation in ONSC.
– First theory is Uses and gratification theory [119, 120], which states regard-
ing what motivates individual users to consume media based on their own
anticipation of what will they receive after doing so.

– Second theory isOrganizational commitment theory [121], predicts that more
the affinity a user feels with an organization, better will be their contribution.
The study produces a comparative brative study between individual motiva-
tion against social motivation amongst both registered and anonymous users
of aONSC through the above theories. The studyfinally specifies how individ-
ual perceptions regarding their current and future activity on a site is affected
by the individual and organizational motivation, resulting difference in both
anonymous and registered users. Also, the user contribution does not always
depend on the ease of use of the site but the reason may lie in some social or
cognitive factors too.
Plethora of studies are done to understand the reasons for users to partici-
pate and contribute in online communities. Some users contribute to enhance
their professional and personal reputation [122, 123], few users participate
with a wish to help others [123, 124] and some people wish to gain strong
social connections [124]. There are also users who participate just to gain
the information resource available at the community level [125], especially
for open-source communities [122]. In a study [126], informal leaders in a
ONSC limits their participation to the community in relation to their daily
work. So, this type of participation ensures an effective and direct personal
benefit to the users on participation. The informal leaders also make other
users to contribute valuable information to the ONSC. At the same time, sup-
port was less for the participants who contribute for the sake of reputation
enhancement [122]. The study also confirmed that there is no evidence that
the contribution of informal leaders depends on their individual performance

http://www.Meetup.com
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goals and reviews. So, this gives an open scope for the ONSC to give oppor-
tunity to their informal leaders or users to contribute in such a way so that it
can urge other users to contribute as well.
The dynamics of user departure from ONSC and collaboration networks was
studied in [127] from the perspective of local and global network structure.
The study analysed the predictive power of the local neighbourhoods in deter-
mining the behaviour of the nodes along with the global changes in the net-
work topology. The study measured the probability of arrival and departure
of users as a function of the activity of their friends, thus quantifying the
dynamics of the local neighbourhood of the users, at the local level. There are
three important finding of this study: firstly, there is a strong clustered effect
in the timing of the departure among friendswhich is not significant for arrival
case; secondly, though both the number and fractions of neighbourhood activ-
ity/inactivity is correlated to the probability of departure of user, the fraction
of inactive friends in the local neighbourhood can predict the probability of
departure better than any other factor; thirdly, after a certain period of time
the network loses its capability to predict the departure probability of a user,
as significant fraction of friends has departed the ONSC already. The study
also showed that at the peripheral region of the network, the users are having
the tendency to depart the communities over the period of time as the network
evolves, whereas the internal network core remains dense and gets populated
over time.
User’smotivation to get engaged inONSC is also affected by the existing lead-
ership roles in the concerned networks. Traditional research on leadership in
online communities has consistently focused on the small set of people occu-
pying leadership roles. In a study by [128], a model was proposed of shared
leadership, which hypothesized that leadership behaviours come from mem-
bers at all levels, not simply from people in high-level leadership positions.
Although, every member can exhibit some leadership behaviour, different
types of leadership behaviour performed by different types of leaders may
not be equally effective. The study further investigates how distinct types of
leadership behaviours (transactional, aversive, directive and person-focused)
and the legitimacy of the people who deliver them (people in formal leader-
ship positions or not) influence the contributions that other participants make
in the context of Wikipedia. After using propensity score matching to control
for potential pre-existing differences among those who were and were not
targets of leadership behaviours, the study found that:
– Leadership behaviours performed by members at all levels significantly
influenced other members’ motivation.

– Transactional leadership and Person-focused leadership were effective
in motivating others to contribute more, whereas aversive leadership
decreased other contributors’ motivations; and

– Legitimate leaders were in general more influential than regular peer lead-
ers.
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5.5 Recommender Systems from ONSC

Traditionally, social connections in an ONSC was not considered for modeling of
a recommender system. But, studies like [129, 130] have proved the importance of
influencers in ONSC for the development of a robust recommender system in a field
like product marketing. Also, the integration of ONSCs and OSNs also improve the
performance of the recommendation systems,which in turn increases the engagement
of users in the ONSC platform [131].

An efficient exchange recommendation service platformwith frequent updates on
the listed items through new data structures to maintain promising exchange pairs for
each user was proposed in [132]. The item exchange through online gaming platform
or social network web sites is another popular behaviour and supported widely in
most of the ONSCs for user engagement [132]. Item exchange is a process in which
each user in the system is supposed to list some items which is no longer need by
him/her along with the list of item which he needs or seeking for. Given the values
of all items, an exchange between two online users is only feasible if,

• the unneeded list contains some items which other user needs, and
• the exchange items value collectively calculates to the same total value for both
the participating users.

For example, Shede [133] is a quick growing internet-based product exchange
platform in China, who performs millions of transactions every year. A huge gap
exists in this exchange market between the increasing demands and the techniques
supporting automatic exchange pairing.

The RecSysChallenge [134], is a traditional competition among Recommender
Systems researchers. The2014 edition is used to predict the extent of user engagement
through tweets related to movies. This is done in three steps: the two lists are created
using binary classification methods to split the tweets into one group having user
engagement measuring to zero and the other group where user’s engagement is not
equal to zero. In the next step, each list is sorted through regression method followed
by a concatenation of the two lists and sorting of the tweets. Naïve Bayes was used
as a classifier and linear regression was used as a technique.

5.6 ONSC User Engagement Tools

Nowadays, there is an increasing emphasis on ONSC to use a mix of both online
and offline tools/practices which can help to reach their audience/customers. But,
with so many software systems and offline tools available, it is very challenging
for the ONSC to decide how best to engage the users to its platform. Some of the
tools/practices (both online and offline) which ONSC opt for user engagement are
given as follows [42]:
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• Content Management Systems (CMS): It is a computer application that supports
the creation andmodification of digital content. This application supports multiple
users in a collaborative environment like ONSC. The CMS of ONSCs are also
dynamically generated digital content, where the webpage content is served on
real-time from a dynamic database than being statically hard-coded. A good CMS
should provide a simple web interface where only editorial staff are given access
to add, delete or modify content. The other benefit of a good CMS is it allows
automatic content addition from a third party news feed or the content shared
between websites.

• Discussion Boards:Discussion boards or threaded discussions are one of the most
commonly used tool in ONSC. These boards allow asynchronous discussion to
happen over a period of time. During launch of ONSC, it is very challenging to
predict on what topic the members will initiate their discussions. Therefore, it
is better to start with highly focussed discussion groups where topics/keywords
will be in sync with the topic of the focus of the group. Sometime, the ONSC
can encourage the discussion groups through posting questions to the community
and clearly ‘sign-posting’ their existence on the homepage. To make a successful
discussion board, the ONSC is required to encourage them from time to time,
especially at the onset of the discussion board. The ONSC should ensure that
through the discussion board, new users join in and posts of interests keep floating
in the platform. Thus, resulting in a discussion board vibrant with content and new
trending topics.

• Scheduled Events: An already-reputed ONSC can reach out even more people of
a larger community through scheduling events like seminars, conferences, etc., in
auditoriums. The ONSC members space is divided into two parts: first, the ‘stage
area’ consisting of the guest speaker and a host, second, the ‘auditorium area’
containing attendees and member of staff who is present there to greet their guests.
The question and answer session through discussion happens with a question from
attendees to a guest speaker via host and replies also follow the sameway backward
to the attendee. Thus, this follows amore structuredway ofmanaging large number
of users performing discussions is a large ONSC platform.

• Newswires: Posting of regular newsletters or newswires is an extraordinary way to
attract members to a ONSC, keep regular contact with the members involved, and
also to retain users to the ONSC site. A Community manager or an Editor should
get involved in sending messages/articles on their own providing only with links
back to the full article on the ONSC site.

• Polls and Surveys: This tool is used in ONSC for generating a feedback from the
community members. Polls consists of a single question with a Yes/No option
and is used for collecting member’s opinion regarding facts. Surveys normally
contains questionnaires and is used to find out information about the members of
the community involved. Polls can be used frequently for generating conclusion but
surveys should be used with proper plan and should have a focussed aim/objective.
Brief surveys are always supported by the users with clearly mentioned goals to
be achieved and benefits reserved for the users.
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• Directories: This refers to the user generated content which can be of high value
for the users who intend to gain information from the ONSC. Directories pro-
vide searchable lists of public member profiles (who’s who), lists of professional
products and services along with the suppliers (supplier’s directories), etc. These
directories should be updated over time, thus becoming a valuable community
resource.

6 ONSC Structure Detection

A network community is a group of people who communicate and collaborate over
networks, strengthening their identity and goals [135]. The community networks are a
special case of a network community inwhich a physical social community coextends
with the network community [135]. Online Social Networks (OSN) resembles online
community networks, with ONSC as an online network community embedded into it
(see Fig. 3). InOSN, individuals networkwith each other through friendships or other
kinds of relationships. These networks form communities (ONSC) where subsets of
vertices forming communities/groups have dense vertex-vertex connections reveal-
ing similar interests or properties, but between groups/communities where interests
differ, the connections go sparse [136]. The communities in OSN can be disjoint or
overlapping. In fact, in OSN, communities do overlap each other [137]. For example,
in OSN like Facebook, Twitter, a user who favours art, movies or music can become
an active member of all these communities of interests in OSN. The nodes or indi-
viduals that are present in more than one community play a key role as intermediator
and also can predict the dynamic behaviours of the individual nodes in the network.

Detection of these communities are much significant in case of both non-
overlapping and overlapping communities. Let us consider a case of worm con-
tainment problem in OSN [138, 139]. Nowadays, all OSN’s like Facebook, Twit-
ter, LinkedIn are available as openAPIs on dynamic networks like different mobile
devices. This openness will make it far easier for themalicious software’s like worms
or viruses to propagate from one device to another. Under these circumstances, a pos-
sible way of controlling the spread could be to send patches to control worms to few
critical users and then let them redistribute the same to others. Smaller the number
of critical users, better the control [140]. But the open problem is which critical
users to choose. This is where the community structure, both overlapping and non-
overlapping comes into picture through plethora of detection techniques are available
for both static as well as dynamic networks as shown in Fig. 7. Use of a right kind of
algorithm is essential to obtain best results. If a network has disjoint communities,
an overlapping algorithm will not help and similarly for overlapping communities,
only overlapping algorithm will be the right kind of algorithm.
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Fig. 7 ONSC structure detection techniques

6.1 Detection of Communities in Static Networks

In static networks, the communities are static and does not change their structure
overtime. There are several effective methods proposed by researchers to detect both
disjoint and overlapping communities in static networks [141], discussed as follows.

6.1.1 Disjoint Community Structure Detection

A beginning of a new era in the field of community detection was done through the
popular divisive algorithm (GN) proposed by Girvan and Newman [136]. The main
focus of GN algorithm was to achieve community detection through edge between-
ness of an edge, which is the number of shortest paths that run between pairs of
vertices and pass through that edge. According to the algorithm, communities in
a network are connected by few intergroup edges through which all shortest paths
between the communities should necessarily pass. So, these inter community con-
necting edges will have high edge-betweenness. Therefore, GN algorithm finds out
edgeswith high edge-betweenness and then remove them iteratively to generate com-
munities. The disadvantage is the high time complexity of the procedure which limits
its use only for small networks. Also, the final number of communities detected is
not declared.

GN algorithm was modified by Tyler et al. [142] and Wilkinson and Huber-
man [143] through improvement in the time complexity by using Monte Carlo
method to calculate edge-betweenness. According toMonte Carlo method, the edge-
betweenness was calculated through some chosen random limited number of edges
and also a stopping criterion was used to end the process. The sampling of edge
betweenness mandates statistical errors and also the partitions are different for dif-
ferent choices of center of vertices. An improvement to the time complexity problem
of GN algorithm was also tackled by Newman and Girvan [144] through his fast
agglomerative hierarchical clustering algorithm which was also suitable for net-
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works with millions of nodes. This algorithm started with single node resembling
single community and then iteratively merge pairs of communities together, based
on the modularity measure. The modularity is a measure of a cluster and depends
on a notion that communities do not occur by random change. Following the work
of Newman, many studies [145, 146 etc.] were done for community detection in
networks through optimization of modularity technique.

Radhicchi et al. [147], proposed an algorithm which includes iterative removal of
edges for community detection. But, unlike GN, instead of edge betweenness, the
study used a local measure to recalculate the edge clustering coefficient to decide on
edge removal. The local measure reduces the time complexity. The edges with low
clustering coefficient are proposed to remove iteratively. For the remaining number of
edges, the clustering coefficient is recalculated and the process continues. The main
disadvantage of this process is that it assumes the presence of cliques or triangles in
the networks which is not necessarily the case always in real-world networks.

6.1.2 Overlapping Community Structure Detection

Classical graph clustering methods mentioned above are not suitable for managing
the presence of nodes/individuals in two or more communities at a time. Therefore,
novel community detection algorithms were proposed for static networks as forceful
assumptions of non-overlapping community nodes in static networks, can result in
erroneous underlying community structures [141, 148].

Study of overlapping communities has received much attention only in the last
couple of years with respect to both time and efficiency of the algorithm. OSN are
naturally characterized by multiple community memberships. Based on the study
done in [149], the overlapping community detection algorithms in static networks
are categorized into five classes:

• Clique Percolation: In graph theory, a clique in a undirected graph is a subgraph
of its vertices so that every two vertices in the subgraph are connected by an
edge. The very first work on detecting overlapping communities using Clique
Percolation Algorithm (CPM) was done by Palla et al. [86]. This is an extension
of the GN algorithm to detect overlapping communities. The basic assumption
of CPM is the formation of cliques through internal edges of communities where
density ismore. The studyworkedwith k-cliques which represents complete graph
with k-vertices. Two k-cliques are said to be adjacent if they share k−1 vertices.
The possibility of the presence of a vertex in multiple k-cliques simultaneously
makes the overlapping communities. CPM assumes large number of cliques as
fewer cliques fails to detect meaningful covers. A software application known as
CFinder was designed in [150], to detect overlapping communities on biological
networks using the concept of k-clique.
The drawback of CPM is it does not consider directed graphs. Later, in study by
[86, 151], the author proposed a restricted version of CPM for directed networks,
denoted asClique PercolationMethod with directed cliques (CPMd). In this work,
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only directed k-cliques are used for the identification of overlapping communities
where directed k-cliques are defined as complete subgraphs of size k vertices in
which an ordering can be made such that between any pair of nodes, there is a
directed link pointing from the node with higher order towards the node with a
lower one.Additionally, the linkweights in a graph provides even better and deeper
understanding of the overlapping structure of the weighted network. In this case,
the CPM removes the links having lesser weight than a fixed weight threshold and
search for communities considering the remaining links as unweighted. Farkas
et al. [151] extended the concept of unweighted CPM through Clique Percolation
Method with weights (CPMw) which take account of link weights through sub-
graph intensity used by Onnela et al. [152] in his search algorithm. The subgraph
intensity is geometric mean of its link weights. A k-clique is included into a com-
munity if its calculated subgraph intensity is greater than a fixed threshold value.
Therefore, for communities formed using CPM, links have weights higher than the
link weight threshold. And for CPMw, the communities often contain links weaker
than the intensity threshold. In assortative networks [153], where strong links to
connect to strong links, both the algorithms are similar. But, for dis-assortative
networks, the algorithms strongly differ.
EAGLE (agglomerativEhierarchicAlclusterinG based on maximaLcliquE) was
proposed in [154] to discover both hierarchical and overlapping community struc-
ture of networks. EAGLE deals with maximal cliques instead of the set of individ-
ual vertices and use agglomerative framework. A maximal clique is defined as a
clique which is not a subset of any other cliques. The final outcome is a hierarchy
of overlapping communities which reveals a full community structure network.
This is a computationally expensive algorithm. Another fast community detection
algorithm called Sequential Clique Percolation method (SCP) was proposed in
[155], designed for weighted as well as unweighted networks for a chosen size of
clique. The algorithm inserts links to the network and keeps track on the merging
community structure. If the links are inserted in decreasing order of weight, the
algorithm is capable of detecting k-clique communities at chosen threshold levels
in a single run and also produces a dendogram representing hierarchical commu-
nity structure simultaneously. The method is suitable for dense weighted networks
containing hierarchical communities where weight-based threshold of either the
links or cliques formed by the process is necessary for getting a meaningful infor-
mation about the structure. SCP is faster than CPM as far as the computational
time is concerned.

• Line Graph and Link Based Algorithms: There are existing research studies which
shows that links of a network can take part in detecting communities instead of
nodes. In case of links, a node is called overlapping if links connected to it are a part
of two or more communities. Ahn et al. [156] successfully identified overlapping
communities and its hierarchy by identifying groups as links instead of nodes.
The study used a hierarchical clustering with a similarity between links to build
a dendogram. Each leaf in the dendogram is a link from the original network and
branches represent the link communities. Link communities are extracted from
this dendogram by cutting it at different thresholds at multiple levels. Each node
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inherits all memberships of its links and thus can belong to multiple overlapping
communities. A study done in [157], used map equation to partition the network
into communities. The output of their work is a map that simplifies and high-
lights the network structure and their relationships. Overlapping communities are
detected by following the information flow through random walks. In a work done
in [158], the line graph was extended to clique graph where cliques of a given
order form the node in a weighted graph.

• Fuzzy Based Algorithms: In non-fuzzy overlapping communities, each ver-
tex/individual belongs to one or more communities with equal strength i.e. either
the individual belongs to a community or does not. But, with fuzzy overlap-
ping case, though the individual can belong to more than one community, but
the strength of its membership to each community varies. This membership is
defined in different ways by different studies. Authors in [159], expressed this
as a belonging coefficient which defines how a given node is distributed between
communities. Amethodwas proposed by combining spectral mapping, fuzzy clus-
tering and optimization of a quality function by [160] which converts a network
to (k−1) dimensional Euclidean space to generate k communities using fuzzy c-
means algorithm. In another study [161], the presence of a vertex in multiple com-
munities at the same time is determined by exact numerical membership degrees
in the presence of uncertainty in the data. This algorithm identifies outlier vertices
that do not belong to any community, bridge vertices that belong to more than
one single community and vertices belong to their own community through a new
measure which is based on membership degrees. This algorithm is also capable
of computing the centrality of a vertex with respect to its dominant community.
This can also discover the fuzzy community structure of different real world net-
works including OSN with high accuracy. The limitation of this algorithm is that
it works excellent with small datasets. But for large networks, the assumption that
all vertices are connected to all other vertices does not hold good.
Disjoint detection methods were coupled with local optimization techniques to
find the overlapping communities by Wang et al. [162]. Firstly, a partition is made
through disjoint algorithm. Then communities attempt to remove or add vertices
computing fitness scores on a community. The difference or normalized variances
between these two scores form a fuzzymembership vector of the node. ABayesian
Non-negative Matrix Factorization (NMF), a probabilistic approach was used for
extracting overlapping communities from a network by [163]. The model showed
that how the degree of participation of two individuals in different communities
can be a latent generator of the expected number of interactions between them.
This study shows that NMF is capable of capturing the membership of a node
in multiple communities as well as quantification of the strength with which the
individual is connected to the communities. The entropy of the node membership
distribution can be used to identify the core nodes in one community as well as the
bridge nodes in two or more communities. The study also used mean entropy of
membership distribution to quantify the degree of fuzziness in the network, thus
reflecting on the clarity of the community structure.
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• Local Expansion and Optimization: A study by Gregory [164] proposed an over-
lapping version of GN disjoint community detection algorithm called Cluster-
Overlap Newman Girvan Algorithm (CONGA). It is done by splitting a vertex
into two vertices repeatedly during divisive clustering process. This algorithm
opted both split-betweenness and the conventional edge-betweenness concept for
the same. Split-betweenness is the total number of shortest path passing through
the imaginary edge. The edge-betweenness of edges is calculated first and then
the split-betweenness of vertices followed by the removal of the edge having
maximum edge-betweenness value. The vertex which is selected for split should
also have maximum split betweenness. This process of edge removal and ver-
tex splitting continues until all edges are removed. New communities are formed
with every iteration under CONGA. The computational efficiency depends on the
number of vertices in the network and also on how easily the network breaks
into separate communities. To optimize the speed of the algorithm, Gregory in
another study [165] proposed CONGO (CONGA Optimized) where the author
used local betweenness to discover small diameter communities in large networks
which is more effective. Another algorithm proposed by the same author was a
transformation algorithm known as Peacock. Peacock is comprised on two phases
for overlapping community detection. One phase consists of calculation of split
betweenness of all vertices, then choosing the vertex having maximum score for
the same. The chosen vertex is then split into two and again the process is repeated.
The iteration continue until the split betweenness score becomes sufficiently small.
In the second phase, for each split vertex, a new edge is added between the vertices.
Lancichinetti et al. [148], proposed a method to detect overlapping and hierarchi-
cal structure communities using local optimization of a fitness function. A local
structure is defined consisting of nodes in a community along with an extended
neighbourhood of the nodes. The distribution of nodes in different communities
is determined after finding the fitness value through local optimization, which
automatically give rise to overlapping communities. A set of two axioms was for-
mulated in [166] for nodes to be eligible to be a part of a community. The axioms
are namely connectedness and local optimality. Connectedness in a community
ensures the presence of a connected subgraph in the network. No path from one
node to another node should be through any external node in a complete subgraph
which defines a community. The axiom of local optimality demands that density
of a community cannot be improved through addition or removal of a single node.
To obtain these, a scan is performed in the communities in the order of the increas-
ing node degree for all the nodes. Once the scanning is over, if the connectivity
check examines multiple connected components, only the component with high-
est density is retained and the scanning process is repeated. The limitation of this
algorithm is production of high number of overlapping communities which can be
effectively managed by merging highly similar communities.
A Detecting Overlapping Community Algorithm (DOCA) proposed in [137],
mainly consists of three phases. In the first phase, grouping of nodes is done
to form local community through internal density calculation. The internal den-
sity should satisfy the connectedness function which depends on the size of the
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local communities and followed by multiple communities of different sizes. So, in
this phase, small communities having less than four nodes are left out. In second
phase, the dense community structure identified along with outliers are identi-
fied in bottom up manner. Common dense substructures should be merged in this
phase. In the third phase, the unlabelled left out nodes are tried out to fit in some
communities or classify them as outliers based on their connectivity structures.
The advantage of DOCA is, it requires only local network topology knowledge to
detect overlapping communities.
Order Statistics and Local Optimization Method (OSLAM) [167] is the first algo-
rithm of its kind which deals with communities from networks having edge direc-
tions, edge weights, overlapping communities, hierarchy and community dynam-
ics. The algorithm locally optimizes the statistical significance of the communities
which are defined with respect to global null model [168]. This algorithm consists
of three phases: In the first phase, it looks for significant clusters or communities
till convergence. Second phase, analyses the set of clusters, and try to find out the
internal structure presence or possible union of two or more clusters. In the last
phase, it identifies the hierarchical structure of the communities. This is a very
powerful algorithm for directed graphs and for detection of overlapping communi-
ties. Limitation of the algorithm includes lots of iterations performed for accuracy
which increases the complexity of the algorithm.

• Agent and Dynamic Based Algorithms: A Label Propagation Algorithm (LPA)
[169], is an agent based iterative method that detects community structure using
the network topology only. Most of the algorithms discussed require a prior infor-
mation on the number and size of communities to detect communities. But, for
large complex networks where the network is huge and heterogeneous in nature, it
is extremely difficult to detect communities with the existing algorithms. This gap
is fulfilled by LPA which is a near-linear time algorithm. The algorithm propa-
gates labels for vertices in the network and then detect communities using the label
propagation. In this technique, labels are flooded but it is expected that the nodes
in a community will be enclosed in a connected group expressed as local trapping
of nodes. Community detection is done by tracking the node label propagation
through its neighbours until end of community is reached. The end of community
is flagged by dropping of the number of outgoing edges from a community beyond
a certain threshold value.
Later, Gregory [170] extended the concept to nodes havingmultiple labels through
Community Overlap Label PRopagation Algorithm (COPRA). A game theoretic
framework was developed by [171] to detect overlapping communities. The com-
munities are detected in a form of game played by selfish agents on the social
network. Every agent has a gain and loss function, used to express the utility of
the agent which they want to maximize. A Nash equilibrium of this game repre-
sents the community structure. The work in [172], detected communities in email
objects using virtual ants through ant colony based algorithms. The algorithm
allows the virtual ants to travel over the grid of email objects, detecting similar
objects to form communities. The virtual ants evaluate an email object and iden-
tify its community through random walk on the grid. Swarm intelligence was also
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used in [173] to detect overlapping communities combining the individual view
of community, instead of considering a global view of the network. Friendship
groups of the individuals were used by the study to detect smaller groups in the
network. Every friendship group in this study is assigned a unique identifier and
alongside non-propagating nodes within each group were also found out through
a decentralized control.

6.2 Detection of Communities in Dynamic Networks

Real world OSN are not always necessarily static. Most of the OSN like Twitter,
Facebook, expand in size with the increasing number of user over time and thus lead
to the formation of dynamic networks [174]. There are growing body of researchers
studying on the analysis of communities and their temporal evolution in dynamic
networks [175–181].

One of the key characteristic of studying social interactions in OSN is to incor-
porate the continual change in the network during analysis. Most of the traditional
analysis of OSN are typically static where temporal information on interactions
and evolution of network structure over time was not taken into account [182]. All
static OSN research considered independent snapshots of graphs at different inter-
vals or one aggregated network over the time period. But, for OSNs, a more dynamic
behaviour is observed over the timewhere newnodes/edges can join in or get removed
from the OSN. Hence, an emerging area of research interest is community detection,
both disjoint and overlapping, should be considered in dynamic networks.

6.2.1 Disjoint Community Structure Detection

In a study by Nguyen et al. [23],Quick Community Adaptation (QCA) was proposed
to detect disjoint communities. This is an adaptive modularity based method for
identifying and tracing community structure for dynamic OSN. This approach has
the power of efficiently and quickly update on network communities using structures
from previous network snapshots and tracing the evolution of community structure
over time. QCAwas tested on Enron dataset, citation network and Facebook. Authors
in [183], proposed a community detection methods based on contradicting the net-
work topology and the topology-based propinquity, where propinquity is the proba-
bility of a pair of nodes involved in a community. Another study done in [184] pre-
sented a parameter-free methodology for detecting clusters on time-evolving graphs
which is based on mutual information and entropy functions of Information theory.
A work carried in [185], proposed a distributed method for community detection
using modularity as a measure instead of objective function. Dynamic Stochastic
Block Model (DSBM) model was proposed in [186] is a dynamic extension of a very
traditional static model Stochastic Block Model (SBM) [187]. DSBM detects non-
overlapping communities in OSN with constant number of nodes and communities
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over time and also require the number of communities a prior. AnAFFECT algorithm
was proposed in [188] to discover noise-free network from the observed network and
its history. From the noise-free network, static non-overlapping community detection
methods are used at each snapshot.

6.2.2 Overlapping Community Structure Detection

An innovative method for detecting overlapping communities on dynamic networks
was proposed based on k-clique percolation technique [189]. But it is a time consum-
ing process for large scale networks. Authors in [175], proposedFacetNet framework
which analyses communities in dynamic networks based on the optimization of snap-
shot costs. This framework guarantees to converge to a local optimal solution but its
convergence speed is slow and its input asks for the number of networks communi-
ties which is not a practice. The study used a stochastic block model for generating
communities and a probabilistic model based on the Dirichlet distribution for captur-
ing the community evolutions. The study also introduced two concepts: Community
Net and Evolution Net to interpret the community level interaction and transition
respectively. Stream_Group proposed in [190], is an incremental method to solve
community mining and detect the change points in weighted dynamic graphs. A
two-step procedure is followed to discover community structure of weighted directed
graph in one time-slice: The first step constructs compact communities according to
each node’s single compactness which indicates the degree of a node belonging to a
community in terms of graph’s relevance matrix. The second step merges compact
communities along the direction of maximum increment of the modularity. Apart
from these studies, a particle and density based clustering method for dynamic net-
works was proposed in [191], based on extended modularity and concept of nano
community and l-quasi clique by clique. Other than these, iLCD [192] find the over-
lapping network communities by adding edges and then merging similar ones. This
framework does not perform so well with dynamic behaviours of the network which
undergoes removal of edges/nodes. Finally, a two phase frameworkAdaptive Finding
Overlapping Community Structure (AFOCS) was proposed in [140], for detecting,
updating and tracing the evolution of overlapping communities in dynamic mobile
networks. This two frame network first identifies basic network communities with
FOCS and then employs AFOCS to adaptively update these structures as the net-
work evolves. Dynamic Label Propagation Algorithm (DLPA) [193], detects both
overlapping and non-overlapping community structures in large-scale network. This
study also defines the confidence of a node to its neighbours, thus incorporating the
importance of a node’s neighbour into account. Also the study defined an inflation
operator to control the overlapping rate. A weighted mean between the importance
of a node in the previous snapshot and the current snapshot is calculated to find the
consistent communities over time. In a recent research done in [186], a method called
Dynamic Bayesian Overlapping Community Detector (DBOCD) was proposed that
is able to discover consistent overlapping communities and their numbers simul-
taneously, in polynomial time by using the Recurrent Chinese Restaurant Process
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(RCRP) as a prior knowledge, and the adjacencymatrix as observations in every time
snapshots of network. In this study, a generative model for a static network based
on link communities was explained and in the second step, the generative model
was extended for dynamic networks. The time complexity was reduced by replac-
ing common node partitioning by link partitioning. Dynamic Structural Clustering
Algorithm (DSCAN) was proposed in [194] for dynamic OSN that are continually
changing their structure. The SCAN algorithmwas first proposed for static networks.
Later, DSCAN improved SCAN by allowing to update a local structure in less time
than it would to run SCAN on the entire network.

Another very recent study done in [195], introduced a new paradigm of hidden
community structure.Realworld networks contain sparse community structure show-
ing individuals belonging to weaker communities like group of medical patients that
see each other at the doctor’s office and communicate infrequently or high school
alumni having infrequent contacts. These are hidden communities as compared to the
dense or strong denser community structure like family, close friends, etc. Hidden
community structure can be regarded as a special type of overlapping communities.
A novel approach calledHIdden Community Detection (HICODE), was proposed by
the study for identifying hidden structures on OSN. The study formally introduced
the concept of hidden communities through a hiddenness value of a community.
HICODE was presented to detect both dominant and the hidden structure. Validated
through several real world datasets, the study showed that higher the hiddenness
value of a community, it is more difficult for an algorithm to locate the community.
The study also showed that using any disjoint community algorithm as the base,
HICODE as a tool is capable of finding overlapping communities.

7 Applications

There are plethora of personal as well as business platforms where ONSC have got
their illustrative benefits. The list can be categorized as follows:

• Personal Use: There exist a strong research based work, showing how online inter-
action impact individual’s well-being [196]. Existing studies in research [197]
has shown that individuals supplement face-to-face interaction through joining
ONSCs. Individuals prefer to use these social communities to prevent families,
friends from becoming too fragmented by providing them social support in form of
suggestions, comments, recommendations, control etc., regardless of their physi-
cal location [198]. Also, individuals having depleted offline social resources, can
achieve huge benefit through involvement and making relationships in ONSCs
[199]. In addition, acquiring social capital is important for the individuals, which
can be heavily fulfilled through participation in ONSCs.

• Business: The advantages of development of communities for businesses aremani-
fold. Communities help the companies to enhance customer relations as consumers
get an opportunity to know about the environmental and social credentials of the
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products and services they buy and the activities of companies in the sourcing and
production of the products the company sell. Businesses can also improve on the
risk management of their services, thus enhancing their reputation through com-
munities. Social communities also effect employee relations through attracting
conversations and retaining talent, making them motivated towards work. Engag-
ing with customers make businesses able to keep close to emerging market trends
and thus resulting in innovating new products or models.

• News: News, whether it is good or bad, true or false, always travels faster, but
with the advent of social media and ONSC, the spread of news has become faster
than ever, both locally and globally. Once a news posted online, the journey of
the news starts by getting shared among readers through their ONSC of friends,
colleagues and family, thus resulting in the news reach to exponential number of
social community users.

• Recommender System: On internet platform, the number of choices are humungous
[200]. There is a need tofilter, prioritize and efficiently deliver the relevant informa-
tion to avoid overload and also to facilitate the customerswith personalized content
and services. The ONSC provide rich data that can be used for recommender sys-
tems [201]. Some important type of data, supporting in getting a recommender
systems constructed, is the relationship between users, preferences of users and
the review of the users through their ONSC.

• Education and Research: ONSC has transformed the way teachers, students and
researchers synthesize information across subjects, experiences, papers and incor-
porate various inquiries [202]. Educators can foster critical learning spaces encour-
aging students to enhance their capacities of analysis, imagination, critical synthe-
sis, creative expression, self-awareness and intentionality throughONSC.Also, for
the researchers, ONSC has become an important platform to increase the visibility
of their papers, thus in turn increasing the number of citations of their publications.

• Healthcare: There are various ways in which healthcare is influenced through
ONSC [77]. An existing ONSC boosts the amount of communication and coop-
eration among patients through exchange of information pertaining to similar
problems. At the same time, professionals can share their experiences over care
and treatment, thus resulting in better health decisions. A feedback can also be
provided through these community relationships regarding disease and treatment
given for the same. This can further generate a recommender systems helping
new patients to consult with the doctor and list of preferable clinics to diagnose
from. The community discussion happens without any bound on time and space
limitation, increasing the number of users infinitely over a period of time.

• Marketing: The online community concept results in higher win rates through
sales enablement, improved marketing campaign development, effectiveness and
amplification, creates customer’s affinity towards product/service, provides better
natural search engine and social media optimization for portraying news on brand
and products/services, facilitates in real-time market research and consumer intel-
ligence on products and enhances channel presence, web sales and referrals.

• Customer Service: The presence of ONSC results in decreased volume of inbound
support calls, improve customer self-service or first time resolution, increased cus-
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tomer retention and satisfaction, customer support and engagement and enhance
customer service agent collaboration and knowledge sharing.

• Product Development and Customer Intelligence: ONSC largely contributes in
consumer driven product innovation and insights during development of products.
Increase in feedback and ideas from consumers and knowledge retention also helps
in developing new products by businesses.

In Table 1, we tried to summarize the popular ONSC available across the globe
in various domains along with their purpose. The list is exhaustive, only a glimpse is
given to have a mind-mapping of the theory with the existing ONSC. Hence, better
understanding of this chapter.

8 Conclusion

In this chapter, a robust definition of social communities is provided along with its
importance in knowledge sharing among users. Two types of social communities
were explored—online and offline social communities. The role of technology in
the transformation of offline social communities to online social communities with
its evolution from ARPANET to Web 2.0 was discussed. Different pre-requisites of
online social communities acts as a decision making factor for community opera-
tors while creating an ONSC. These factors include purpose, membership of users,
terms and conditions, user generated content type and the types of users to mention
a few. This study also discussed about the requirement of online social communi-
ties management through proper handling of participation of users in the platform.
For proper handling of users, understanding of inherent network structure-static,
dynamic, offline and online is very important. Overall, the community operator need
to take proper actions and should continuously improve on all the three phases of
the membership development process—user acquisition, user engagement and user
retention phases, for a proper ONSC management. They need to attract new users,
activate the users to participate more actively and retain the users. The effectiveness
of this procedure will be achieved if the community operators can actually under-
stand the position of the users in the network and the structure of the network- static
or dynamic, overlapping or disjoint. The ONSC structure detection techniques done
by the researchers are also surveyed for the benefit of the readers. ONSC has lots
of applications for personal as well as in business domains. The popular ones were
considered from the existing ocean of ONSCs. Marketing, Healthcare, Education,
etc., are known areas as of now, but sky is the limit in future.
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Table 1 Domain-wise list of ONSC

Community services Domain Purpose

23snaps
www.23snaps.com

Personal use Allow parents to save photos, videos,
measurements and stories of their
children to a digital journal and share
those uploads privately with their family
and friends

aNobii
www.anobii.com

Personal use Allow individual reader to catalogue their
books and rate, review and discuss them
with other readers

ASKfm
www.ask.fm

Personal use Global social networking site where users
create profiles and can send each other
questions

Badoo
www.badoo.com

Personal use Contacting nearby people, search users
from different parts of the world,
encountering other users having similar
choice and video chat

LiveJournal
www.Livejournal.com

Blog hosting Social networking service where users
can keep a blog, journal or diary. Sending
text messages, to-do-list feature, express
lane, voice post and extra storage space
are also some of the added features

Instagram
www.instagram.com

Personal use Allows users to share pictures, videos
either publicly or privately to
pre-approved followers. Addition of
digital filters to images, add locations
through geotags and hashtags to posts,
linking photos to content are some
important purpose of users

MixBit
www.mixbit.com

Video sharing Users can create dynamic shared videos

Musical.ly
www.musical.ly

Video creation,
messaging and live
broadcasting

Browsing through popular musers,
content, trending songs and sounds and
hashtags are some of the takeaways

Pinterest
www.pinterest.com

Visual discovery,
collection and storage
tool

Discovering information on the WWW,
mainly using images and on a shorter
scale, GIFs and videos

Slidely
www.slide.ly

Video creation service
and video slideshows

Image based social networks and
cloud-based video creation service

Snapchat
www.snapchat.com

Photo sharing, instant
messaging, video chat
and multimedia

Allows the users to create multimedia
messages called snaps, which can consist
of a photo or a short video, and can be
edited to include filters and effects, text
captions and drawings

Tumblr
www.tumblr.com

Microblogging Allows users to post multimedia and
other content to a short-form blog. Users
can follow other users’ blogs

(continued)
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http://www.tumblr.com
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Table 1 (continued)

Community services Domain Purpose

Foursquare
www.foursquare.com

Recommender system Provides personalized recommendations
of places to go to near a user’s current
location, based on previous browsing
history, purchases or check-in history

Untappd
www.untappd.com

Recommender system Allow the users to check into beers as
they drink them, and share these
check-ins, their locations with their
friends, to rate the beers, earn badges,
share pictures of their beers, see others
choice of beers and suggests similar
beverages

Readgeek
www.readgeek.com

Recommender system Online book recommendations engine
and social cataloguing service. Allows
users to search for books matching their
individual preference making use of
several algorithms

TV time
www.tvtime.com

TV tracker social
network

Online service centered exclusively on
television series. Enables the users to get
information and comment on the shows
they follow, along with new episode
release dates, user reactions etc.

Academia.edu
www.academia.edu

Education and Research Platform for sharing research papers,
monitor their impact, and follow the
research in a particular field

ResearchGate
www.researchgate.net

Education and Research Social network service for scientists and
researchers to share papers, ask and
answer questions and find collaborators

Meta
www.meta.com

Education and Research Produce real-time updates from PubMed
and other sources covering the
biomedical sciences. By browsing
through papers and learning from user
behaviour, the service pinpoints key
pieces of research and provides relevant
search results. Visualizations about the
field of research by organizing papers by
their date of publication and citation
count is provided, facilitating the users to
quickly identify key historical papers

Brainly
www.brainly.co

Education Operates a group of social learning
networks for students and educators.
Gamification is also included into the
service as a form of motivational points
and encourages users to engage in the
online community through Q&A sessions
among students

(continued)

http://www.foursquare.com
http://www.untappd.com
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Table 1 (continued)

Community services Domain Purpose

Edmodo
www.edmodo.com

Education Offers a communication collaboration,
coaching platform to K-12 schools and
teachers. Teachers can share content,
distribute quizzes, assignments and
manage communication with students,
colleagues, and parents

Moodle
www.moodle.org

Education Free and open source learning
management tool, used for blended
learning, distance education, flipped
classroom and other e-learning projects in
schools, universities, workplaces and
other sectors

Branchout
www.branchout.com

Human Resource Social networking application designed
for finding jobs, networking
professionally, and recruiting employees

LinkedIn
www.linkedin.com

Human Resource Business and employment oriented social
networking service, used for professional
networking, including employers posting
jobs and job seekers posting their CVs

IBM connections
https://www.ibm.com/us-e
n/marketplace/ibm-connec
tions

Business—Corporate
collaboration

It’s a Web 2.0 enterprise social software
application developed to provide online
social networking tools for employees.
Microblogging, profile creation,
communities, media gallery, blogs
writing etc. are all components of it

Solaborate
www.solaborate.com

Business Social and collaboration platform
dedicated to professionals and companies
to connect, collaborate, discover
opportunities and create an ecosystem
around products and services. It also
incorporates real-time analytics,
file-sharing and document organization

Viadeo
www.viadeo.com

Business Professional social network whose
members include business owners,
entrepreneurs and managers

Xing
www.xing.com

Business Open business club which provides a
career oriented social networking site for
enabling a small world network for
professionals. The capabilities are
personal profiles, groups, discussion
forums, event coordination and other
common social community features

IdeaPlane
www.ideaplane.com

Business An enterprise social networking platform
targeted at companies in heavily
regulated industries like financial
services. The platform is tailored to keep
companies compliant with the regulations
set forth by the organizations

(continued)

http://www.edmodo.com
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Table 1 (continued)

Community services Domain Purpose

Yammer
www.yammer.com

Business collaboration Freemium enterprise social networking
service for private communication within
organizations

PatientsLikeme
www.patientslikeme.com

Healthcare Provide a platform for patients to connect
each other, having the same disease or
conditions, tracking and sharing their
experiences. This process generate data
regarding real-world nature of disease
which can form as a basis for more than
100 peer-reviewed scientific studies

HealthBoards
www.healthboards.com

Healthcare Health topics are given in individual
message broads. Each message board
topic typically consists of thousands of
discussion threads, each related to a
specific question, comment, or response
initiated by the community member. This
makes it one of the renowned patient
health support platform and referred to as
online health community

MedHelp
www.medhelp.org

Healthcare Pioneered in the field of consumer health
information and communities on the
Internet. Offers a series of personal health
applications which includes personal
health records and trackers, weight
management tools, exercise, diabetes,
sleep, mood, pain, ovulation and
pregnancy conditions check

WebMD
www.webmd.com

Healthcare Online publisher of news and information
related to human health and well-being.
Information regarding drugs is also
available here

HeathUnlocked
www.healthunlocked.com

Healthcare Uses health specific artificial intelligence
to support patients to manage their own
health through relevant recommendations
and tailored health content, information
and services to patients. Peer support is
also available where various health
conditions are discussed and actively
engage patients with their proper
healthcare

Moz
www.moz.com

Marketing SEO (Search Engine Optimization)
consulting company and expanding their
software to include tools for social media
and brand reach. This community intend
to initiate a novel way to do marketing
where customers are earned rather than
bought

(continued)

http://www.yammer.com
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Table 1 (continued)

Community services Domain Purpose

MyCopyblogger
www.mycopyblogger.com

Marketing The users are encouraged to write blogs
and also to share knowledge. The
comments section of the posts are often
featured with intelligent analysis of
content marketing trends and actionable
tips which helps the blogger manifolds

Reddit
www.reddit.com

Marketing Houses helpful and honest online
marketing community where marketer
can find latest and most relevant digital
news and questions. The questions can be
from digital catalogs, to ecommerce, and
to the best SEO tools

GrowthHackers
www.growthhackers.com

Marketing Users who are interested at driving
growth through their marketing belongs
to this community. Free discussions with
concerned individuals or groups,
networking with professional digital
marketers to decide on the way to use the
online resources for better customer base
are some of the keys which drives users in
this community
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Abstract India’s workplace culture is distinctively multilingual and multi-
dialectical, where English is often considered as the lingua franca. On many occa-
sions, the choice of one official workplace language can automatically advantage or
disadvantage different members of an organisation based on their competency and
confidence with it. It can also impact their interpersonal relations, one of the markers
of communication, between employees, who are the social capital for an organisa-
tion, and function through social groupings. This paper aims at proposing models
for overcoming the communication barriers which have a three-tier structure—ver-
tical, horizontal and diagonal—by engaging, motivating, exploring and broadening
perspectives of the organisational workforce. It will include scope to build intraper-
sonal, interpersonal, leadership, persuasiveness, decision-making, problem-solving,
and leadership skills. This can mitigate performance anxiety and boost the morale
of the workforce which can ensure effective time-use and enhance productivity. The
paper will examine, analyse, and propose a model for soft skills development within
the framework of a three-tier communication structure for the millennials who con-
stitute the soul of an organisational culture. An attempt will be made through the
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workplace communication professionally communicative and competent.

Keywords Organisational communication · Communication behaviour
Social media applications · Soft skills · Communication flows

R. Namhata (B) · P. Patnaik
Indian Institute of Technology Kharagpur, Kharagpur, West Bengal, India
e-mail: rimanamhata@gmail.com

P. Patnaik
e-mail: priyadarshi1@yahoo.com

© Springer International Publishing AG, part of Springer Nature 2019
S. Patnaik et al. (eds.), Digital Business, Lecture Notes on Data Engineering
and Communications Technologies 21, https://doi.org/10.1007/978-3-319-93940-7_14

343

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-93940-7_14&domain=pdf


344 R. Namhata and P. Patnaik

1 Introduction

In India, theworkplace culture is invariablymultilingual andmultidialectal as there is
diverse use of vernacular languages andEnglish is considered the lingua franca in pol-
itics, education and business quite in league with the Western paradigm. This, how-
ever, owes to two reasons, the first being its colonial past. Social scientist, Daswani
[1] study remarks that,

The prolonged, and often acrimonious, debate between the Anglicists and the Orientalists
undoubtedly reflects the deep understanding that the participants in the debate had, of the
social and political ramifications of the choice of a language as a medium of education.
The Anglicists won the debate and English was established as the medium of Education.
Predictably, with the medium came the structure of Education prevalent in Imperial England.
The total structure of Indian education was recast in the English mould (p. xvi).

Second, the colonial past was carried forward to a present where both the func-
tional and socio-cultural significance of the language has increased. India as a colony,
under the British empire, had to imbibe English for the administrative purposes,
that gradually percolated into the Indian educational system. English fast gained
supremacy right from the days of the British Raj which continue to the 21st cen-
tury. This is highlighted by scholars like Crystal, who mention that English enjoys
a privileged position in the whole world because of the geographical-historical and
socio-cultural aspects. English has become the formula of ‘lingua franca’, a symbol
of globalisation, diversification, progress, identity and change (1997) [2]. Gradually
it became the language of mainstream official interactions in India, and the change
became intense owing to the seeds of globalisation, and its gigantic influence. The
transition is indicated by Sunil Kale, a social scientist, who writes “… four consec-
utive democratically elected governments in India in the 1990s were able to pass
important legislation that carried India far from its historical moorings in centralised
planning and towards a market-oriented system’ [3, p. 210]. This market-led econ-
omy necessitated new kinds of workers with an emphasis on the linguistic skills,
especially English. Khubchandani, speaking about language, remarks in Language
Demography and Language in Education [4]:

…everyday communication is a form of dyadic behaviour, the choice of using a particular
language or a creative blending of different speech varieties is determined…by the institu-
tional factors of identification; language here (is) serving as a label for status, prestige, and
cosmetic decoration, understood under the rubrics of stylistics and rhetoric (p. 18).

In the present context, English is the oft and extensively used language in its func-
tional role in education, banking services, hospitality sectors, and services sectors,
to name a few, in India.

The choice of English over the vernacular languages prevails across the Indian
sub-continent; and this is despite India’s multilingual and, more so, multidalectical
spread. This can put individuals in a pro-English organisational environment at an
advantageous or a disadvantageous position; as this depends on the social groupings
and the individual level of comfort. This visibly has its own alienation effect. How-
ever, functional English as an umbrella term can be and is extended further to the
use of communication skills. Since this chapter has organisational communication
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at its core, and it functions through the three-tier paradigm in its communications
flows—vertical, horizontal and diagonal—while understanding the communication
channel and the flows, we also find differences in the communication flows of organ-
isations.

This chapter makes an attempt to propose a symbiotic and holistic model through
the use of technology, especially the social media applications like LinkedIn, What-
sApp, and Twitter handle, to mitigate the communication differences witnessed
in communication flows by addressing the communication skills (inclusive of soft
skills) of the workplace capital, in order to make the workplace communication
professionally meaningful. It conclude by proposing a model separately on how to
integrate the ‘vertical’, ‘horizontal’ and ‘diagonal’ flowswith the aids of Social appli-
cations—LinkedIn, WhatsApp, and Twitter in a way that can educate and mobilise
the workforce in an organisation to facilitate interpersonal skills, time-management,
active listening, prompt responses, motivational skills, and etiquette building skills
that can addmeaning and effectiveness to organisational communication. An obvious
rationale for the use of only these three select social tools—LinkedIn,WhatsApp, and
Twitter—and not considering the others is that most other social media applications
such as Facebook, Instagram,MySpace, etcetera are largely time-consuming, and add
significantly less value to the organisational communication structure. They promote
procrastination since the users are often obsessed with their intuitive interfaces and
unrelated stories and posts. The scope for digressing from the original idea ormessage
is low as far as Twitter is considered, due to the 280 characters cap per post (initially
140). Besides, it is considered professionally vain to indulge in non-professional
trivia onLinkedInwhich is the driving force for focused and productive discussions in
that domain, which centre around the ‘organisation’ theme. The case for usingWhat-
sApp as a tool in improving organisational communication flows is due to the fact
that it is currently one of the most widely accepted and used IM platform (1.3 billion
active users as of July 2017), and is also available across varied digital ecosystems.

In this conceptual paper, the introduction is followed by literature review divided
into three segments. The first part reviews the dynamics of communication and the
need for linguistic skills in workplace sectors, the second part examines the literature
existing on the models of communication, the three-tier organisational hierarchical
communication flows, and the third part presents the history of technologisation of
communication, and capitalising social tools to build the organisational discourse
and its productive use as a learning and training tool. At the end, based on a detailed
review of the strengths and weaknesses of the social media tools indicated, a model
for technology integration for effective organisational communication is proposed.

Part I

2 Review of Literature

Literature suggests the importance of oral communication skills as a vehicle for
workplace communication. Since emphasis on linguistic skills for organisational
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culture has its origin from the West, the next sections will review the importance of
oral communication skills in the corporate workplace, an essentiallyWestern import.

2.1 History of Communication Skills

A glance at the history of language formulation and the teaching of communication
skills will show us the contemporary obsession with ‘Communication skills’ and
‘Communication problems.’ Deborah Cameron, in her book, mentions of ‘linguis-
tic diversity [as] a problem, and linguistic uniformity as a desirable ideal’ (2000)
paved by globalisation. Umberto Eco’s ‘search for the perfect language’ (1995), to
mythically unite a diverse global population has generated debates for the last two
decades. But the attempt to adapt of a single language like Volapük1 (1880) to bring
linguistic unity and thereafter the birth of Esperanto,2 to mythically unite the world
language population, also failed. The twentieth century harboured the desirability of
English as the lingua franca. Dr. Judith Kuriansky an eminent American expert on
communication, in conversation with Deborah Cameron does not ask for abandoning
the other dialects/native languages and to communicate in one language, i.e. English,
but rather encourages explorations into the norms of relating to other people. Citing
examples of those norms, Dr. Kuriansky says:

Speaking directly is better than speaking indirectly. Speaking positively is better than crit-
icising. Negotiating is better than arguing. Sharing your feelings is better than being silent
and withdrawn (2002, p. 67).

In other words, certain interactional speech norms accompany speakers in dia-
loguing or in communication, and ‘speech styles across languages’ (p. 68) to be
maximally ‘effective’ for the purposes of ‘communication’.

Having said this, the rhetorics of communication, or the effectiveness of commu-
nication, can be accomplished through books and works of communication experts,
penned for professionals and the uninitiated. Customised modules can be uploaded
in You-tube, or through New media’s distribution channels. Rightly, here Cameron
mentions that ‘dissemination’ of communication at the grassroots level:

… is accomplished through instruction and training in particular linguistic practices.
Forms of instruction and training which aim to develop ‘communication skills’ … are
increasingly common in all kinds of contemporary institutions, ranging from elementary
schools to multinational corporations (p. 3).

Cameron [19] elucidates that the norms used in language teaching, especially
foreign or second language teaching are quite different from communication skills
training directed at all where

1Volapük: in 1880, a priest created a language thinking the whole world could use. Words from
French, English, and German were used and were named as Volapük. The language was hard to use
as it had odd sounds and Latin case endings.
2Esperanto: a few years later, another language took over Volapük, and that is Esperanto. The
language was lyrical and easier to master.
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most recipients are either native monolingual or highly proficient bilingual speakers of the
language in which (and through which) they are learning to ‘communicate’. On the other
hand there are forms of instruction, many of them in the category of language teaching for
specific purposes or for business, which incorporate concerns like ‘negotiation’, ‘meeting
skills’, ‘presentation skills’ etc., into programs aimed at particular groups of L2 (second
language) learners such as managers in multinational companies (p. 4).

So, communication skills training if incorporated in the corpus of language teach-
ing to privilege and promote the subtler nuances of communication with an idea to
educate the occupational groups of service sectors like tourism, hospitality, and travel
will be effective, as these sectors demand proficiency in a foreign language. For the
past decades, communication skills have maximised employability, and often been
distinguished from hard skills or ICT skills. In communication skill, oral commu-
nication is cited as an essential soft skill. In the new globalised economy, the ‘New
Work Order’ has new demands on its workers [5] and the demands are related to the
linguistic aspects [6, 7] where the new economy, a new form of capitalism, has taken
prevalence. Here, this special skill of communication for creating lasting impression
in the businesses and service sectors is emphasised with training programmes being
made an integral part of the organisational functioning.

2.2 New Capitalism: Services Sector and Linguistic
Requirements

Long before the phase of capitalism came into dominance, linguistic aspects were
nevertheless imperative in labour market stratification. If the industrial economy
looked for manual labourers often referred to as ‘hands’, the new capitalism empha-
sised on language use as rudimentary for every worker’s functionality. The former
USA labour SecretaryRobertB.Reich [8] in his textThework ofNations,mentions of
a new division of labour that supersedes the traditional manual/non-manual distinc-
tion by, ‘symbolic analysts’—skilled in ‘words, numbers, images, and digital bits’
whowill be dominant either in person or behind the scenes. Cameron further substan-
tiates it by saying that this puts pressure on literacy skills (data inputting and record
keeping), and more generally, interpersonal communication skills (being pleasant
and attentive to customers and clients in face-to-face or on the telephone [9, p. 5]).

If in the advanced economies, manufacturing industries are in decline and
creative and service sectors are on the rise with more emphasis on the linguistic
skills, reports from IBEF (India Brand Equity Foundation) show its equivalence
in India where services sector in India is not only the dominant sector, but has
attracted significant foreign investment flows and includes activities in the sectors
of hotels and restaurants, transport, financing, real estate, insurance, and social and
personal services. IBEF report bears testimony to the statistical representation of the
exponential growth of the services sector in India, having contributed to a growth of
53.8% of its gross value, added in 2016–2017 [10]. In addition, a report in The Hindu
states, “India has the second fastest growing services sector with its compound
annual growth rate at nine percent, just below China’s 10.9 percent, during the last
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11-year period from 2001 to 2012” [33]. So, with the Services Sector predominantly
on the rise, the linguistic requirements with life skills are the dominant skill sets
required in the Services Sector and workplace in general. Because of these economic
developments, the rhetorics of many such organisations revolve around ‘talking’ that
has been “promoted from taken-for-granted social accomplishment of all normal
humans to a complex task requiring special effort to master” [9, p. 5].

2.3 Rhetorics of Communication and Workplace Demands

The present preoccupation with oral skills of communication is not solely a reflec-
tion of the economic norms, but more attributed to the ‘self-improvement culture’
so followed by the new capitalism. Author Deborah Cameron’s understanding on
‘self-improvement culture’ is but “the informal instruction in oral communication
skills, undertaken by individuals voluntarily and for personal rather than professional
reasons” [9, p. 6]. The culture of self-improvement emerged in the 1960s–1970s
with an emphasis on popular psychology books and a considerable emphasis on
communication. Not surprisingly, the author, Cameron, suggests that being able to
‘communicate’ is to talk ‘openly and honestly’ about one’s experiences, listen non-
judgmentally to the talk of other people…, and indicates this (as) “the key to solving
problems and improving relationships.” [9, p. 7]. The author further elaborates as
to some of the rudiments of self-improvement activities direct towards communi-
cation proposed are being ‘honest and direct’, using ‘assertiveness training’, using
‘transactional analysis’ which are quite favourable to the ‘thinking and practice of
new capitalism’, and are now being used in workplace training [9, p. 7]. It is this
‘technologisation of discourse’ [6] coined by Norman Fairclough “whereby commu-
nication techniques elaborated for a particular purpose are taken out of their original
context and used for a quite different purpose” that is at operation here. If this helps
people practise self-improvement, to build personal relationships, then in the context
of business, the same techniques would help to bond with customers, build rela-
tionships and encourage them to buy, and return to their sellers again. The scholars
teaching oral communication skills in schools advocate for these skills not only in
the areas of vocational courses, but refer them as ‘life skills’, and approve of these
to be applied in other domains as well. In the words of one such advocate, Phillips,
“all children benefit from learning skills that will make them better friends, better
life-partners, better employees and better human beings” [11, p. 7]. This argument
has been put forward by the social theorist Anthony Giddens in his bookModernity
and Self -Identity [12], where he suggests that ‘late modern’ societies are a faraway
call from ‘traditional’ or ‘pre-modern ways of life’. In this context, the author sug-
gests how an individual has become a ‘reflexive project’ where he has to ‘work on’
rather than his being taken for granted. On the other hand, in the traditional societies,
people were expected to take a similar course to that of their parents. The contrary
is seen in late modern societies where the pace of social change is so rapid that the
experience of the older generations does not fit as a model for the next generations.
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Instead of using a ‘pre-existing social narrative’ late modern individuals need to con-
struct their own. Giddens rightly remarks that in today’s highly individualistic and
mobile culture people no longer have the same close-knit communities, but instead
form relationships that pose challenges in a world of strangers; a reason why Gid-
dens [12] emphasises on ‘communication skills’ and most importantly the skills of
‘self-expression’ (p. 12) and ‘mutual disclosure’ (p. 96). So, concerns on spoken
interaction are underpinned by several factors and especially workplace demands.
Having said this, the shift witnessed is towards skill-based or competence-led cur-
ricula in education, and training, with an amplified sense of attention to ‘speaking
and listening’. Put forward by Milroy and Milroy [13, p. 47], in the workplace, com-
munication training, in a way, can reduce or even eliminate variation in people’s
ways of interacting, similar to the practice of wearing uniforms. And just like uni-
forms/appearance is treated as an aspect of ‘branding’, employees are required to
engage and deliver standard verbal codes to make the input and output of communi-
cation channels easy, convenient and stress-free, leading to satisfaction in politeness
management. When the intended meaning of the receiver and the perceived meaning
of the receiver are the same, communication is achieved. However, the requirement
for effective communication belies the simplicity of this definition. After hundreds
of studies across organisations, Daniel Goleman in his book, Emotional Intelligence
[14], states that for organisations to run successfully one needs individuals with
high levels of ‘emotional intelligence’ or skills of social awareness and understand-
ing. This typically includes motivating and influencing others through interpersonal
skills, being sensitive while giving honest feedback, and the ability to empathise,
and develop relationships, reflecting and correcting one’s own behaviour if required,
and learning the ability to handle emotions of both self and others. The fact remains
that, in the contemporary business context, the communication process now includes
emotional intelligence, social awareness and communication, which need to be and
can be developed and honed.

Part-II

3 Communication Model and the Channels: A Brief Review

This section will briefly delineate the definitions provided by the communication
scholars on the paradigm of communication per se and the communication flows
operational in an organisation’s context. A diagram will be proposed for the three-
tier communication flows.

3.1 The Model of Communication

Organisational communication is non-linear. The words of Richmond and
McCroskey [15, page not given] describe it as “the process by which individuals
stimulate meaning in the minds of other individuals, by means of verbal and nonver-
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bal messages in the context of a formal organisation”. Another scholar, Miller [16]
has to say:

Most scholars would agree that an organisation involves a social collectivity (or a group of
people) in which activities are coordinated in order to achieve both individual and collective
goals. By coordinating activities, some degree of organisational structure is created to assist
individuals in dealing with each other and with others in the larger organisational environ-
ment. With regard to communication, most scholars would agree that communication is a
process that is transactional (i.e., it involves two or more people interacting within an envi-
ronment) and symbolic (i.e., communication transactions ‘stand for’ other things, at various
levels of abstraction) (p. 1).

Primarily, to understand communication, we need to have a source and a receiver.
A source is a person or a group transmitting any information or message with an
intended meaning, whereby the message is an encoded one. These messages can be
verbal, written or even non-verbal (gestures, para-language). And the receiver is one
for whom the message is intended, who decodes the message. The process between
encoding to decoding is carried out by the commonly referred communication chan-
nels such as face-to-face interactions, e-mails, notices, reports, circulars, memoran-
dum, telephone communications or even voice-mails, e-bulletins, personal weblogs,
chat rooms, and newsletters. Thismodel is seen in almost all business communication
books across the globe. Communication channels in today’sworld have becomemore
exhaustive with the interface of the communication technologies, namely Skype,
Twitter, video conferencing, texting, blogs, Wikis and more of the social networking
applications, which are quite often being used in informal and unofficial conversa-
tions’Much of that could be put into effective use formally to ease, hone and enhance
the sharing of knowledge and employee efficacy in a given organisation.

3.2 Communication Flows

Communication Flows as a component of organisational communication is three-
tiered: (a) vertical (downward and upward), (b) horizontal (lateral), and (c) diagonal
(upward, downward and lateral and combinations of the three). Vertical communi-
cation is hierarchical or formal following a chain of command from the superiors
to the subordinates responding to formal communication with an account of reports
or meetings [34]. Most frequently used channels in this flow are memos, notices,
circulars, and reports. The second is the Horizontal or lateral communication where
the information process, channel, and flow is generative, easy, fast, mostly among
peers of an organisation. This encourages dynamic dialoguing, instantaneous infor-
mation distribution and exchange of ideas [17] adding to collaborative environments
without the hassles of formal and written communication channels that make each
process lengthy. Information no longer remains centralised or controlled [17]. Diago-
nal communication, a newer concept, identified byWilson [18] is exchanged between
the different structural forms of an organisation, especially between managers and
employees in different functional departments, and primarily so in bigger organisa-
tions. A diagrammatic/(flowchart) representation below elaborates on the communi-
cation flows (Fig. 1).
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Fig. 1 Schematic of horizontal, vertical, and diagonal communication in an organisation suggested
by the authors

3.3 Barriers to Communication

However, the key issue in any communication are the barriers that hinder it. A
review of literature on the barriers of organisational communication suggest different
categories of barriers faced in effective organisational communication. They are
classified below:

A. Physical Barriers: A physical barrier in an environment is the natural condi-
tion that acts as a barrier to communication in sending a message from sender
to receiver. Communication is generally easier over shorter distances because
more communication channels are available and less technology is required. The
modern technology often serves to reduce the impact of physical barriers [19].
An appropriate channel can be used to overcome the physical barriers so that
the advantages and disadvantages of each communication channel should be
understood. Physical barriers like doors, walls, distance, etc. do not let the com-
munication become effective while sending the message by the sender. When
the organisation’s units or branches are physically scattered in various places
then the communication made to them may remain ineffective due to physical
distance [20].

B. Psychological Barriers: The psychological barrier to communication is the
influence of the psychological state of the communicators. The sender and
receiver create an obstacle to effective communication. Psychological distance
prevents the communication , filters part of it, or causes misinterpretation. Lack
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of retention ability and inadequate attention to themessagemake communication
less effective. Distrust, threat, fear, and lack of ability to communicate also cause
obstruction in the free flow of the communication. For example, a receiver with
reduced hearing may not grasp an entirety of a spoken conversation especially
if there is significant background noise [21].

C. Organisational Barriers: Effective organisation largely depends upon the
sound organisational structure. The classical organisational structure with the
scalar chain of command restricts free and frequent communication. Each man-
ager receives information only from one source and transmits the message to
another single level. If there are too many levels in an organisation then it is dif-
ficult to pass the correct information to the right person at the right time through
the right medium. Organisational structure greatly affects the capabilities of the
employees as far as the communication is concerned [19].

D. Semantic Barriers: Semantics is the study of meaning, signs, and symbols
used for communication. The word is derived from ‘sema’, a Greek word whose
meaning signs. Semantic barriers to communication are the symbolic obstacles
that distort a sent message in some other way than intended, making the message
difficult to understand. The words, signs, and figures used in the communica-
tion, which is explained by the receiver in the light of his experience, it also
creates doubtful situations. This happens because the information is not sent in
simple language. The people interpret the same information in different ways
depending on their social background, knowledge, education, and experience.
Illegible handwriting is a crude example of a semantic barrier, and poor writing
skills is another [19, 22].

The above review schematizes the barriers to effective organisational communi-
cation structure. From the above review, a tabular format has been drawn below to
identify separately the barriers of communication processes in the three-tier com-
munication flow (Table 1).
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Table 1 Barriers to communication in a three-tier organisation

Communication flows Description Barriers to communication

Vertical
Communication

• Vertical communication occurs
between hierarchically positioned
persons and can involve both
downward and upward
communication flows [37, 41]

• Classified as downward
communication (managers to
employees) and upward
communication (employees to
managers) [35, 36]

• Examples: Job delegation mails
(down), employee surveys/grievance
programmes/suggestion
programmes/addresses (up)

• Top management generally refrains
from communicating directly with the
employees [38]

• Constructive criticism by the
management is not always perceived
in a positive sense [38]

• Employees are afraid to speak their
minds due to fear of reprisal [38]

• Employees feel that their ideas are
filtered as they travel up the hierarchy
[41]

• Managers are reluctant to hear the
employees out, citing lack of time [41]

Horizontal/ Lateral
Communication

• Horizontal communication facilitates
the coordination of related activities
between professional peers or people
at the same hierarchical level of the
organisation [37, 41]

• Research has shown high satisfaction
level (85%) for lateral communication
in organisational environment (Frank,
1984) [39, 49]

• Lateral communication at the worker
level is assumed to be less problematic
within a functional area [38]

• Examples: Informal discussions,
phone calls, social media,
teleconferencing, memos, meetings,
etc.

• Lateral communication, if
uncontrolled, can pose a problem for
the top management to keep a tab on
the workforce [41]

• Time-consuming if vertical
communication is required to ratify
decisions

• May create indiscipline and discontent
if strict procedural rules of
communication are not
followed—especially true in case of
mob/union mentality [38]

Diagonal
Communication

• Cross-functional communication
between employees at different levels
of the organisational hierarchy is
described as diagonal communication
[39]

• Increasingly common in larger
organisations with matrix or
project-based structures

• It reduces the chances of distortion or
misinterpretation by encouraging
communication between the relevant
parties [40]

• Reduces a manager’s communication
workload because he/she doesn’t have
to act as an intermediary between his
direct reports and other managers [40].

• Use of diverse jargon across
functional departments may lead to
dilution/distortion of information due
to vague or unclear communication

• Employees who receive a high level of
communication over a short period of
time may be susceptible to
information overload and struggle to
process the same

• The most primary forms of diagonal
communication are usually verbal,
hence there is little to no
accountability for the information
transferred

• Diagonal communication usually
breaches the line of authority, and
might subsequently create ego issues
[40]

• In some cases (diagonally
downwards), it may create a case of
conflicting instructions
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Part-III

4 New Technologies for Communication

This section will look into the technological advancements in communication tech-
nologies and their contemporary uses in the corporate and social contexts.

“There is a revolution going on in the communications industry”, [17, p. 190]
reports Lucent Technologies, one of the multinational giants in American Telecom-
munications equipment company. This proliferation is witnessed in voice-mail mes-
sages, e-mails, internet users and the internet traffic triplicating in a quarter year.
Appetite for increased information results in harnessing information technology and
is used by organisations to their competitive advantage. At the soul of all this stands
the integral process of communication. In this era of virtual and augmented real-
ity, where artificial intelligence is entwined with the lives of people, with Siri3 and
Alexa,4 where the voice-based virtual assistants of Apple and Amazon take com-
mands and perform tasks, it can always be a daunting task to make communication,
a channel of human connection, leave its impact on the lives of the individuals. More
so, the case of learning is testimony to the application of online web tools. An online
report on BBC states that smartphones are important aids for learning, but should
be used with productive purposes. In the same report, a survey in four schools of
London indicates that one of the schools, IPACA,5 uses smartphones as a learning
device. The director of IPACA, Gary Spracklen, is in support of integrating the 21st
technological advancement to that of learning. He ideates, “With a smartphone we
can cross-reference the textbooks—we can look at the Syrian crisis at the moment,
the different population flows that are changing throughout Europe. We can’t do that
with a textbook.” The children of the academy are still into reading books but the
library has online access to facilitate cloud-based learning [23].

The late decades of the 20th century and the early years of the 21st century brought
in the web tools to remotely connect people in global locations. It had its massive
influence touching all sectors of health, hospitality, services, manufacturing, avia-
tion, finance, education and learning. These ‘social networking tools,’ an umbrella
term for web-based and mobile-based technology, allow users to create and share
content, encourages interactivity and generates an online community as well. This
expanse was also witnessed with the conferencing tools like Skype, Adobe Con-

3Siri is a Voice-based Artificial Intelligence device that uses voice recognition to chat with humans.
An intelligent virtual assistant is capable of taking human commands and performing tasks. Initially
started by apple and could be used by Apple iPhone 4S and newer. Siri can work across multiple
iPhone and iPad devices and first started at 2011.
4Alexa is a voice-based Artificial intelligence device of Amazon, and functions similar to that of
Siri. It started in November 2014, and was used in the Amazon, Echo, and Amazon Echo Dot
services. It can play music, can complete to-do lists, setting alarms, providing information on news,
weather, traffic, play audio books and can control smart gadgets.
5IPACA: School on the isle of Portland.
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nect, or Blackboard Collaborate [24] to allow users to communicate using voice,
video, presentations, online training materials, through web conferencing, virtual
classes, and webinars, to present and collaborate on learning modules. Collabo-
rative Knowledge forum tools like: Wikipedia, Quora, and Yahoo Answers create
knowledge-based communities to disseminate information and awareness [24]. In
addition, a study report by Peter McGuire in Irishtimes.com shows how online sup-
port systems have revolutionised learning by making it enjoyable [25]. If online
study resources have gone beyond classroom teaching, smartphones are in use from
Primary to Higher secondary standards, and colleges are being facilitated with webi-
nars, virtual classrooms, and MOOC6 (the examples of Coursera EDx,7 NPTEL8).
Online classroom teaching for in ESL/EFL9 classes is aided through the refined use of
LMSs10 platforms like—Moodle, RCampus and Learnopia11 to user-friendly appli-
cations like—Skype, Facebook, Instagram, Telegram, andWhatsApp. Consequently,
online tools have penetrated deep into organisational cultures as well.

4.1 Technologisation of Communication

It is no wonder that work culture has seen revolutionary changes in artificial intel-
ligence and machine learning, robots becoming the order of the day. Henceforth
how will it affect business and work culture, are some of the probing questions. An
article titled, ‘Technology moves to the Head of the 21st Century Classroom’ from
MIT Technology Review [31] reflects upon a similar question of how to leverage the
digital transformation of ‘cloud, virtualisation, software-defined networking’, inter-
active apps, 3D simulation to help learners with hands-on discovery, and connect
and share learning experiences, something that is never possible through lectures
and rote learning, (September, 2017) to improve the services and value given to the
customers, employees, and partners. For instance, LinkedIn has a large database of
facts and stories across organisations, training, team building, motivational speakers,

6MOOC: Massive Open Online Course aimed at unlimited open participation through web and
catering distance education.
7edX: a MOOC from the world’s best universities like Harvardx, MITx, Berkeleyx. Created by
founding partners and Universities MIT and Harvard over a range of subjects, from management,
finance, Liberal Arts, Philosophy, Computer Science and the like. It is a non-profit online initiative
to impart education.
8NPTEL: A massive MOOC open online participation and certification initiated from India’s IITs
and IISc. These are online courses on various topics against a nominal fee for exam certificate.
9EFL/ESL: the first is an example where the teachers teaches English as a foreign language in a
country where English is not the native language. A student learning English would fall in this
category. ESL is where English is taught as a second language in a country where their primary
language is English. For example, an Indian learning English in Canada.
10LMS: Learning andManagement System is a software applicationwhere online instructors create,
manage, deliver content and track student progress in e-learning courses.
11Moodle, RCampus, Learnopia: commercial web portals that share LMS to create and manage
course content for teachers/instructors. In a word it helps to host online courses free of cost.
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and edupreneurswhere keepingoneself updated is easy. In a studyof 4200 companies,
conducted by McKinsey, 72% have reported using internal social tools to facilitate
employee communication; use of stand-alone technologies such as Slack, Yammer,
andChatter or embedded applications such asMicrosoft Teams and JIRAare growing
at an astounding rate [26]. Even though knowledge management databases existed,
they had limited success compared to their newer counterparts, the social tools which
not only provide knowledge sharing but information and connection as well.

Despite its utility and vastness in its applicability to training and knowledge,
social applications are considered as distracters, often eliminating the need for human
interaction. This is mentioned by David Bryne in MIT Technology Review [27]. He
observes that buying books through online merchants like Amazon help us in getting
books quickly, but often eliminating the need to interact with human beings in the
process. So, technology development may not aim at eliminating human connection
but can become an outcome. Themore are the algorithmic recommendations through
AI principles, the lesser are the social interactions (pp. 7–8). Social media tools that
often appear to connect people are actually a ‘simulation of real connection’. The
same article cites a study from UC San Diego and Yale suggest that the more people
do Facebook, the worse they feel in their lives, often making people seem sad and
envious (pp. 7–8). An article Social Media Messages are Becoming More Complex
and Nobody Knows Why? in MIT Technology Review (July 2017) also suggests
negative health implications of longer screen time [32].

However, the given commonalities through shared interests can bring the employ-
ees of an organisation together and consequently connect them to different domains
as well. But a report fromHarvard Business Review suggests, for internal social tools
to deliver on their promise, it takes both the employees and the organisations to be
comfortable with personal and professional interactions online. Without going into
the controversy, the tools can always be harnessed for utilitarian purposes. Social
tools, instead of being used by ‘lurkers’ and ‘observers,’ can be used by “content
producers for writing posts, sharing information, creating documents and videos.
People can acquire at least two types of knowledge this way: direct knowledge and
metaknowledge” [26]. For instance, through direct knowledge when an employee
posts a domain-specific problem, and when there is someone who adds a solution
to it, the other employees can gain insights by looking at that message and the solu-
tion. And meta-knowledge in a way shows the insiders (employees) the technical
or domain-specific expertise of employees, which becomes so visible through social
messages. Just by way of reference it is also possible that by observing and picking
up bits of unsaid things in communications, ‘many employees form a picture of who
knows what and whom.’ In the context of this, a rich metaphor is drawn by Clive
Thompson from nytimes.com comparing the use of social tools similar to a pointil-
list painting where no single dot by itself makes sense as much as putting the dots
together [28].
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4.2 Capitalising Social Tools as an Organisational Discourse

Investor, philanthropist, and founder ofVirgin Records, Sir RichardCharlesNicholas
Branson’s words come in handy to talk of business and more so of organisational
culture, where he writes, “A business has to be involving, has to be fun, and it has to
exercise your creative instincts” [29, p.12]. So, in order to chart out a course to cap-
italise social tools in an organisational discourse, and facilitating communication,
just analysing the past behaviour of employees, and their way of conduct will be
insular in shaping the communication process. So, an inclusive approach by combin-
ing the factors of defining the purpose, creating a global connectedness, increase in
innovation, honing ‘ambient awareness’, and spelling out the rules of conduct while
implementing social tools can in a way change the dynamics of the functioning of
organisational communication [47]. An extended and effective functionality can be
to develop and implement training modules, lifeskills or even behavioural lessons to
the stakeholders at large. A look at the existing literature on social media applications
as effective learning tools is nothing new. They are indeed effective if used wisely.
The emergence of new channels of communication such as the internet has added to
the complexity and flexibility of communication processes. It helps since speakers
can now communicate without foregrounding their cultural identities, or can hide
them on purpose [30, p. 8]. Hence, tailoring etiquette modules to suit the need of the
millennials in an organisation will be a building process to mitigate the hierarchical,
paternalistic system and make it convenient and less resistive for the employees. The
essentialist views of organisational culture held assessments of vertical channel of
communication as supreme and inflexible, which has nowadays been mitigated by
diagonal communication. So, in this world of socio-digital interaction, organisational
communication discourse revolves around the participants engaged in the act, who
are less conscious of self-images, but talk about topics they are interested in (see
Sect. 4.2). A brief glance at the above factors and the literature studied brings out
the prowess of these social tools if used wisely:

• Defining the purpose: Executive can make clear at the beginning the need of
the organisation to the use social tools for improving employee relationships as a
medium and not to stalk their personal lives. It takes critical foresight to use new
technologies that can provide value and training to the organisational population.

• Creating a global connectedness: Many companies have operational offices
onsite and off-site locations across the globe. So, often, to create a shared iden-
tity and build relationships with employees across offices, social tools facilitate
professional connections.
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• Increase in innovation: Social tools can be an effective medium to trigger new
ideas for a project, can provide solutions, and can also act as tools for a newer
form of online or in-house training.

• ‘Ambient awareness’: This term implies awareness of communication and
behaviour around one’s environment, where one may or may not be connected.
This adds value to friendly interaction and builds camaraderie even if it has noth-
ing to do with work. One who is socially striking and friendly helps to share bond
and warmth with coworkers, and short one or two bonding (personal) lines beyond
work make people feel easy at workplace.

• Spell out the rules of conduct: Since social tools are informal channels of com-
munication, people can inadvertently share personal and confidential information.
So, this necessitates keeping the rules of conduct clear by the management. Or
else, social tools can ensnare communication channel.

• Social tools to implement training modules: These tools can be effectively put
to use in designing and disseminating training nuggets to look into the gap areas
of communication, develop lifeskills, and effectively train the workforce.

5 Social Tools

We have identified the features for three social tools, viz. WhatsApp, Twitter, and
LinkedIn, and shall discuss their functionality with respect to some of their promi-
nent features. These tools possess the potential to overcome the barriers faced in
communication in a three-tier organisation. They do have some drawbacks, too, but
we have also discussed how they may be mitigated. This can, in a way, facilitate soft
skills development, and improve the efficacy of the communication process of the
organisation’s work force.

In the following pages, we shall discuss the features of WhatsApp, Twitter,
LinkedIn (in that order), the role they play in mitigation of the barriers faced in
organisational communication, and their potential in developing the employees soft
skills, along with a diagrammatic representation of each (Table 2 and Fig. 2).
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Fig. 2 WhatsAppas a social tool to address communicationbarriers in the three-tier communication
flows

There are certain limitations, when using the tool of WhatsApp. When it comes
to WhatsApp, the limitation is being connected only to the people you know/work
for/works with/has their contact numbers. But when the need arises to reach out for
help/expertise/opinion on a global scale, the communication flows must traverse the
boundaries of the three-tier organisational model. This is where social tools media
like twitter (Table 3 and Fig. 3) and LinkedIn (Table 4 and Fig. 4) come in handy [48].
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Fig. 3 Twitter as a social tool to address communication barriers in the three-tier communication
flows

Taking into account the scope of this paper, we shall limit our discussion to the
features offered under the domain www.linkedin.com. As an organisation, LinkedIn
offers various products and services like LinkedIn Learning Solutions, LinkedIn
Marketing Solutions, LinkedIn Talent Solutions, LinkedIn Profinder, Slideshare,
etc., that address very specific requirements of the various strata of the corporate
world. LinkedIn also offers certain paid services/features that wewill not be covering
in the following table, in favour of better accessibility.

http://www.linkedin.com
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Fig. 4 LinkedIn as a social tool to address communication barriers in the three-tier communication
flows

6 Conclusion: Scope, Limitations, and Future Directions

In conclusion, the applicability of the social tools—WhatsApp,Twitter, LinkedIn—in
trying to mitigate the barriers of three-tier communication process have been pro-
posed here as threemodels separately. This is because cross-platform communication
is something that these tools do not permit. However, in the future, it is always possi-
ble to explore how they can interact. The current models proposed attempt to answer
the two basic questions—first, who will implement it and the second, why should it
be implemented? We suggest that the proposed model(s) with three separate tools
need to be implemented by the top management. However, being a part of the social
media, they will evolve their own rules, thus giving rise to a certain empowerment
and challenging hierarchy; but once in use, it will have the flexibility of incorporating
social norms, and would not follow a hierarchical system. The process of organisa-
tional communication has its respective scopes and limitations. The empowerment
of the workforce capital will help to build on refined professional skills or has the
scope to build on the ability of soft skills. Certain traits of soft skills like time-
management and increased productivity, brevity in responses owing to intrapersonal
skills, adoption to and enhanced awareness of the latest trends in one’s domain, and
solution-oriented thought process—will be developed. Besides, innovative leader-
ship skills get displayed by coming up with solution-centric responses, and increases
active participation because of the lack of physical and psychological barriers. A
morale boost mitigates performance anxiety and enhances productivity, improves
on employee-employer rapport based on shared interests. The social tools in the
organisational context will be evolving, changing, and because of their evolutionary
nature, successful practices will grow and unsuccessful ones will automatically die
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out. The regular internal official communication of memo, agenda, proposals reports,
circulars, and notices have to follow the rule-book, but the internal communication
on meetings, presentations, and other brief-follow ups when communicating in the
three-tier structure can be addressed through social tools. True, external correspon-
dence and formal correspondence can never be replaced by social tools, but this is a
limitation of the role of organisational communication. Second, since, like all social
tools, it might have a life of its own; it may go out of control, and this will have to be
addressed cautiously. Finally, a technology based and rule-based model is expected
to evolve spontaneously from such interactions in the future.
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Subjective Interestingness in Association
Rule Mining: A Theoretical Analysis

Rupal Sethi and B. Shekar

Abstract The main aim of “Knowledge Discovery in Databases” is to extract and
interpret interesting patterns present in real-world datasets. Measures to identify
interesting patterns (called Interestingness Measures) may be categorized on the
basis of statistical significance (Objective Measures), or on the basis of data and sub-
jectivity of the user (Subjective Measures) which includes user’s domain knowledge.
Three major steps in dealing with subjective measures are (1) knowledge acquisition
from the user in terms of his beliefs, (2) the matching methodology for comparing
generated association rules and user’s belief, and (3) generation of interesting rules
that may be unexpected, novel or actionable. We propose and construct a theoretical
framework for studying subjective interestingness in association rule mining, which
takes care of these steps. We attempt to fit prior work done on subjective interest-
ingness into this framework, thus identifying relevant research gaps. The notion of
subjective interestingness confines to knowledge discovery by managers in a super-
market focusing on their expectations based on the data available. Perceptions behind
customer purchases are not explicitly considered. We pose a major research ques-
tion in subjective interestingness: What is the nature of subjective interestingness
among associations of items, in terms of manager’s expectations and customers’
purchase patterns?

1 Introduction

Knowledge Discovery in Databases (KDD) is a non-trivial process for identifying
valid, new, potentially useful and ultimately understandable patterns in data [20]. The
main aim behind this process is to extract and interpret interesting patterns present in
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large real-life datasets [70]. Thus, KDD is categorised as a decision support technol-
ogy that facilitates managerial decision making [61]. A pattern (or association rule)
is interesting if it is valid, new and comprehensive [19], and accurate and compre-
hensible [13]. Measures to determine whether an association rule is interesting, more
known as Interestingness measures, may be categorized into two broad classes—one
on the basis of statistical significance and these are termed as Objective Measures,
and the other on the basis of subjectivity of the user and these are termed as Subjective
Measures. Many researchers have argued that objective measures are not sufficient
to select interesting rules since they lack domain knowledge from the user’s point
of view [42]. In order to include user’s domain knowledge into the KDD process,
subjective measures of interestingness are an important part of research.

The notion of subjective interestingness has been largely limited to knowledge dis-
covery by managers in a supermarket typically focusing on their expectations, back-
ground knowledge about the data, and sometimes about their goals [28]. Customer-
perceptions about product purchase are not explicitly considered while studying
subjective interestingness in Association Rule (AR) Mining. It is known that some
customers who buy beer also buy diapers. This is known through objective measures
such as support and confidence [46]. However the reason for this unexpected pur-
chase does not fall under the purview of any subjective interestingness measure. This
chapter would take us one step closer to addressing such issues by enhancing our
understanding of subjective interestingness.

Our approach to subjective interestingness compares manager’s expectations and
user-perceptions through the lens of affordance. The concept of affordance originates
in ecological psychology. Affordances are viewed as relational action possibilities
that emerge from interaction between an object and its user [24]. This interaction is
contingent on the features of an object and the abilities of a goal-seeking user [54]. In
the absence of either of these, affordance may not exist. The current formalization of
affordances pertains to defining it as a function of object-features and user-properties
[15]. Description of an object is a fairly direct concept that includes its features such
as appearance, functionality and design elements. However user characteristics have
been viewed from two angles: property and ability. User property [22, 58] points to
extrinsic features of an actor such as height, weight and arm length. For example,
a flight of steps affords climbing to an adult but not to a child. This is due to the
ratio between height of the steps and height of an adult [63]. On the other hand, user
ability [15, 44] points to a user’s capabilities shaped through her knowledge, past
experience and culture. For example, a social network site such as Facebook affords
commenting only to someone who is trained in the usage of a computer or a mobile
handset. If affordances are relative to user characteristics, an object cannot appear
to have the same set of affordances to all actors [33]. For instance, a remote control
may be used by someone to control an air conditioner while someone else may use
it as a paper weight.

We expand on the current formalization [15] of affordances by introducing a
third angle—the observer’s perspective. Addition of the third angle in our affor-
dance model is important as it includes managerial insights from an interestingness
point-of-view. A manager should be able to assess affordances that are actualized by
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user-object interaction. In a market basket scenario, user-object interaction pertains
to decisions made by customers while buying products as a single lot. We include
observer’s (manager’s) expectations of user-object interaction into Chemero’s for-
malization of affordance. This is because she might not be aware of the intentions
behind buying certain products together. For example, a manager may expect cus-
tomers buying a carbonated, sweet cola drink to buy salted chips for complementary
taste. Instead, they may buy sweet chocolates along with it. This deviation in cus-
tomer behaviour may provide interesting information to the manager resulting in a
greater utility of discovered knowledge.

2 Knowledge Discovery in Databases

In this information age we are exposed to a vast amount of data that gets generated
from every transaction that occurs in our routine lives. Be it purchasing groceries at
the supermarket, booking movie tickets online, planning a vacation or searching a
keyword on Google, everything is a source for huge amount of data. With the advent
of the Internet and modern technology, huge chunks of data may be easily generated,
stored and retrieved from databases at the click of a button. However there still
remains a huge gap between data generation and data comprehension [17]. Research
on data comprehension is categorised under the umbrella term Knowledge Discovery
in Databases (KDD). The KDD process pertains to the discovery and extraction of
useful patterns from large amounts of data through various data mining algorithms.
Thus knowledge discovery is the transformation of raw data into actionable and
useful information (or knowledge). This knowledge is in the form of patterns that
stand out from the large pool of data, and provides some useful insights for the
stakeholders of the databases. Consider Google Flu Trends1 (GFT). Analysis of
relevant search words and subsequent prediction of the US states that are likely to
suffer from Swine Flu was a part of the KDD process. Extraction of keywords used
by the US population on Google was done through web mining with the help of
various data mining techniques.

2.1 Association Rule Mining

Association Rule Mining (ARM) is one of the important techniques of data mining
used in the KDDprocess. ARMgenerates patterns from large transactional databases
in the form of associations between products. The concept of ARM was initiated
by Agrawal and Srikant [4, 5] when they implemented Apriori algorithm to mine
association rules from large datasets. The basic problem was to look for frequently
co-occurring items and the associations between them in transaction-based databases.

1Here we comment on the methodology adopted by GFT and not on the failure of the project.
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Table 1 Sample purchase
transactions

1 Fruits, bread, jam, butter

2 Butter, jam, cereals, milk

3 Toothpaste, jam, fruits

4 Coffee, cereals

5 Milk, bread, butter, jam

6 Coffee, cereals, butter, bread

7 Bread, coffee, jam, butter, milk, cereals

8 Milk, fruits, bread, toothpaste

An association rule is of the formofA →Bwhich says that if items in setA are present
in the transaction, then items in B are also likely to be present in the same transaction.
The most prevalent application of ARM is market basket analysis [3]. Market basket
data comprises huge number of transactions corresponding to the purchases made by
customers. In a market basket scenario, a typical AR would look like Bread, Butter
→Milk. This says that customers buying bread and butter would buymilk along with
it. The antecedent of the rule is Bread and Butter and the consequent is Milk. Two
threshold measures used for generation of ARs are support and confidence. Support
is the probability that both antecedent and consequent are found together in the same
itemset, while confidence is the probability of an itemset containing the consequent
given it contains the antecedent. The statistical definition for both the measures is as
follows:

support � P(A ∪ B) (1)

confidence � P(A ∪ B)

P(A)
(2)

Consider a snapshot of a database of market transactions in the form of purchase
itemsets (Table 1).

Consider the association rule Bread, Butter →Milk.

support � Number of transaction having bread , butter and milk

Total number of transactions
� 2

8
� 0.25

confidence � Number of transaction having bread , butter and milk together

Total number of transactions having bread and butter
� 0.5

Generation of ARs are done with the help of thresholds specified by the user for
both support and confidence. These measures are the basic de facto interestingness
measures for ranking association rules. Cardinality of rules increases with decrease
in the thresholds.
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3 Interestingness

The main aim behind the KDD process is to extract and interpret interesting patterns
of data from large real-world datasets. Interestingness has varied connotations in
the field of pattern recognition and data mining. It is quantified through measures
that select and rank patterns according to their potential interest to the user [23].
According to MerriamWebster, interest is defined as a “feeling that accompanies or
causes special attention to an object or class of objects”.2 Interesting patterns evoke
strong attention from the user examining the data. The facets of interestingness may
be dependent on the domain or on the user. Thus the concept of interestingness is
difficult to operationalize and capture. Researchers in the field of knowledge discov-
ery and pattern recognition typically concentrate on facets they consider relevant to
the domain of study. Some have conceptualised interesting patterns as accurate and
comprehensible [13], while some see it as valid, new and comprehensive [19]. Once
interestingness measures have been defined, the goal then is to develop KDD tools
that help discover and rank patterns that score high on these measures.

Since applications of ARM are spread across various fields, the notion of interest-
ingness alsovarieswith them.Whatmaybe interesting for amanager of a supermarket
may be entirely useless for a doctor treating chronic diseases. For instance, in market
basket analysis, managers tend to look for patterns that are unexpected with respect
to their prior knowledge and hence may be acted upon to increase profits for their
firms. The standard beer and diaper example is an excellent illustration of the notion
of interestingness in market application. By mining the purchase data of Walmart it
was found that when young fathers went to supermarkets on Fridays, they bought
beer along with diapers [46]. This purchase pattern was surprising for the managers
of Walmart as a result of which they placed a tray of beer cans along with diapers to
increase the sales of both the products collectively. On the other hand, in the field of
medicine, along with rare occurrences of patterns (under-expressed genes), frequent
associations (over-expressed genes) also matter for doctors as interesting [9]. Thus it
would not be appropriate to limit the interestingness measure to a certain threshold
since a rare or frequent pattern might be of interest to the user.

Algorithms such as Apriori generate a large number of rules that are often redun-
dant or irrelevant for the domain under study [64]. Standard thresholds for support
and confidence are not sufficient to generate fewer relevant rules. Hence researchers
have suggestedmultiple and relative support and confidence thresholds for such algo-
rithms [21, 38, 69]. On the other hand, another branch of pattern recognition literature
[1, 2, 11] claims that support and confidence are not statistically robust measures
of interestingness since a low threshold encompasses large number of rules having
redundant information, and a high threshold limits the rules to too small a number that
only contains required obvious information that may not be interesting. As a result
of this gap interestingness measures mainly occur in two broad categories—one on
the basis of statistical significance which are the objective measures; and the other

2https://www.merriam-webster.com/dictionary/interest, Accessed on 20th March 2017

https://www.merriam-webster.com/dictionary/interest
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on the basis of subjectivity of the user like unexpectedness, novelty and actionability,
which are termed as subjective measures.

3.1 Objective Interestingness

In KDD and pattern recognition literature the stress is more on how to measure
interestingness rather than what is interesting. There are numerous objective inter-
estingness measures that are based only on data in the form of transactions. The
rationale behind these objective measures is to statistically validate the ranking of
association rules in order to provide most interesting rules [23]. Rules that exceed the
threshold value of the objective measure specified by the user are deemed interesting.
If two objective measures provide the same ranking to a rule they are fundamentally
considered the same [57]. Thus interestingness provided by an objective measure is
blurred among the rankings given by it.

There has been extensive work done on defining [10, 11, 31, 32, 41, 48, 56], com-
paring [16, 18, 26, 30, 67], clustering [25, 29, 32, 45, 57, 60, 67] and analysing
[23, 27, 67] various objective interestingness measures. Several problems pertaining
to objective measures have been identified and dealt with. They span large redun-
dant rule generation, over reliance on support and confidence measures as defacto
interestingness measures, and clustering of measures that result in same ranking of
rules.

One of the early works on objective interestingness measures was by Piatetsky-
Shapiro [48]. They proposed a framework having three properties that characterize
“good” association rules. Shapiro calculated the interestingness of deviations in a
healthcare information system called KEFIR which may be actionable by the man-
ager to avoid defective output. The first property stated that the interestingness is
zero when both the antecedent and the consequent are independent of each other.
The second property stated that interestingness increases when occurrences of both
the antecedent and consequent together increases. The third property stated that
if individual occurrences of antecedent and consequent increase, then the interest-
ingness of the rule will decrease. Other properties were also introduced by various
researchers based on association rules [31, 32, 41, 56]. Blanchard et al. [10] proposed
that interestingness can also be measured by the amount of information provided by
the antecedent about the consequent. They also claimed that among other objective
measures, information-theoretic measures are more intelligible and useful.

There are a number of objective measures defined in the literature and recently
there has been a rigorous attempt by Tew et al. [57] to minimize some of these
measures based on clustering of ranking behaviour. However there is no attempt
to conceptually interpret objective measures other than statistically improve them.
Many researchers have argued that objective measures are not sufficient to select
interesting rules since they lack domain knowledge from the user’s point of view
[38, 72].



Subjective Interestingness in Association Rule Mining … 381

Users play an important role in the interpretation and application of interesting
patterns. Thus, it is important that interestingness measures incorporate not only data
related aspects but also the views of the user examining the patterns. The importance
of subjective interestingness measures is furthered increased since a pattern that is
of interest to one user may not be of any interest to another user [52].

3.2 Subjective Interestingness

A subjective interestingness measure takes into account both data and user’s knowl-
edge. Such ameasure is appropriatewhen: (1)Backgroundknowledge of users varies,
(2) Interests of the users vary and (3) Background knowledge of users evolve [23].
Subjective measures have been studied as three major concepts—unexpectedness,
novelty and actionability. A pattern is unexpected if it contradicts user’s existing
beliefs or knowledge [23, 37, 38, 46, 52]. Unexpectedness is a measure of subjec-
tive interestingness because it enables a user to rethink about her previous beliefs.
A pattern is novel if it was not known a priori to the user [23]. There has not been
significant work in this direction since novelty is difficult to estimate. Data mining
techniques cannot trace novelty through user’s knowledge or ignorance due to the
limitation of completely knowing the user’s prior knowledge. A pattern is action-
able when it enables decision making about future actions in a particular domain
[23, 35, 62]. Since actionability is entirely based on user’s discretion of either acting
upon the generated rule or not, researchers have not looked at this facet of subjec-
tive interestingness through data mining. Geng and Hamilton [23] define semantic
measures as the third category of interestingness measures that includes utility and
actionability. These measures take into account the additional utility function of
the user which reflects her goals for mining the rules. Essentially utility measures
are a subset of actionability measures both pointing to user objectives and resul-
tant decision-making from interesting rules. A user might specify a profit function
that assigns makes weights to attributes (horizontal weights) or transactions (vertical
weights). This leads to the concept of weighted association rule mining based on
user’s utility function [40, 12].

The threemajor steps in the study of subjectivemeasures are (1) knowledge acqui-
sition of the user in terms of her beliefs, (2) matching methodology for comparing
generated association rules and user’s belief and (3) generation of interesting rules
that may be unexpected, novel or actionable. Knowledge acquisition of the belief
system of the user results in hard beliefs and soft beliefs [52]. A belief is categorised
as hard or soft based on a confidence measure assigned to it. This measure is based
on the probability that the belief holds given an evidence3 for it. A hard belief is one
that cannot be changed with new evidence. If an evidence contradicts a hard belief,
then the evidence is said to be inaccurate. On the other hand, a soft belief is fairly

3The word “evidence” has its roots in epistemology and philosophy of science. Jaegwon Kim in his
book ‘What is “Naturalized Epistemology”? defines evidence as justification of a belief.
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flexible and may be changed according to new evidence. Silberschatz and Tuzhilin
argue that if an evidence contradicts a hard belief of the user, then it is surely a very
interesting evidence or an association rule. They consider data that keeps changing
with time, and if additional new data results in modification of the belief system, this
new data is said to consist of interesting association rules.

Another categorization of belief system is based on the degree of preciseness of
knowledge of the user [35–38]. Liu et al. [38] separate beliefs into user’s vague feel-
ing and precise knowledge. They define three specifications of knowledge—general
impressions, reasonably precise concepts and precise knowledge. One may distin-
guish these based on the keywords used: impression, concept and knowledge. They
formally define these categories in terms of taxonomy structure of the data. General
impressions represent user’s vague feelings about associations between classes of
items with the direction of association being unknown to the user. Reasonably pre-
cise concepts indicate associations between classes along with directions. Precise
knowledge represents exact association between items (not classes) in the proper
form of an association rule. Thus, borrowing from both categorizations of beliefs,
we divide beliefs into hard or accurate beliefs and soft or general impressions.

Having classified the beliefs based on the granularities of human knowledge,
we focus on matching methodologies used in the literature to compare the belief
system with existing data patterns. We arrive at two categories of methodologies:
constraint-based and taxonomy-based. Constraint-based matching methodologies
include statistical matching between a rule and a belief. Taxonomy-based matching
methodologies include distance matching between a rule and a belief represented in
a tree structure.

Silberschatz and Tuzhilin [52] use Bayesian-based probabilistic matching
between belief and evidence. Ng et al. [43] use constraint-based matching between
user-specified constraints about associations between itemsets, and the actual trans-
action dataset. A similar approach was adopted by Srikant et al. [53] where rules that
satisfy user specified constraints were the only rules to be generated.

Another form of constraint-based matching methodology adopted by Padmanab-
han andTuzhilin [46] is logical contradiction between a belief and a rule. RuleA→B
is unexpected with respect to belief X→Y on the dataset D if (1) B and Y logically
contradict each other (2) A andX hold on a large subset of tuples in D. They represent
itemsets as discrete variables comprising profiles of customers, demographic details,
purchase details, etc. Unexpectedness is brought out only between values of different
discrete variables.A sample unexpected rule generated byPadmanabhan andTuzhilin
[46] is “occupation=professional, household= large→day=weekday” with respect
to manager’s belief “occupation=professional→day=weekend” (p. 315). Consider
an illustration of the logical contradiction approach in terms of market basket data.
Let the manager’s belief be Bread→Butter, then the algorithm presented by Pad-
manabhan and Tuzhilin will search for rules where Bread→~Butter. As a result, a
rule Bread→Beer may be termed as unexpected to the belief and hence interesting.
There are two major disadvantages with this approach. First, they run the algorithm
on a set of predefined beliefs of the user. These beliefs are subject to change and may
not be accurate enough for matching. Here the general impressions of the user are
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not taken into consideration as done in Liu et al. [38]. Next the logical contradiction
approach may result in an overestimated set of interesting rules with consequents not
matching with the consequent of the belief. In this example, all rules that have bread
as antecedent and any consequent apart from butter will be generated as interesting.

Srikant and Agrawal [53] introduced the concept of generalized ARs which ini-
tiated researchers defining interestingness measures using the taxonomy approach.
Savasere et al. [51] use the taxonomy of dataset to mine unexpected ARs. According
to them, a rule is interesting if it deviates from themanager’s expectation that is based
on prior belief. The major assumption based on the taxonomy of items, is called the
uniformity assumption [51]. It states that items that belong to the same parent in a
taxonomy are expected to have similar types of associations. In other words, siblings
in a taxonomy are substitutable. For example, if Lays Chips are bought with Pepsi,
one expects Lays Chips to be bought with Coke as well. If the actual support of Lays
Chips and Coke deviates from the support of Lays Chips and Pepsi, then Lays Chips
and Coke generate an unexpected AR.

A similar approach to uniformity assumption [51] has been adopted by Yuan et al.
[68]. They also use the concept of locality of similarity in defining sibling rules from
the taxonomy. Sibling rules are a pair of positive association rules where both the sib-
lings are expected to be related to the same consequent. For example, if Pepsi→Lays
is an AR that is generated through apriori algorithm [4], then Coke→Lays should
also be generated. Unexpectedness is captured through the difference in confidence
values of the rules Pepsi→Lays and Coke→Lays.

Liu et al. [38] on the other hand address the notion of varied granularities of
user’s knowledge. The matching methodology they used was based on syntactic
distance measure between a rule and a belief. Resulting rules will be conforming or
unexpected with respect to a belief on the basis of the distance measure calculated
from the taxonomy. If the distance between the antecedent and the consequent of a
rule and that with respect to a belief is less than a threshold, then the rule is said
to conform to the belief; otherwise it is deemed unexpected from the antecedent,
consequent or both sides.

4 Classification Framework for Subjective Interestingness

Wepropose a two-dimensional classification framework for studying subjective inter-
estingness in association rule mining, presented in Fig. 1. The horizontal axis rep-
resents the matching methodology—constrained-based and taxonomy-based. The
vertical axis highlights the granularity of user’s knowledge or belief system as hard
or accurate and soft or general impressions. We fit the previous work done on sub-
jective interestingness in the proposed classification framework. This is given in
Fig. 2. Constraint-based methodology mainly focussed on hard beliefs. We review
three major categories of work that were based on constraint-based methodology
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Fig. 1 Two-dimensional classification framework for subjective interestingness

and hard beliefs: probabilistic approach, logical contradiction and human interest.
All of them are in the form of constraints. The probabilistic matching approach com-
prise Bayesian analysis, correlation and support based pruning of association rules
[31, 50, 52, 56]. The approach based on Human interest is essentially user-specified
constraints using weights [40, 39], optimization functions [7, 43, 47] and utility func-
tions [14, 53, 66]. Research on logical contradiction [34, 46, 59, 71] is also based
on matching constraints. Here hard beliefs are used to generate interesting rules.
Iterative algorithms are used for the refinement of belief systems. Hence the user
may be able to use accurate and reasonably precise concepts for matching.

Under taxonomy-based matching, we further classify the work on the basis of
syntactic distance and tree positions. Syntactic distance approach comprises research
on Lexical Analysis [8] and Natural Language Processing [49] and these are based
on hard beliefs only. It is interesting to note that the methodology adopted by Liu
et al. [38] and Raghavan and Mooney [49] spans across both kinds of beliefs, hard
and soft. Work based on matching tree positions in the taxonomy with hard beliefs
is placed at the top right corner of the framework [6, 51, 53, 55, 68, 65]. It considers
sibling substitution behaviour for matching a rule and a belief.
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Fig. 2 Positioning of previous literature in the classification framework

5 Discussion and Conclusions

The notion of subjective interestingness has been limited to knowledge discovery by
managers in a supermarket, typically focusing on their expectations or background
knowledge about the data [28]. Customer perceptions about purchasing a product are
not explicitly considered while studying subjective interestingness in AR Mining.
For example, we know that some users who buy beer also buy diapers. This discovery
was a result of objective measures such as support and confidence [46]. However,
apart from being unexpected with respect to a manager’s prior belief, the reason for
this unexpected purchase will still be unknown and does not fall in the purview of
any subjective interestingness measure.

The theoretical framework of literature on subjective interestingness presented
in Fig. 2 highlights that there has not been sufficient work towards amalgamating
constraint-based matching methodology with the general impressions of a manager.
Therefore we pose a major research question that needs to be investigated in the
area of AR mining and subjective interestingness: What is the nature of subjective
interestingness among associations of items, in terms of manager’s expectations
and customers’ purchase patterns?
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Fig. 3 Positioning the research question in the context of previous literature

This question may be addressed by enhancing the knowledge of subjective inter-
estingness. We propose that the approach to subjective interestingness should com-
pare manager’s expectations and users’ perceptions. Manager’s expectations are
tapped in terms of her beliefs in the form of general impressions (soft beliefs). Cus-
tomer perceptions in the form of constraint-based matching are added to the analysis
of subjective interestingness. This is presented in Fig. 3.

The motivation behind addressing this research gap comes from the differen-
tial nature of interestingness. What may be interesting for a manager, may not be
interesting for a customer. A manager might view interestingness in accordance to
expectations based on her prior knowledge since she is unaware of the user’s imme-
diate goals. For example, a manager might expect a customer to buy butter alongwith
bread. However, some might buy butter along with mechanical hardware. Manager’s
beliefs point to butter’s features of oral consumptionwith bread. However customers’
perceptions may point towards using butter as a substitute to grease when the lat-
ter may be expensive or unavailable in small quantity. Thus butter because of its
oily nature is bought along with mechanical hardware. Thus there is a contradiction
between manager’s expectations, and user intentions behind the purchase.

Hence we open new venues for future researchers to look at this facet of subjective
interestingness and possibly helpmine reasons alongwith interesting patterns of data.
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30. Lavrač N, Flach P, Zupan B (1999) Rule evaluationmeasures: a unifying view. Springer, Berlin,
Heidelberg, pp 174–185

31. Lenca P, Meyer P, Vaillant B, Lallich S (2008) On selecting interestingness measures for
association rules: user oriented description and multiple criteria decision aid. Eur J Oper Res
184(2):610–626

32. Lenca P,Vaillant B,Meyer P, Lallich S (2007)Association rule interestingnessmeasures: exper-
imental and theoretical studies. Quality measures in data mining. Springer, Berlin, Heidelberg,
pp 51–76

33. Leonardi PM (2013) When does technology use enable network change in organizations? A
comparative study of feature use and shared affordances. Manag Inf Syst Q 37(3):749–775

34. Liao SH, Chen YJ, Lin YT (2011) Mining customer knowledge to implement online shopping
and home delivery for hypermarkets. Expert Syst Appl 38(4):3982–3991

35. Ling CX, Chen T, Yang Q, Cheng J (2002) Mining optimal actions for profitable CRM. In:
IEEE international conference on data mining, pp 767–770

36. Liu B, Hsu W (1996) Post-analysis of learned rules. AAAI/IAAI 1:828–834
37. Liu B, Hsu W, Chen S (1997) Using general impressions to analyze discovered classification

rules. In: KDD, pp 31–36
38. Liu B, Hsu W, Ma Y (1999) Mining association rules with multiple minimum supports. In:

Proceedings of the fifth ACM SIGKDD international conference on knowledge discovery and
data mining, pp 337–341

39. Liu DR, Shih YY (2005) Integrating AHP and data mining for product recommendation based
on customer lifetime value. Info Manag, 42(3):387–400

40. Lu S, Hu H, Li F (2001) Mining weighted association rules. Intell Data Anal 5(3):211–225
41. Major JA, Mangano JJ (1995) Selecting among rules induced from a hurricane database. J

Intell Inf Syst 4(1):39–52
42. McGarry K (2005) A survey of interestingness measures for knowledge discovery. Knowl Eng

Rev 20(01):39–61
43. Ng RT, Lakshmanan LV, Han J, Pang A (1998) Exploratory mining and pruning optimizations

of constrained associations rules. ACM SIGMOD Rec 27(2):13–24
44. Norman DA (2013) The design of everyday things: revised and expanded edition. Basic Books
45. Ohsaki M, Kitaguchi S, Yokoi H, Yamaguchi T (2005) Investigation of rule interestingness in

medical data mining. Active mining. Springer, Berlin, Heidelberg, pp 174–189
46. Padmanabhan B, Tuzhilin A (1999) Unexpectedness as a measure of interestingness in knowl-

edge discovery. Decis Support Syst 27(3):303–318
47. Pei J,Han J, LakshmananLV (2004) Pushing convertible constraints in frequent itemsetmining.

Data Min Knowl Disc 8(3):227–252
48. Piatetsky-Shapiro G, Matheus CJ (1994) The interestingness of deviations. In: Proceedings of

AAAI workshop on knowledge discovery in databases
49. Raghavan S, Mooney RJ (2013) Online inference-rule learning from natural-language extrac-

tions. In: AAAI workshop: statistical relational artificial intelligence
50. Roddick JF, Spiliopoulou M (2002) A survey of temporal knowledge discovery paradigms and

methods. IEEE Trans Knowl Data Eng 14(4):750–767

http://arxiv.org/abs/0912.1822


Subjective Interestingness in Association Rule Mining … 389

51. Savasere A, Omiecinski E, Navathe S (1998) Mining for strong negative associations in a large
database of customer transactions. In: 14th IEEE international conference on data engineering,
pp 494–502

52. Silberschatz A, Tuzhilin A (1996) What makes patterns interesting in knowledge discovery
systems. IEEE Trans Knowl Data Eng 8(6):970–974

53. Srikant R, Vu Q, Agrawal R (1997) Mining association rules with item constraints. KDD
97:67–73

54. Stoffregen TA (2003) Affordances as properties of the animal-environment system. Ecol Psy-
chol 15(2):115–134

55. Swesi IMAO, Bakar AA, Kadir ASA (2012) Mining positive and negative association rules
from interesting frequent and infrequent itemsets. In: 9th IEEE international conference on
fuzzy systems and knowledge discovery (FSKD), pp 650–655

56. TanPN,KumarV,Srivastava J (2002)Selecting the right interestingnessmeasure for association
patterns. In: Proceedings of the eighth ACM SIGKDD international conference on Knowledge
discovery and data mining, pp 32–41

57. Tew C, Giraud-Carrier C, Tanner K, Burton S (2014) Behavior-based clustering and analysis of
interestingness measures for association rule mining. Data Min Knowl Disc 28(4):1004–1045

58. Turvey MT (1992) Affordances and prospective control: an outline of the ontology. Ecol Psy-
chol 4(3):173–187

59. TuzhilinA,AdomaviciusG (2002)Handling very large numbers of association rules in the anal-
ysis of microarray data. In: Proceedings of the eighth ACM SIGKDD international conference
on Knowledge discovery and data mining, pp 396–404

60. Vaillant B, Lenca P, Lallich S (2004) A clustering of interestingness measures. Discovery
science. Springer, Berlin, Heidelberg, pp 290–297

61. Wang H (1997) Intelligent agent-assisted decision support systems: integration of knowledge
discovery, knowledge analysis, and group decision support. Expert Syst Appl 12(3):323–335

62. Wang K, Tang L, Han J, Liu J (2002) Top down fp-growth for association rule mining. In:
Pacific-Asia conference on knowledge discovery and datamining. Springer, Berlin,Heidelberg,
pp 334–340

63. Warren WH (1984) Perceiving affordances: visual guidance of stair climbing. J Exp Psychol
Hum Percept Perform 10(5):683

64. Wei JM, Yi WG, Wang MY (2006) Novel measurement for mining effective association rules.
Knowl-Based Syst 19(8):739–743

65. Wu ST, Li Y, Xu Y, Pham B, Chen P (2004) Automatic pattern-taxonomy extraction for web
mining. In: Proceedings of the 2004 IEEE/WIC/ACM international conference on web intelli-
gence. IEEE Computer Society, pp 242–248

66. Yao H, Hamilton HJ (2006) Mining itemset utilities from transaction databases. Data Knowl
Eng 59(3):603–626

67. Yao YY, Zhong N (1999) An analysis of quantitative measures associated with rules. Method-
ologies for knowledge discovery and data mining. Springer, Berlin, Heidelberg, pp 479–488

68. YuanX,Buckles BP,YuanZ, Zhang J (2002)Mining negative association rules. In: Proceedings
of Seventh International Symposium on Computers and Communications, pp 623–628

69. Yun H, Ha D, Hwang B, Ryu KH (2003) Mining association rules on significant rare data using
relative support. J Sys Soft, 67(3):181–191

70. Zhang C, Zhang S (2002) Association rule mining: models and algorithms. Springer
71. Zhang H, Padmanabhan B, Tuzhilin A (2004) On the discovery of significant statistical quanti-

tative rules. In: Proceedings of the tenthACMSIGKDD international conference on knowledge
discovery and data mining, pp 374–383

72. Zhong N, Yao YY, Ohishima M (2003) Peculiarity oriented multidatabase mining. IEEE Trans
Knowl Data Eng 15(4):952–960



Identifying Sentiment of Malayalam
Tweets Using Deep Learning

S. Sachin Kumar, M. Anand Kumar and K. P. Soman

Abstract The current chapter focus on providing a comparative study for identifying
sentiment of Malayalam tweets using deep learning methods such as convolutional
neural net (CNN), long short-termmemory units (LSTM). The baselinemethods used
to compare are support vector machines (SVM), regularized least square classifica-
tion with random kitchen sink mapping (RKS-RLSC). Malayalam is a low resource
language spoken in Kerala state, India. Due to the unavailability of data, tweets were
collected and labeled manually based on its polarity as neutral, negative and positive.
RKS mapping is a well explored approach in which data are nonlinearly mapped to
higher dimension where linear classifier can be used. The evaluation measure chosen
for the experiments are F1-score, recall, accuracy and precision. The experiments
also provide a comparison with classical methods such as logistic regression (LR),
adaboost (Ab), random forest (RF), decision tree (DT), k-nearest neighbor (KNN) on
the basis of accuracy as the measure. For the experiments using CNN and LSTM, we
report the effectiveness of activation functions such as rectified linear units (ReLU),
exponential linear units (ELU) and scaled exponential linear units (SELU) for the
sentiment identification of Malayalam tweets over SVM and RKS-RLSC.

1 Introduction

Sentiment analysis is a key text analytics task. The sentiment expressed in text data
form contains information related to happiness, sadness, anger, love etc., carries
opinions regarding events related to politics, sports, movies, products and services
etc. In other words, text data become the source of several opinions. The inter-
net is everyday flooded with new data in billions [1] in the form of text, images,
audio/video etc. Not just data, meta data’s are also generated. The text data exist as
(1) structured (organized manner), (2) unstructured. These text data are favorites
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for companies, researchers, organizations, government as it will have vital sug-
gestions/recommendations related to the products/movies/events etc. The advent
of social media sites (Facebook, google+, twitter etc.) gave different platforms to
share opinions in web or to initiate discussions. The users of these sites express
their opinions in their mother tongue (native language) or English. Such data will
contain reviews and opinions regarding products, politics, sports, entertainment etc.
With the choice of language the opinions can be conveyed. Massive users are there
in the present scenario who uses social media. This mode communication brought
a change in the conventional simplex way of exchange of information. This mode
reaches much faster to masses. This made it favorite to many researchers, companies,
governments etc. This will help the data scientist to develop insight or extract infor-
mation about any trend which can acts as aid towards, making any decisions. Even
though the data accommodates such useful information, it also poses challenges for
the analysis like missing data, breaks or incomplete text sequences, detection of tem-
poral patterns, incorrect grammars, mistakes in spellings etc. Twitter is one among
the popular social media service commonly in use. Mining the tweets can provide
general views or opinions on how people respond to any event, crisis, change in
trends, present topic of discussions etc.

Extensive work is going on in the sentiment analysis of text in English language
[1–4]. The analysis becomes more challenging when the tweets are in Non-English
languages. This motivates the importance of carrying out research in the sentiment
analysis of text existing in native languages. In this work, we took twitter data in
Malayalam language (native language of Kerala State, India), a corpus containing
13,000 tweets and manually labeled each based on its sentiment/polarity. The tweets
collected contains opinions related to cuisine, places, political events, movie reviews
etc. Some examples are shown below, written in phonetic form.

• kEraLaththile ONasadya… lOkam aRiyappe-Tunna vibhavamANu
• kANan aTipoLi sthalangngnaL mUnARiluNTu
• kOyikkOTan biriyANI…supparrrr
• chAya kuTikkunnathu SarIraththinu hAnIkaramANu
• ayyO… ivan lApuTOpumOshTiCCatu kaNTO…?? kaLLanANEngkilum samma
tiCCu mOne!

• viTTile kASu aTiCCumARRi nATu viTTallO
• ishTappeTTAl…oru…laikku…I…paTaththinum…I…pEjinum

The current work provides a comparison on polarity identification using machine
learning methods such as support vector machine (SVM), regularized least method
via random mapping, and deep learning methods such as convolutional neural nets
(CNN), long short-term memory units (LSTM).
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2 Related Work

Few research works based on lexicon, senti-wordnets, corpora of emotions, polarity,
subjectivity word-list, Taboada’s adjective list, WordNet-Affect list are proposed for
languages like English, Hindi, Chinese, Bengali, Japanese, Telugu, Tamil etc. [5–14].
In [15–17] proposed different methods to use dictionaries relating sentiment words.
Authors used machine learning approaches like maximum entropy (ME), support
vector machines (SVM), Naive Bayes (NB). In their experiments, different feature
such as unigram, bigrams, unigram frequency, combinations, unigramwith POS tags
adjectives etc are used.

Extensive work are undergoing for sentiment analysis (SA) in English, Japanese,
Chinese, Spanish, German etc. Similar to this, several researches are undergoing
for SA in native Indian languages like Marathi, Bengali, Hindi, Manipuri, Punjabi,
Malayalam, Tamil etc. Due to the difficulty and complexity involved in processing
text in Indian languages, very few system only exists for SA. The research work in
this direction demands lexicon dictionaries, taggers, labeled corpus, parsers, senti-
wordnets etc. The problem of sentiment analysis in semantically disambiguation is
discussed in [18]. The authors proposed a framework for SA in Hindi language using
senti-wordnet inHindi. The authors improves the senti-wordnet by addingmore senti-
words. The missing words undergoes translation to English first, and then looked in
English-senti-wordnet list to retrieve its polarity. In [19], the authors used annotated
corpus of movie reviews in Hindi. The paper discusses on updating the senti-wordnet
for Hindi language by adding opinion words and put-forth new procedures to handle
relations, negation in discourse. A strategy for SA was proposed in [20]. The authors
proposed three approaches; (1) a machine learning model created with labeled cor-
pora of movie reviews in Hindi. (2) translating the Hindi text content to English and
classify the sentiments. (3) a score based strategy along with Hindi senti-wordnet
for classifying sentiment. In [21], proposed ways to create senti-wordnets for Indian
Languages with WordNet, corpus, dictionary. For validation, an interactive game
was created and made online. In [22–24], a survey is provided on SA and opinion
mining for text in Hindi. SA of movie review for text in Tamil is discussed in [25].
The feature used was frequency count. The data collected was hand-tagged into pos-
itive, negative. The paper compares different machine learning algorithms such as
logistic regression (LR) Naive Bayes, random kitchen sink (RKS), support vector
machines to classify movie reviews in Tamil. Mohandas et al. [26] is an initial work
in SA of text in Malayalam at sentence level. The authors proposed a method to get
the positive and negative emotion response. A word list which contains the positive,
negative emotion responses were prepared and used for unsupervised classification.
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3 Materials and Methods

3.1 Support Vector Machines

SVM is a supervised machine learning based method which learns a linear classifier
(hyper plane) from the data. For a given dataset for training where is the number of
data points, denotes the class labels, the well known objective function of linear svm
in primal form is defined as

min
1

n
‖w‖2 + λ

n∑

i�1

ei

st : yi(w · xi − b) ≥ 1 − ei
ei ≥ 0 (1)

w denotes weight vector, e denotes error and λ denotes control parameter.

3.2 Random Mapping: Random Kitchen Sink Method

Random kitchen sink algorithm (RKS) is a new machine learning algorithm for
classification of non-linearly separated data set. The advantage over conventional
non-linear kernel method is that the method is suitable for learning and classifying
large data sets. When large data set is involved in training non-linear SVM, usually
large proportion of data points become support vectors and hence it must be stored
for classifying new data points. This not only demandsmore space but alsomore time
for classification tasks. In this context, random kitchen sink algorithm is a suitable
alternative. The space and time requirement is independent of the number of data
points. It depends only on feature size, which in most practical cases is less than
hundred. Ultimately, we obtain an explicit feature mapping φ(x) corresponding to
radial basis function (RBF) kernel. This in combination with regularized least square
algorithm for regression allows us to obtain a simple classifier that can be used for
real time applications. A nonlinear mapping which maps the input feature space into
a compact random Fourier feature space using a randomized map z : �d → �D is
discussed in [27]. The kernel for mapping is defined as

ke(x, y) � 〈φ(x), φ(y)〉 ≈ z(x)T z(y) (2)

φ denotes the implicit mapping as in SVM, whereas z denotes the explicit mapping.
However, explicit mapping suffers from high computation cost when dealing with
large sized matrices. A solution to this is advised in [27] and used for sentiment
analysis in [28]. z is defined as a nonlinear mapping using Gaussian kernel. For a
given data pair x and y, the kernel is defined as,
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ke(x, y) � e−γ ‖x−y‖2 � e−γ (x−y)T (x−y) (3)

Here γ � 1/2σ 2. As the Gaussian kernel is translation invariant, the Fourier
transform of the kernel can be interpreted as expectation of ej(x−y)T�. For a given
data pair (x1, x2), let x1 − x2 � z, then the kernel function can be written as, f (z) �
e

−1
2 zT�−1z. Let F(�) denotes Fourier transform of f (z).

F(�) � 1

2π

∞∫

−∞
f (z)e−jzT�dz (4)

f (z) is Gaussian, hence F(�) is again Gaussian. To be precise, it is a multivariate
Gaussian function with variance. We interpret F(�) as a Gaussian (multivariate)
density function. Now,

F−1(�) � 〈φ(x1), φ(x2)〉 �
∞∫

−∞
F(�)ejz

T�dz (5)

This can be interpreted as expected value of ejz
T�. That is,

E(ejz
T�) �

∞∫

−∞
F(�i)e

jzT�dz (6)

The expected value of any function of randomvariable (here�) can be obtained by
taking several independent samples from the associated probability density function
and find its average. Since z is n-tuple, � is n-tuple and one particular vector �i

can be easily generated. For example, in Matlab by randn(n, 1) command, as many
�i can be generated and compute ejz

T� for given z, then take average to obtain the
required expected value. However, our aim is to obtain a generic expression for φ(x).
So we proceed further to achieve the task as,

E(ejz
T�) � 1

k

k∑

i�1

ejz
T�i � 1

k

k∑

i�1

ej(x−y)T�i

� 1

k

k∑

i�1

ejx
T�i ejyT�i

� 〈φ(x1), φ(x2)〉 � Ke(x1, x2) (7)
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Ke(x1, x2) � 1
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In brief,

FT (ke(x, y)) � FT (ke(x, y))

� FT (ke(x, y))

� E
(
ej(x−y)T�

)
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� ke(x, y) (9)

� denotes the random variable for Gaussian distribution, denotes the dimension of
random vector. The authors [27] proves that the vectors obtained using this approach
can be linearly separated.

3.3 Regularized Least Square Method for Classification
(RLSC)

This method finds the labels of the test data using a weight matrix obtained using the
objective function
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min
W∈Rn×T

{
1

n
‖Y − WX ‖2F + λ‖W‖2F

}
(10)

where Y is the class label matrix,X is the data matrix andW is the weight matrix. The
objective function acts as the trade-off between minimizing the sum of errors and an
approximate weight matrix. The minimum of the objective function is obtained by
using the property of trace as follows,

1

n
Tr‖Y − WX ‖2F + λTr‖W‖2F

� Tr

(
YTY − YTXW − WTX TY

+WTX TXW + λWTW

)
(11)

Now, differentiating with respect to W and equating it to 0 we get,

∂

∂W
(Tr(YTY − YTXW − WTX TY +WTX TXW + λWTW )) � 0

⇒ −X TY − X TY + 2X TXW + 2λW � 0

⇒ 2(X TX + λI )W � 2X TY (12)

W � (
X TX + λI

)
X TY (13)

In the testing phase, the test signal is projected onto the weight matrix obtained
in the training phase. The difference between the predicted labels and true labels are
to be made minimum for accurate classification.

3.4 Deep Learning Methods—CNN, LSTM

Deep learning has become a vital approach in machine learning. It has the advantage
of learning rich feature representation from data which avoids the feature selection
process in traditional machine learning methods. Deep learning methods such as
CNN, LSTM has shown promising results in speech and image processing, and tasks
in NLP. In [29], the authors showed that language modelling using recurrent neu-
ral nets (RNN), outperformed feed-forward method as RNN captured the temporal
dynamics in tasks of sequential form. However, training RNN via back-propagation
is hard as during the process to capture the long-dependencies, the gradients can
decays/vanish or explode [30]. In other words, RNN can keep representations of
recent events (or information) as short-term memories obtained via feedback con-
nections. This short-coming is resolved by the variants of RNN such as LSTM, GRU
(gated recurrent unit), BLSTM (bidirectional LSTM). The current work only makes
use of LSTM method for experiment.
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3.4.1 Convolutional Neural Net-1D

CNN method is a popular deep learning approach in computer vision. The idea of
CNN is adopted from the convolution operation in time-domain. Consider a discrete
function of the form f (x) ∈ Rl and another discrete function or kernel function
g(x) ∈ Rd , then the convolution operation is defined as

hc(y) �
d∑

1

f (x) · g(y · d − x + c) (14)

where c � d − s + 1 is an offset and s is the stride. This operation is adopted in deep
learning and the kernel function is learned from the data. The kernel function or the
filter is known as weights and is estimated. It has obtained competing results in text
processing tasks such as text classification, entity recognition, semantic role labeling,
etc. In the current work, 1-dimensional CNN is used. LetD � {c1, c2, . . . , cl} denote
the sequence of tokens and l denotes the number of words in the sequence. V denotes
the vocabulary of words, d is the dimensionality of embedding for words, VD ∈ Rd×l .
The objective is to perform 1-dimensional convolution and learn filters (or kernel
functions) specific to the data f ∈ Rdxp, where p is the window of characters to form
feature map fm over the window of tokens V [∗, k : k + p]. The feature map thus
obtained is operated by activation function known as rectified linear units (ReLU)
fm(x) � max(0, x). This is an element-wise operation. The non-linear function allows
to learn a decision boundary with non-linear nature. After obtaining feature maps,
pooling operation is performed to down sample the size of feature map. The most
commonly used pooling approaches are average and max pooling. In the current
work max pooling is used which returns the maximum value by operating on the
feature maps. The window size used for pooling is 2. CNN approach learns the
features by itself, eliminating the difficult task of finding the right features. CNN
efficiently exploits the locality information via convolution operation applied on to
the input vector (one-hot, vector indices etc.). In this paper, the tokens are mapped
to their corresponding indices in the V . The output of the pooling operation is given
to a fully connected softmax layer. This layer calculates the probability distribution
which gives information about the labels.

softmax(xTw + b) � exp(xTwi + bi)∑J
j�1 exp(x

Twj + bj)
(15)

where wi, bi corresponds to the weight vector and bias of jth class respectively.

3.4.2 Long Short-Term Memory Units (LSTM)

LSTM is also a variant of RNN with gating mechanism proposed in 1997 [31] to
capture the long dependencies or to keep the information from longer time-steps.
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It can be viewed as a single block known as a memory cell with two inputs to
it—previous hidden state and current input. Internally in the memory cell, it decides
on what information needs to persist or not. LSTM has gating mechanism to deal
with vanishing gradients and it is another technique to compute hidden state vectors.
LSTM also provides a different way to compute hidden state (will be vector). The
basic equation to compute the hidden state at tth time-step is

ht � f (Axt +Wht−1) (16)

where f is generally a functionwith non-linear nature (activation function) like ReLU
(rectified linear units), tanh() etc. The input to the function is current input xt and
previous hidden state ht−1 at time-steps t and t−1. LSTM is computed in a different
way using three different gates, namely input gate, forget gate and output gate. The
input gate it decides how much of the information needs to be passed.

it � σ (Aixt +Wiht−1) (17)

fgt � σ (Afgxt +Wfght−1) (18)

ot � σ (Aoxt +Woht−1) (19)

ĉt � tanh(Acxt +Wcht−1) (20)

ct � ĉ◦
t it + c◦

t−1 fgt (21)

ht � o◦
t tanh(ct) (22)

The forget gate fgt decides howmuch of the currently computed hidden state need
to be passed. The output gate ot is useful when there are multiple layers as it decides
how much of the information in internal state need to be passed. The state of the cell
at time-step t is denoted as ct . In order to compute it an intermediate representation
of cell state is computed. Hence, the new internal memory state at time-step t is
computed as in Eq. 21. Hence, the hidden state at time-step t is computed using
memory cell state and output gate as shown in Eq. 19. Here, i, fg, o, c, input, forget,
output gates, and cell state are all vectors which has dimension same as that of the
hidden state vector.

4 Experimental Setup

The focus of the current work is to provide a comparison on sentiment identification
of tweets in Malayalam language using classical machine learning and deep learning
methods such as SVM, LR, KNN, Ab, DT, RF, RKS-RLSC, CNN and LSTM. The
experiments are prepared using MATLAB and python code. To realize the deep
learning experiments, we used tensorflow [32, 33] and Keras package [34]. The
current work is an extension of our previous work providing comparisons [35].
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Table 1 Dataset Polarity Count Perc. (%)

Neutral 6680 51.38

Negative 3137 24.13

Positive 3183 24.48

Total 13,000

4.1 Dataset Description

For the experiments in the current work, due to unavailability of dataset, we collected
tweets in Malayalam language. The tweets can be extracted using ‘tweepy’ [36].
The tweets are manually annotated according to the sentiment/polarity as neutral,
negative and positive. Table 1 shows the dataset distribution. Few datasets related to
sentiment analysis which can be used for experiment and studies are [37–39]. In the
Indian language context of social media data analysis, the data in the shared tasks
[40, 41] gives a head-start to work in this direction.

4.2 Preprocessing

Initially, a preprocessing task is performed to tokenize the tweet. The training
data contains symbols like “…”, $“/////”$, $“???+++++++++”$, $“****”$, $“||”$,
$“…�”$, $“..-.ˆ-..”$, $“?????”$, $“?”$, $“??”$, $“?”$, $“?”$, $“—”$, $“?”$, $“?”$
etc. These symbols are removed during pre-processing operations. All the URL’s,
hash tags, numbers, are replaced with <URL>, <#tag>, <@name>. After pre-
processing is performed, a vocabulary is created with unique tokens. Using this
vocabulary lookup, each token in the tweet is replaced by its corresponding index
number in the vocabulary. This creates a tweet-vector for each tweet with different
vector length. In order to make all the vectors of the same length, zeros are padded.
In the current work, the maximum vector length of each tweet is fixed at 50. Hence,
after the preprocessing stage the dimension of the data matrix is 13000 × 50.

Deep learning models are data-driven and in order to learn the parameters or
weights required for each models, cost functions are defined to minimize the error
in this process via back-propagation using gradient descent algorithm. The weights
are updated as the gradient of error of the defined cost function decreases. The cost
function (or loss function) defined for the currentwork is cross-entropy as it is popular
for NLP tasks.

Hy′ (y) :� −
∑

i

y′
i log(yi) (23)
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where yi denotes the probability distribution of predicted ith class and y′
i denotes the

true probability distribution.

4.3 Models

SVM: For the sentiment identifying task using SVM, in order to find the suitable
control parameter λ, it is varied from 1 to 10 and performed a k-fold cross-validation
(k�5) with RBF kernel for each. To train using SVM, libsvm library is used [42].
Alongwith SVM, other classicalmethods used for comparison are logistic regression
(LR), k-nearest neighbor (KNN), adaboost (Ab), decision tree (DT), and random
forest (RF). The realization of these algorithms are taken from scikit-learn [43].

RKS-RLSC: For the experiment, each tweet-vector of length 50 is mapped to 500
dimension using RKS method. To avoid the complex number computation in Eq. 9,
used an equivalent form as in Eq. 24.

z(x) � √
1/k

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

cos(xT�1)

...

cos(xT�k )

sin(xT�1)

...

sin(xT�k )

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(24)

Hence, each 500 dimension tweet-vector becomes 1000 dimension as cosine and
sine operations are performed on each tweet-vector and appended. Hence, the dimen-
sion of the mapped input matrix is 13000 × 1000.

CNN, LSTM: For the experiments, four different models are created for each of the
deep learning methods. This is performed to find out the best model for each. The
tweet-vector is fed to the CNN and LSTM units. In the training using CNN-1D,
the number of filters plays an important role. In order to find a proper filter size,
CNNmodels are generated at four different filter sized namely 32, 64, 128, 256. The
increase in model size comes with heavy computation and a good high-performance
machine is required. Hence, 256 is chosen as the limit for the experiment. The CNN
net contains one convolution layer with stride as 1 and global max pooling. The
architecture is similar to the one used in [44]. Similar to CNN, for LSTM, the number
of cells as the parameter needs to befixedwhich gives competing result. Four different
models are generated for each method by varying the number of cell parameter as 32,
64, 128, 256. In the training process, to handle over-fitting issue, dropout parameter is
fixed. All the deep learning models are realized for the experiment using Keras [34].
Each of the models is trained using ‘Adam’ optimizer [45]. To deal with gradient
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explosion issue, the current work utilizes three promising and popular activation
functions such rectified linear units (ReLU), exponential linear units (ELU) [46],
scaled exponential linear units (SELU) [47].

1. ReLU:

fa(x) � max(0, x) (25)

2. ELU:

fa(x) �
{

x, x > 0

α(exp(x) − 1), x ≤ 0
(26)

3. SELU:

fa(x) � λ

{
x, x > 0

α(exp(x) − 1), x ≤ 0
(27)

For experiment with ELU, the parameter α � 0.1. Whereas, for the experiment
with SELU, the parameter is chosen as discussed in [47].

4.4 Evaluation

For evaluation, we used the popular metrics such as precision, recall, F1-score and
accuracy during evaluation.

Precision � TrP

TrP + FaP
(28)

Recall � TrP

TrP + FaN
(29)

F1 � 2 × (Precision × Recall)

(Precision + Recall)
(30)

Accuracy � TrP + TrN

TrP + FaN + FaP + TaN
(31)

where TrP, FaP, FaN,TaN denotes true-positive, false-positive, false-negative and
true-negative. The metrics give an option to compare the models in and among the
methods based on different parameter changes.
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Table 2 Accuracy obtained for classical and RKS-RLSC method

No Algorithm Kernel function Accuracy (%)

1 RKS RBF 86.5

2 Randfeats 89.3

3 Classical LR 82.9

4 KNN 79.1

5 RF 83.3

6 DT 78.3

5 Result and Analysis

This section shows the experimental results obtained on identifying the sentiment of
Malayalam tweets using SVM, RLSC, CNN and LSTM. The SVMand RLSC results
are currently kept as the baseline. In order to find the suitable control parameter, λ,
for SVM, the experiment with SVM was run for 5-fold cross-validation for each
λ � {1, 2, . . . , 10}with 10% data considered in the test case. The kernel selected for

the experiment is RBF kernel Ke(xi, xj) � e−σ‖xi−xj‖2

. From Fig. 1, it can observe
that for λ � 6, SVM obtained a maximum accuracy of 85.2%. However, with the
experiment using RKS-RLSC, compared to SVM has shown an improved score.
Table 2 shows the performance of the classical machine learning and RKS-RLSC
methods. For all the classical methods, the tweet-vector representation for each tweet
is given as input. Where as in the RKS method, the tweet-vector is mapped to 500
dimensional vector using random kitchen sink method [27]. The randfeats kernel
obtained an improved result. The RKS-RLSC is performed using GURLS package
[48]. The accuracy obtained for each kernel is an average score from a 5-fold cross-
validation.

Fig. 1 Demonstrates the accuracy obtained for each control parameter λ in SVM
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Fig. 2 Demonstrates CNN based evaluation metric results a precision metric, b F1-score, c recall,
d accuracy

Figures 2 and 3 shows the metric curve obtained during evaluations for sentiment
analysis of tweets in Malayalam using CNN and LSTM models on three differ-
ent activation functions such as ReLU, ELU and SELU. The activation function
introduces nonlinearity in the network as the data itself is nonlinear in behaviour.
Using a linear activation effectively makes a complex, deep network to act as a single
layer neural net which does linear transformation. In the current paper, three differ-
ent nonlinear functions are used, namely ReLU, ELU and SELU. Another advantage
of these nonlinear activation functions is its capability to handle gradient exploding
issues and it’s discussed in detail in [46, 47]. It can be observed from Fig. 2 that the
behaviour of the curve looks similar, however there are small variations in the values
obtained for each model. The x-axis in Fig. 2 denotes the filter size, whereas in Fig. 3
it denotes the number of hidden states.

For CNN based experiment, the filter length or kernel size is fixed at 3. Therefore,
for choosing 32 as filter size, it means there will be 32 different filters (or 32 different
feature maps) with each having 3 elements. During the back-propagation process,
the suitable filter values are calculated. In case of CNN, these filter values act as the
weight values. From Fig. 2 it can be found that the increase in filter size shows better
evaluation measures. Table 3 shows the evaluation measures obtained for filter size
256 as it obtained high scores during evaluations for CNN-1D model formed using
ELU activation function. This difference in evaluation score can be observed from
Table 3.
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Fig. 3 Demonstrates LSTMbased evaluationmetric results a precisionmetric, b F1-score, c recall,
d accuracy

Table 3 Evaluation metrics for filter size taken as 256 in CNN-1D

Function Precision Recall F1-score Accuracy

ReLU 0.9759 0.9746 0.9750 0.9746

ELU 0.9825 0.9819 0.9821 0.9819

SELU 0.9794 0.978 0.9787 0.9784

Similar to CNN, experiments with LSTM are performed choosing four different
number of hidden states such as 32, 64, 128, 256. The evaluation scores obtained
after 10-fold cross-validation are shown in Fig. 3. Even though the evaluation scores
curve behaviour is similar, there are differences in values. It’s evident from Fig. 3,
the LSTMwith 256 hidden states scored highest. Also, it can be seen that the LSTM
models created using ReLU and SELU activation function has competing evaluation
scores when compared to the LSTM models formed using ELU activation function.
Table 4 shows the evaluation measures obtained for LSTM models with number of
hidden state as 256.

The results obtained clearly indicate the advantage of using LSTM and CNN for
creating sentiment analysis models for tweets in native language, such asMalayalam,
for applications related to big data. The experiment and evaluation performed in the
current paper demonstrate the effectiveness of nonlinear functions as it will help the
deep network to learn better and is evident from the results obtained.More conclusive
results can be obtained by increasing the corpus size along with parameter tuning.
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Table 4 Evaluation metrics for LSTM model with number of hidden state as 256

Function Precision Recall F1-score Accuracy

ReLU 0.9827 0.9826 0.9828 0.9826

ELU 0.9775 0.9763 0.9766 0.9763

SELU 0.9823 0.9824 0.9823 0.9824

From the experiments, it can be observed that the RKS-RLSC method has shown
improvement when compared to SVM. The change inmapping dimension to a higher
value can provide convincing results, however, it need to be experimentally verified
and we keep it as a future work. Even though deep learning methods are data-hungry
approaches, the current experimentwithCNNandLSTMfor identifying sentiment of
Malayalam tweets forms the initial work. As another future work we intend to collect
more tweets related mostly on reviews in different domains such as entertainment,
sports, food & restaurant, places etc.

6 Conclusion

The chapter presents a comparison on sentiment identification of Malayalam tweets
using SVM, RKS-RLSC (keeping both as the baseline), CNN-1D and LSTM along
with other classical methods such as logistic regression, adaboost, decision tree,
randomforest, k-nearest neighbour. For the experimentswe took tweets inMalayalam
language. Due to the unavailability of data, we collected it and manually labeled its
sentiment as neutral, negative or positive. The SVM and RKS-RLSC approaches are
considered as the baseline method to compare with the results obtained from CNN
and LSTM as the deep learning methods have outperformed. The work also provides
a comparison with other classical methods. The experiments using CNN and LSTM
are performed with three different activation functions such as ReLU, ELU, SELU.
In the experiment with CNN-1D, we report that the convolutional neural net with
ELU activation function outperformed. Whereas with LSTM, the experiments with
ReLU and SELU comparatively outperformed.
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Twitter Based Sentiment Analysis of GST
Implementation by Indian Government

Prabhsimran Singh, Ravinder Singh Sawhney and Karanjeet Singh Kahlon

Abstract Bringing major changes in existing tax structure is always a monotonous
task to implement, especially when it affects one and all of the business world of
one of the fastest growing economy. There are numerous hidden taxes, which remain
inherently correlated with the goods reaching out to the general public. Implementa-
tion of Goods and Services Tax (GST) has been the biggest reform and a bold action
performed by the Government of India recently. This paper takes into considera-
tion the overall impact of GST implementation and the opinion of the Indian public
about GST. Using our mathematically improvised modeling approach, we have done
the sentiment analysis of the Twitter data collected over a period consisting of Pre-
GST, In-GST and Post-GST period from all the regions and states of India. Multiple
datasets are adopted to bring a rationalized outlook of this economic reform in Indian
corporate scenario.

Keywords Goods and Services Tax · Machine learning · Twitter
Sentiment analysis

1 Introduction

Indian tax system consists of multiple taxes levied by both the central and the state
governments. Things become more complicated when a commodity is being sold at
different rates in different states. The actual reason behind this variation in selling
price of the commodity is on account of variable tax structures being imposed by the
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state governments. So to overcome this problem, various proposals were suggested
for a single uniform tax system and eventually in 1999 Goods and Services Tax
(GST) was proposed under the leadership of Prime Minister of India Mr. Atal Bihari
Vajpayee. However it took another 18 long years for GST to become a reality. GST
was introduced as The Constitution (One Hundred and First Amendment) Act 2017
[1], following the passageofConstitution122ndAmendmentActBill.AGSTcouncil
was formed under the Chairmanship of Finance Minister of India [2], which will
regulate the GST from time to time. Finally, on July 1, 2017 GST was implemented
in India.

Like every government policy, it the common people who face the initial hard-
ships. Most of the times newspapers and electronic media, try to cash on and show
such information in an exaggerated manner. This creates a faulty image about the
policy among the common people, although it may have many benefits in store for
them. This paper presents the sentiment analysis of the opinion mined data on GST
implementation by Indian Government using Twitter as a medium. The ultimate aim
to do this opinion mining was to find out the reaction of the public to the event and
confirm whether the people of India were actually happy or sad with this decision.
The main highlight of our analysis is that the analysis is carried out on regional basis
and state basis to give a better insight of the results.

2 Methodology Followed

The aim of this paper is to do region wise and state wise sentiment analysis towards
GST implementation. To accomplish this task, we follow the methodology as given
in Algorithm 1.

Algorithm 1: (Methodology)
Start

1: Collecting the tweets from Twitter based on specific hashtag (#).
2: Preprocessing the data (tweets).

2.1: Removing multiple tweets from same person.
2.2: Removing web links.
2.3: Removing special symbols.
2.4: Removing English stop words.

3: Performing sentiment analysis using machine learning algorithms.
4: Separating the tweets on region wise and state wise basis.
5: Calculating the sentiment score for each region and state.
6: Representing the analysis using heat maps.

End

The algorithm starts with collection of tweets from popular social networking
website (SNW) Twitter. Once tweets were collected, it was important to prepro-
cess them before applying further operations, hence task of data preprocessing was
performed. Once tweets were preprocessed, we performed sentiment analysis using
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Fig. 1 System developed for tweet collection

machine learning algorithms. Based upon sentiment analysis, we calculate sentiment
score for each region and state. Finally, we plot heat maps that give us better descrip-
tion of calculated results. The detail working of our methodology is explained in
upcoming sections.

3 Tweet Collection

The very base of our analysis is the tweets collected from Twitter, a famous SNW.
To do this tweet collection task in a reliable manner we developed a system using
ASP.Net [3] and integrated Tweetinvi API [4] for accomplishing this task. Tweets
were collected based upon the Specific hashtag (#), i.e. #GST. The system developed
by us returned us the tweet ID, tweet, Date time, various hashtags in the tweet, source
fromwhere tweet was tweeted, person who tweeted the tweet and finally the location
from where the tweet was tweeted. Due to privacy reasons we do not get location of
every tweet. Figure 1 shows the system developed by us for tweet collection.

Since our aim was to do sentiment analysis of Indian states and region therefore
tweets were strictly collected from India only. A total of 41,823 tweets were collected
from June 23, 2017 to July 16, 2017. Tweets were collected in three phases (Pre-GST,
In-GST and Post-GST). The aim of fetching tweets in three different phases was to
do proper analysis, so that we can conclude how states and regions felt prior to the
GST, during the GST and finally post GST was implemented. The details of daily
tweet collection during all the three phases are show in Table 1.
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Table 1 Daily tweet collection

Pre-GST In-GST Post-GST

Date Number of
tweets

Date Number of
tweets

Date Number of
tweets

23-06-17 526 01-07-17 2160 09-07-17 1109

24-06-17 553 02-07-17 2522 10-07-17 1552

25-06-17 628 03-07-17 4622 11-07-17 1357

26-06-17 781 04-07-17 2555 12-07-17 1336

27-06-17 2308 05-07-17 1907 13-07-17 1393

28-06-17 2444 06-07-17 2326 14-07-17 1297

29-06-17 2776 07-07-17 2453 15-07-17 1081

30-06-17 3026 08-07-17 440 16-07-17 671

Total 13,042 Total 18,985 Total 9796

Table 2 Example of data preprocessing

Tweet before preprocessing Tweet after preprocessing

#GST, the Road Ahead: Uninterrupted
movement of trucks across states is helping
save huge amount of money and time… https://
t.co/dbbq0jgbOK

GST the Road Ahead Uninterrupted movement
of trucks across states is helping save huge
amount of money and time

4 Data Preprocessing

Data preprocessing is very crucial step in data mining, as it has a huge impact
on the results. An unprocessed dataset can lead to wrong results and can ruin the
analysis; hence it is necessary to preprocess the data before applying any data mining
operation [5]. In data preprocessing we removed the unwanted HTML tags, web
links and special symbols (@ # ˆ * “ / : ; > , < \ | ?) which could have led to wrong
results. The entire task of data preprocessing is done in an automated fashion using
the same system developed for tweet collection. Table 2 shows an example of data
preprocessing.

Further, since a person can send multiple tweets on Twitter, if these multiple
tweets are not removed then it could lead to biased analysis. So in order to make
an unbiased analysis we have removed all the multiple tweets from same person by
adopting the same technique as used by Singh et al. [6]. From the total 41,823 tweets,
6423 such multiple tweets were removed.

https://t.co/dbbq0jgbOK
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Table 3 Training dataset statistics

Source Positive instances Negative instances

IMDb 1500 1500

Demonetization 500 500

Manually labeled tweets 500 500

Total 2500 2500

Table 4 Training dataset examples

Source Positive Negative

IMDb Still I do like this movie for its
empowerment of women;
theres not enough movies out
there like this one

This is a bad film with bad
writing and good actors an
ugly cartoon crafted by Paul
Haggis for people who can’t
handle anything but the bold
strokes in storytelling a picture
painted with crayons

Demonetization One of the greatest and
dynamic decision taken in last
few decades respect
ModiRulesIndianHearts
DeMonetisation

U knw its real shit wen ur debit
crd gts expired n u gt new crd
bt cnt gt into atm to activate it
bt u need 2 withdraw cash too
BlackMoney

Manually labeled tweets GST impact
Colgate-Palmolive cuts prices
of toothpaste toothbrush by
9%

Post GST higher rate for
detergents and shampoos at
28% the highest tax bracket
GST impact on FMCG sector

5 Training Datasets

For training we have used IMDb [7] and Demonetization [8] datasets consisting of
3000 and 1000 sentences respectively and corresponding sentiment of each sentence
in form of “neg” (negative) and “pos” (positive). Further, to achieve the better effi-
ciency we manually labeled 1000 tweets (500 Positive and 500 Negative) collected
by us (See Sect. 3). This helped us to add domain specific training data to our train-
ing dataset. Table 3 shows the statistics of our training dataset, while Table 4 shows
example of the training dataset.

6 Sentiment Analysis

Sentiment analysis is the study of analyzing people’s opinion (sentiment) towards
an entity. It is often called opinion mining [9]. For performing sentiment analysis
we have used WEKA 3.8. WEKA is an open source software which consists of a
collection of machine learning algorithms for data mining tasks [10]. Using WEKA



414 P. Singh et al.

0 

20

40

60

80

100

SVM Navie 
Bayes

Decision 
Tree

KNN

Accuracy

0 

20

40

60

80

100

SVM Navie 
Bayes

Decision 
Tree

KNN

Kappa Sta s cs

0 

20

40

60

80

100

SVM Navie 
Bayes

Decision 
Tree

KNN

Ma hews correla on 
coefficient

0 

20

40

60

80

100

SVM Navie 
Bayes

Decision 
Tree

KNN

Rela ve Absolute Error

Fig. 2 Comparative analysis of different classification models
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Fig. 3 Results of sentiment analysis

we have built four different classification models Support Vector Machine (SVM)
[11], Naive Bayes (NB) [12], K-nearest neighbor (KNN) [13] and Decision Tree
(DT) [14]. The aim of choosing multiple models were to check which model gives
us best result for our training data.
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The training dataset was passed through four classification models (SVM, Naive
Bayes, KNN and DT) using 10-fold cross validation. The purpose of using 10-fold
cross validation is to analyze how a predictive model would perform on an unknown
dataset. Figure 2 shows the comparative analysis of different classification models
for our training dataset. Results clearly indicate that SVM gave the best results for
our training dataset; hence it will be used for performing sentiment analysis with the
testing dataset.

For testing dataset we have used tweets collected from Twitter (See Sect. 3). From
a total of 35,400 tweets, 18,454 (52.12%) tweets were classified as positive, while
16,946 (47.88%) tweets were classified as negative tweets. The results of sentiment
analysis for all three phases (Pre-GST, In-GST and Post-GST) are show in Fig. 3.

From11,711 tweet collected during pre-GST period, 6607 (56.41%)were positive
while 5104 (43.59%) tweets were negative. Similarly, from 15,187 tweets collected
during In-GST period, 7110 (46.81%) tweets were positive while 8077 (53.19%)
tweets were negative. Finally, from 8502 tweets collected during post-GST period,
4337 (51.01%) tweets were positive while 4165 (48.99%) tweets were negative. The
above results clearly indicate that during pre-GST period people were happy with
GST implementation as overall sentiment of nation was positive. However it was
during in-GST period when people started facing the hardship the overall sentiment
of the nationwas on the negative side, as sellers has to update their billingmechanisms
according to GST and manufacturers had to do repackaging of their items with new
GST inclusions. But soon Government introduced various webinars and step by step
guides to GST process with the sole purpose to make people familiar with GST. As
a result, things started moving back to normal, the overall sentiment of the nation
during post-GST period was again on positive side.

7 Location Based Analysis

In the previous section we discussed the sentiment of the nation in all the three phases
of GST. However, this is an overall analysis of nation, which does not depict the true
picture of analysis and hence the need of location based analysis comes into play [8].
As discussed earlier that tweets also contained the location (place) from where the
tweet was tweeted. Hence we will utilize this location parameter to do region wise
and state wise analysis, which will help us to depict how the region and states felt
during all the three phases of GST. The reason of doing this location based analysis
is the diversity of India. We can find a 94% literacy rate in a state like Kerala which is
32.20% higher than the state Bihar. Similarly, the population of Uttar Pradesh (UP) is
199,812,341 which accounts for 16.5% of the total Indian population, on other hand
Sikkim has a population of 610,577, almost 327 times smaller than Uttar Pradesh
[15]. To do state wise analysis we have the concept of sentiment score as shown in
Eq. 1.
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Fig. 4 Region wise analysis of Pre-GST period

Sentiment Score (State or Region) �
∑

Positive Tweets −
∑

Negative Tweets

(1)

The sentiment score gave us the description of how the people of state felt during
three phases of GST. If the sentiment score is positive, then this indicates the people
of that particular state are happy during that phase of GST. If the sentiment score is
negative, then this indicate that people of that particular state are not happy during
that phase of GST. Similarly, if the net sentiment score is “0” (zero), and then this
indicates that the mood of the people is neutral during that phase of GST. A similar
approach is used to find sentiment of the entire region. Below we have shown phase
wise results of regional analysis and state analysis.
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Fig. 5 Region wise analysis of In-GST period

7.1 Region Wise Analysis

In this section we will show the mood of the country for three phases of GST by
dividing the entire nation into six regions.

(a) Pre-GST: During pre-GST period, a part from east India which comprises of
Bihar, Jharkhand, Odisha andWest Bengal states, all other regions where happy.
Figure 4 shows the result of region wise analysis of pre-GST period.

(b) In-GST: During in-GST period, a part from north-east India and south India,
all other regions where sad. The possible reason for this is the hardship faced by
the people, which caused them inconvenience and showed unhappiness during
this period. Figure 5 shows the result of region wise analysis of in-GST period.

(c) Post-GST: During post-GST period, a part from north India and west India, all
other regions where happy. This shows once people got familiar with this new
policy the overall sentiment of the sates again turned positive. Figure 6 shows
the result of region wise analysis of post-GST period.
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Fig. 6 Region wise analysis of Post-GST period

7.2 State Wise Analysis

In this section we will show the mood of the country for three phases of GST by
dividing the entire nation into states and Union Territories (UT). Note that no data
was available for Arunachal Pradesh, Meghalaya, Nagaland, Manipur, Mizoram and
Tripura states, hence these state are not included for analysis in any of the three
phases.
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Fig. 7 State wise analysis of Pre-GST period

(a) Pre-GST: During pre-GST analysis, 10 states were unhappy, 13 (10 states &
3 UT) were happy and 4 (3 states & 1 UT) were neutral. So in total 62.96%
of states & UT were in favor or neutral. Figure 7 shows state wise analysis of
pre-GST period. The analysis of three UT is shown in Fig. 8.

(b) In-GST: During pre-GST analysis, 15 states were unhappy, 9 (6 states & 3 UT)
were happy and 3 (2 states & 1 UT) were neutral. So in total 55.55% of states
& UT were unhappy with GST. Figure 9 shows state wise analysis of In-GST
period. The analysis of three UT is shown in Fig. 10.

(c) Post-GST: During post-GST analysis, 4 states were unhappy, 18 (6 states & 4
UT) were happy and 5 states were neutral. So in total 85.18% of states & UT
were either happy or neutral with GST. Figure 11 shows state wise analysis of
In-GST period. The analysis of three UT is shown in Fig. 12.
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Fig. 8 Analysis of 3 UT during Pre-GST period

8 Possible Reason of Unhappiness Among Various States

As observed from the available data, there is clear indication that earlier there was
displeasure among the public from few of the states with the implementation of GST.
This number gradually increased to as many as 15 states when GST was getting
actually implemented. But once the government provided various online webinars
and tutorials to make people familiar with GST, things stated to get normal and as
a result during post-GST period, only four states (Haryana, Maharashtra, Rajasthan
and Uttar Pradesh) were observed to be unhappy with GST, while all other states
eventually started responding positively to this government initiative.

If we minutely observe the details of these states on a day by day basis during the
post-GST period, we analyzed that the overall sentiment among people throughout
the nation started to drift towards positive perception during the last days of our
analysis. Since the overall sentiment during the initial days of post-GST period was
highly negative, the accumulated overall sentiment score for post-GST period still
remained negative.
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Fig. 9 State wise analysis of In-GST period

Figure 13 elaborates the day by day analysis for the state of Haryana during post-
GST period. On July 9 and July 10, the overall sentiment was mildly negative, but on
July 11, the sentiment was highly negative and not even a single tweet was having
positive sentiment. Things started to change thereafter as the central government
shared remedial measures to overcome the doubts in the minds of various traders.
July 12 and July 13 were neutral in the sense that net positive tweets were equal
to net negative tweets. From July 14 to July 16, the net sentiment of the state was
observed to be on positive side, which indicates that probably the people started
getting convinced by the governmental assurances. Since a large number of negative
tweets were received in starting days of post-GST period, the net sentiment score
of the Haryana state was observed to be negative. The vital observation during last
days of our analysis is that the overall sentiment of the state was shifting towards
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Fig. 10 Analysis of 3 UT during In-GST period

the positive side. Hence if the analysis would have been extended for a few more
days, then the overall sentiment would have been become largely positive instead of
current negative.

Figure 14 shows the day by day analysis for the state of Maharashtra during post-
GST period. For initial 5 days i.e. July 9 to July 13, the overall sentiment of people
was negative. But during the final 3 days of post-GST analysis i.e. July 14 to July
16, the overall sentiment of the state stated to drift towards positive side. This again
shows that the overall sentiment of even Maharashtra state was positive during final
days of our analysis.

Figure 15 shows the day by day analysis for the state of Rajasthan during post-
GST period. Sentiment of the people of Rajasthan was on negative side during initial
3 days i.e. July 9 to July 11. But next 3 days were neutral, and finally from July 15
onwards the sentiment of Rajasthan was on positive side.

Figure 16 shows the day by day analysis for the state of Uttar Pradesh during
post-GST period. Sentiment of the people of Uttar Pradesh was on negative for the
initial four days i.e. July 9 to July 12. But from July 13 onwards the overall sentiment
of the state was either neutral or positive.
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Fig. 11 State wise analysis of Post-GST period

The day by day analysis of all four states shows that these states were having
negative sentiment during initial days but as we approached the final days this senti-
ment changed towards negative side. Since the number of negative tweets gathered
during initial days were quite high as compared to number of positive tweets during
final days of analysis and hence these states had an overall negative sentiment i.e.
sad during post-GST period.
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Fig. 12 Analysis of 3 UT during Post-GST period
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Fig. 13 Day by day analysis of Haryana

9 Conclusions

Using the mathematical modeling based testing of the datasets collected from the
general public about the economic policy of a union government, especially the
fastest growing economy of the world is a novel effort and the results have been
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Fig. 15 Day by day analysis Rajasthan

put forward for the analysis of the economic gurus. The sentiment opinion of all the
directly as well indirectly affected parties has been considered to bring out a truthful
conclusion.
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The opinion analysis towards GST was completed three phases. Pre-GST period
showed that among 27 states and UT’s under consideration 10 states (37.03%) were
unhappy suggesting that rest of the 62.97% of the states and UT’s were in favor
of GST implementation. As soon as GST got implemented on July 1, 2017 things
started to change. The group of people mainly belonging to businessmen, traders
and manufacturers faced the hardship as they needed to update their billing system
in accordance to the GST guidelines. Further all the inventories and the stocks were
required to get repackaged with new packaging which must have GST charges men-
tioned on these entities. This further added an extra burden of unwanted spending.
As a result of this, 15 states (55.55%) became unhappy with GST during In-GST
period. Soon the government realized the problems encountered by this group and
subsequence hardship faced by its people and it introduced various webinars and
online tutorials to make these people familiar with GST. Further the rates of some
entities especially fast moving consumer goods (FMCG) got reduced due to imple-
mentation of GST. This lead to an overall positive swing in the mood of people
towards GST, and hence 85.15% of the state supported the GST during post-GST
period. Further our day by day analysis showed the even for the remaining unhappy
states (Haryana, Maharashtra, Rajasthan and Uttar Pradesh) the sentiment started
to swing towards the positive direction during the final days of the post-GS period.
So we can conclude from our overall detailed analysis that majority of the people
supported the GST implementation decision of the Indian government.
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Event Detection Using Twitter Platform

Anuradha Goswami and Ajey Kumar

Abstract Online Social Network (OSN) has evolved through a radical transforma-
tion in the way user communicate with each other in the Web 2.0 environment. User
communicate over OSN through a connected network structure, forming a group
of individuals who interacts among themselves. Interaction among users, within a
community or inter-community, facilitates in the formation and exchange of huge
User-Generated Content (UGC) across the OSN platforms. UGC is an important
source for researchers to extract relevant insights related to events of significance
e.g. earthquake, product review, emerging topics, etc. In this chapter, a comprehen-
sive survey of event detection techniques for OSN is done. First, the types of OSN
based on information flow (service oriented, sharing services, Social Network Shar-
ingNews, Location Based Social Network and community building Social networks)
and then the various categories of events (natural or manmade disaster events, pub-
lic opinion events & emerging events) are studied. Second, events were categorized
based on four dimensions—thematic, temporal, spatial and network structure. An
extensive survey of dimension-wise event detection techniques is carried out and the
research gaps are identified. Third, Twitter platform was taken as a case study due to
its popularity among users as well as researchers. An in-depth survey of event detec-
tion techniques with respect to different dimensions applicable to Twitter data for
disaster event management, detection of emerging events and prediction of emerging
events is performed and respective research challenges are enlisted. Finally, an exclu-
sive study is conducted for Twitter platform based data collection and event detection
& analysis tools. The suggested open challenges will give researchers/readers ample
scope to work upon.
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Keywords Web 2.0 · Online social networks · Twitter · Event detection · Disaster
events · Emerging trends · Public opinion events · Data collection tools · Event
detection tools

1 Introduction

The invent of Web 2.0 technology has brought up a radical transformation in the
way people communicate with each other throughout the world over Internet. The
foundation of Internet in the early 1990s has encouraged users to interact and com-
municate information over the web in different forms. The era of Web 2.0 further
added to this volume of information in the form of World Wide Web content [1].
According to Cisco VNI (Visual Networking Index), the global IP traffic in 2016
stood at 96 Exabyte per month and will nearly triple by 2021, to reach 278 Exabyte
per month, which implies a growth at a Compound Annual Growth Rate (CAGR) of
24% from 2016 to 2021 as shown in Fig. 1 [2]. Most of these traffics are generated
by the Online Social Networks (OSN) platforms such as Youtube [3], Facebook [4],
Twitter [5], etc. in the form of either text, videos, images or photos [6]. Table 1,
shows the data explosion statistics from different OSN platforms in every minute of
the day.

Online Social Network (OSN) has emerged as a part of this Web 2.0 technology. It is
defined as web-based services that provide a platform to create public/semi-public
profilewithin a specificdomainby the users,which further initiate the communication
to other users within the network [7, 8]. These users communicate over OSN through
a connected network structure, forming a group of individuals who interacts among
themselves following a certain pattern [9].

Fig. 1 Cisco VNI global
internet traffic prediction
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Table 1 Data generation rate for OSN

OSN Data volume generated/minute of the day

Facebook 2,460,000 pieces of content shared

Twitter Tweets 277,000 times amounting to 400 million tweets per day

Youtube Users upload 72 h of new videos

Pinterest Users pin 3472 images

Instagram Users posts 216,000 new photos

This OSN network structure pattern is diagrammatically represented as collection
of nodes (A1, B1, C1, …etc.) connected with links/edges ([A1, A5], [B1, B4] etc.),
where nodes signify individuals/entities/actors and existence of an edge between
nodes reveals that the nodes are related to each other socially [10], as shown in
Fig. 2. The pattern could be casual connection, intimate bonding of friendship or
formal business relationship. The communication pattern generates cohesive groups
or communities (A, B or C as in Fig. 2.) in an OSN, where users are tightly coupled to
each otherwith strong ties/edges through similar interests and characteristicswithin a
community [11–15]. The inter-community ties/weak links ([A5, C5], [B4, C4], etc.)
encourage sharing of information across groups/communities. For example, a group
or community of technology gadgets form a strongly tied group of members/friends,
where all follow the same news stream and updatedwith the same information related
to technology world. A weak tie, on the otherhand, are loose acquaintances of the
member of a community with some other community, with whom a person connects
very often, and specially used to new information flow. But, in order to get a job
reference, the said community members can get to use the inter-community ties,
which sometimes proves to be more effective than the strong ties in a community in
receiving any novel information from the rest of the social communities. Both the
interaction among users, within a community or inter-community, facilitates in the
formation and exchange of huge User-Generated Content (UGC) across the OSN
platform [16].
UGC is defined as “the work that is published in some context, be it on a publicly
accessible website or on a page on a social networking site only accessible to a select
group of people”, or a work such that “a certain amount of creative effort was put into
creating the work or adapting existing works to construct a new one” and something
“generally created outside of professional routines and practices” [17]. The UGC
is expressed in the form of text, blogs, micro-blogs, news, discussions or some
other kind of documents [18]. Any interpersonal relationship between individuals are
maintained by frequent exchange/flow of information in the form of UGC. The type
and timing of information flow can have an effect on the intensity of the relationship
between individuals, and is often called ‘tie-strength’ [19]. The UGC thus generated
could be an important source of learning of opinions and sentiments [20], subjectivity
[21], influences [22], observations [23], or feelings [16].
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Fig. 2 Network structure of OSN

In order to derive important insights from this huge UGC of OSN during events of
significance like earthquake, epidemics, election polls, etc., appropriate data collec-
tion tools are required by the researchers. The effective collection of this meaningful
data in the form of UGC, imposes major computational challenges. These challenges
are mainly due to the huge volume (in terabytes or petabytes), noise, and diversity of
UGC data [24, 25]. All these challenges have motivated us to conduct a survey study
to find out the event detection techniques available to the researchers, the existing
data collection and event detection and analysis tools available, and existing research
challengeswith respect to event detection and analysis. To support our study, aTwitter
case is taken in order to elaborate all these scenarios.

The organization of this chapter is as follows: Sect. 2, briefs on the different types
of OSN. Section 3, outlines the different category of events which occurs in OSN.
Section 4, details the different event detection techniques available along with the
inherent challenges of the same. The case study with respect to Twitter platform
is given in Sect. 5. Analyzing the role of Twitter in different categories of events
along with the event detection techniques used by the researchers for churning the
insights from this platform are also described. Section 6, deals with the existing
data collection tools and the event detection and analysis tools available for Twitter
platform. Lastly, Sect. 7, concludes the survey.
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Fig. 3 OSN categories

2 Types of Online Social Networks

OSN can be categorized into several types based on different forms of UGC flows,
through the corresponding network structure [26, 27].

The different categories of existing OSN’s are outlined in Fig. 3 and their respec-
tive definitions & examples are discussed as follows:

Blog Based SN : A blog based SN is a service based on OSN. A blog is a type of a
personalwebsite inwhichbloggers (i.e. personwhowrites a post) candepict their own
thoughts and opinions through a post [28–33]. Bloggers can influence one another
through their postings and perform various activities in the blog world. Thus, variety
of relationships gets created between the bloggers, resulting in the formation of a
social network called blog based social network. Plethora of services are provided by
these blog based SN to the bloggers. To mention a few, one is blog scraping through
which one can scan through a huge number of blogs, copying content and generate
his own blog. The other is trackback in which a blogger writes a new post related to
someone else’s post in their own blogs or refer back other blogs. These functions of
scraping and trackback cause information diffusion over the blog world [34]. Few
examples of blog based SN can be Blogger [30], WordPress [35] etc.
Services Oriented SN : Service Oriented SNs offer web-based services that allow
individuals to construct a public or semi-public profile within a bounded system,
articulate a list of other users with whom a connection is shared, view and traverse list
of connections within the system. The nature and nomenclature of these connections
can vary from one OSN site to other [36]. It includes a two-way communication
and content sharing. These categories of SNs can be further divided into OSN like
Facebook.com [4], microblogging site like Twitter [5] and professional SNs like
LinkedIn [37], where each of them support millions of members on their respective
platforms. Services-oriented SN also includes sites offering other services, such
as Elftown.com offering service for fans and fantasy and science fiction [38] and
Ravelry.com [39] which is for fans of knitting, both forms a part of the professional
category, with small numbers of members but connected with a common interest.
Media-sharing SN : Social network services which are based on posting, sharing
and commenting on contents like video, images, audio, etc. are considered to be
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in this category. When user creates multimedia content, it is uploaded/shared on
the SN site to notify his/her network about the content. The notification can be
shared explicitly by the user or by the website where UGC was created. Posts are
generally composed of elements from the content (video, photos or images, audio) or
sometimes appended with a link to the original content. A study by [40] has divided
UGC into two categories: direct share where content is created on service oriented
social networking site directly and indirect sharewhere content is created in external
websites/web services which are exclusively used as SNs for sharing services and
included in service oriented SNs as a link to the external site. Few examples of SN
sharing services are Youtube [3] for video sharing, Flickr [41] for photo sharing and
Podcast [42] for audio sharing.

News-sharing SN : SNs have transformed the way news is consumed and shared
by individuals. Traditionally, news was meticulously produced and disseminated
amongst the public in a curated format [43]. Previously, audiences were also habit-
uated in receiving their news only after a defined number of hours, in a defined
format such as newspapers [44]. But nowadays, people exists within a constant buzz
of attractive and ambient news, available anytime, anywhere on almost any device,
sourced by both professionals and individual users [44]. This is an unprecedented
shift from the traditional news media to social media. News is crowdsourced where
any user can be a reporter during any kind of events. News-sharing SN is a platform
on which this crowdsourced news is reflected from the users. The friends, family and
acquaintances of an individual in their social network are populating and curating
the news, which can be seen by any individual. In turn, individuals are consuming
and re-sharing that content in their own SNs. Users can also favorite news, leaving
it for the rest of the users in his/her network to see and accordingly like or vote it.
Digg [45], Reddit [46] etc. are some of the most popular social news sites available
for the users.

Location Based Social Networks (LBSN): SNs which insists on the users to share
their location to enable location embedded information sharing amongst the people in
their network structure, is a LBSN. It refers to a social structurewhere people are con-
nected through same locationmention as well as through their location-taggedmedia
content, such as photos, video, and texts. Users of the same location normally share
similar knowledge content, typically having common interest, behavior and attitude
[47]. Location of a user indicates his current location at a given timestamp. These
services operate through location-aware smartphones, where users explicitly record
their presence at a location via an application. This action is termed as ‘checkin’,
which is amessage shared through a dedicated SN in near-real time. The geographical
location of a user is normally represented as a venue in a LSBN, be it a meaningful
place on streets, shop, park or building. The taxonomies of venues have evolved
over the time from massive user participation and have also become widespread for
urban areas throughout the world [48]. Few examples of LSBN include Facebook
[4], Foursquare [49] etc.
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Community-Based SN : Web communities which consists of members with strong
identity ties based on race, nation, religion, interests, gender and so on are
Community-based SNs. This variant of SN also sometimes serves as reshaping the
existing offline communities. Sense of belongingness in these platforms sometimes
gives rise to micro community’s social network [27]. Passion-centric network also
falls under this category of SN, as it gathers people who share common interests or
hobbies, e.g. Dogster, CarDomain, etc. Google groups [50] can be an example for
this community-based SN.

3 Event Categories

The relevance or significance of the term ‘event’ differs across domains, ranging
from social computing to Topic Detection and Tracking (TDT). Accordingly, the
definition of event also varies. An event, in case of OSN platform, can be defined as
a particular incident/occasion that is entangled with some specific time or location
[51]. Accordingly, Wang et al. [52] has defined event in his study as: “An occurrence
causing changes in the volume of text data that discusses the associated topic at a
specific time”. So, it is evident from this definition that occurrence of an event can be
popularly featured by the related topic involved, time of occurrence, and sometimes
with the related entities or people and the location where it happened. So, an event
when expressed through an OSN, will be eventually identified through all these
mentioned parameters. Event is also defined in [53] as a specific incident having
a defined scope, with a firm beginning and ending. Dong et al., defined event as a
real world happening, which is realized through a sudden increase in the volume of
textual data of expression in anOSNplatform. Event was also defined through photos
instead of text in a study by Chen and Roy [54]. According to the study, an event is
realized through a set of photos if all the photos express the same specific incident
with semantically consistent content, clicking time is within a certain time segment
and the source of the photos denotes the same location. Events will be dealt with in
this study covering two aspects: event categories and event detection as summarized
in Fig. 4.

The various types ofOSNplatforms is used in an extensiveway by the users during
different events like earthquake, forest fires, epidemics, elections etc. to express their
mind, creating substantial amount of UGC. Researchers can get significant amount
of information by churning the explosive UGC during these different kinds of events.
This sizeable information could be regarding the peoplewho are affected by the event,
location and time of the event, extent of damage created and effects on surrounding
environments. For example, during Queensland floods, data fromOSN described the
whole situation revealing the yacht sinking on Brisbane River, reopening of the port,
incident of bull shark on a flooded street etc. [55].

Post considering the different types of events that frequently happens, get reflected
in OSN and generates massive data or information. As shown in Fig. 5, events can
be categorized broadly into three groups, given as follows [56]:
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Fig. 4 Event and its aspects covered

Fig. 5 Event detection and classification from data streams

Natural or Manmade Disaster Events (NMDE): The world has witnessed the occur-
rence of frequent and series of huge natural and man-made disasters in the recent
years such as Hurricane Katrina in USA, The tsunami in Indonesia, Haiti and Asian
earthquakes, earthquake and tsunami in Japan, Mumbai terrorist attack in India and
World trade centre tragic event in New York. The disasters, whether natural or man-
made come without any warning in general and take lives of hundreds and thousands
of people [57]. These disasters result in increasing communication among the peo-
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ple for various reasons like to contact family and friends in the disaster zones, seek
information regarding potential sources of food, shelter, transportation and others.

In recent disaster situations, OSN platforms such as Facebook, Twitter, Flickr,
and Youtube have played an important role in breaking news about the disasters.
OSN serve as platform for the users to share information, knowledge, and even seek-
ing for help or support. There are plethora of research studies which shows the role
of social networking services and their problem solving capability during natural
as well as man-made disasters [58–61]. During disasters when all the conventional
communications media generally stop functioning, the social media networking ser-
vices remains active for the users. Thus, these OSN platforms functions as a live
network of monitoring active sensor systems for detection of world disaster events in
real life scenarios [62–66]. Additionally, these SN systems can provide the needful
resources required to connect people recovered from disasters. There exist variety
of communities or groups which get formed in most OSN platforms during and
post disaster, who continue discussions on situation awareness, emergency needs
and knowledge sharing among others. For example, during earthquake in Japan on
Friday, March 2011, millions of users were able to connect links and resources on
OSN platforms, taking a form of global voice through international community of
bloggers in multiple languages. A recent study conducted by American Red Cross
Society, reveals the immense popularity of different OSN platforms like Facebook,
Youtube, Myspace, Flickr and Twitter, once natures strikes in various forms of nat-
ural or man-made disasters [67–69]. These OSN platforms can be analysed across
three different time frames: pre, during and post disaster events. It is required to
plan ahead during pre-disaster phase, to communicate, share and control important
information during disasters and to coordinate recovery processes post disasters. In
all these cases, the most important task is to extract important insights on the events
which are meaningful from the user point of view.

Emerging Events (EE): Emerging events can be termed as ‘trends’ that appear in
streamofOSNdata and so real-time in nature. Trends are typically driven by breaking
news and general topics that attract the attention of a large fraction of OSN users
[70]. Thus, trend detection is of high importance and significance to news reporters
and analysts, as churning this data can yield them with fast-evolving news stories.
For example, at the announcement of Michael Jackson’s death on June 25, 2009,
Twitter was immediately flooded with enormous volume of connected discussions
and comments. Trend detection is also important for online marketing professionals
and opinion tracking companies, as trends or emerging events point to topics that
capture the general public attention. Trend analysis mandatorily require real-time
trend detection for a live streamof data fromOSNplatformwhere topics of discussion
shift dynamically with time. The other requirement of the system is to be scalable,
supporting this massive document streams over the defined period of time.

Public Opinion Events (POE): Focused events that are capable of inducing self-
interested responses or comments from the users or people, either positive, negative
or neutral way, through an OSN platform, are called Public Opinion Events. Public
opinion was subject to constant potential influence and flux since the term ‘CNN
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effect’ was coined to describe the impact of a 24-h news cycle. Also, it has been noted
that public opinion is a very slippery concept to define.There are numerous definitions
which prevails for public opinion [71, 72]. The orthodox contemporary view of
public opinion, as clearly expressed by early pollsters [73] is that it is the cumulative
preferences of individual citizens. So from this, it is evident that public opinion is
something which pollsters aim to discover. But, some critics have argued against this
definition, claiming that public opinion research manufactures public opinion rather
than simply discovering it [74]. Despite this critical views, the Gallupian paradigm
of public opinion only dominate the journalistic, political and general imagination
[75, 76].

The traditional method of charting public sentiments through survey based
research was slow, constrained through questionnaire and expensive. Measurement
of public opinions via OSN ‘big data’ removes all those limitations of past method-
ology. Measurement is continuous and instantaneous, providing a live monitor of
public mood that can be tracked through a presidential debate, an election campaign,
a foreign policy crisis, a full parliamentary term or a new product launch. The data
from Facebook, Twitter is capable of capturing the shades and flavours of public
opinion.

4 Event Detection

Event detection has drawn considerable attention of researchers to automatically
understand, extract and summarize the happenings of an event in different fields like
bio-surveillance, safety, health, economics etc. [77]. In the field of disease outbreaks,
DARPA [78] has estimated that a two-day gain in the detection time can reduce the
extent of fatalities by factor of six. Also, studies in [78, 79] has showed that a hotspot
violent crime can be detected 1–3 weeks prior to the event by detecting the clusters of
leading indication crimes like disorderly conduct, assault etc. In another study in the
field of safety, detection of anomalous clusters of pipe breakage is done supporting
the monitoring system of city’s water distribution [78]. Environmental monitoring is
done through remote sensors which are used for continuous observation of a certain
place or domain, generating large volumes of data to analyse the same [80]. So it is
evident that event detection in OSN contributes much to understanding or predicting
the events.

The primary motivation of event detection analysis study got initiated by a project
calledTopicDetection andTrackingwhichwas initiated as a joint venture ofDARPA,
CMU and Dragon systems [81]. According to one of the issues of this project, event
is distinguished from the term topic by the property of time. For example, “Mumbai
TerroristAttack on26November, 2008” [82] is considered to be an event but “terrorist
attacks” is a more general topic. This difference can be extended by incorporating
the spatial or location aspect in the definition also [81].
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4.1 Event Detection Techniques

According to [55], any input message by a user posted to an OSN can be considered
as his observation on a real-world happening at a certain location and time. This
observation is event element. Given a set of event elements say E, an event is defined
as a subset Ei of E, provided all the event elements in the set Ei refers to the same
real-world occurrence. Any event can be described by the tuple given as follows:

Ei ={Mi, Li, Ti, Ni) where ‘i’�>same real-world occurrence

In the above tuple, Mi represents data or message, Li represents location in terms
of longitude and latitude, Ti denotes time of occurrence of the event andNi represents
the embedded network structure associated with the event data.

Depending on these four features of real time streaming data of OSN platform,
the existing event detection techniques can be categorized into four dimensions [55,
83] as follows:

(a) Thematic Dimension (TH): This dimension includes methods/techniques which
are used to detect events defined by analysing the semantic and contextual fea-
tures of the OSN text stream [1]. OSN text stream data is a collection of informal
text communication datawhich gets generated over time and each piece of text in
the streamconsists of some social attributes named author/user, reviewer, sender,
and recipients. Each piece of text also carries part of the semantics, explaining
the information about the real world events [84]. Basically, the textual content
description of a specific message or a number of related messages, refer to the
keywords of social messages after the specific stop words are excluded from
them [55].

The Thematic Event Detection Techniques are as follows:

(i) Term and Named Entity Vector: TDT (Topic detection and Tracking) program
is responsible for developing technologies that search, organize and structure
multilingual textual news from a variety of broadcast news media. New Event
Detection (NED), a subtask of TDT, is concerned with the developing of
systems that is capable of detecting the first story on the topic of interest.
For example, if a topic is regarding ‘multi-storied building on fire’, the first
story on the topic could be the article which published the news. The other
stories on the same topic could be the discussion regarding locality damage,
missing people, salvaging efforts, financial impact and so on. A good NED
system is the one which correctly identifies the first story article without delay
[85, 86]. Detection of new stories is done by the comparison of the story in
hand with the all past existing stories using similarity calculation metric like
cosine, Hellinger distance, etc.

(ii) Clustering Algorithm: Clustering is a task of finding groups of similar docu-
ments in a given collection of documents, extensively used in the field of text
mining. Different levels of granularity can be observed in case of text cluster-
ing where clusters can be formed out of documents, paragraphs, sentences or
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terms. For example, Cutting et al. [87] has used clustering technique to pro-
duce a table of contents of a large collection of documents. Various software
tools used for implementation of common clustering algorithms are Lemur
and BOW [88]. The text clustering algorithms are divided into agglomerative,
partitioning and probabilistic clustering algorithms types [89].

(iii) Incremental Clustering Algorithm: Traditionally, the batch document cluster-
ing mechanism required all documents to initiate the process and cluster the
document collection throughmultiple iterations over them. But, with the huge
generation of informational textual documents now inWorldWideWeb in the
form of Newswire, Blogs, Microblogs etc., the batch clustering is impossible
with respect to the sheer volume of documents and also time consuming. This
gave rise to the requirement of an incremental clustering algorithm which
process the documents as soon as they arrive in real time. The incremental
algorithm can cluster the text documents as they arrive into an information
cluster hierarchy. Awell-known incremental hierarchical clustering algorithm
COBWEB [90] got used in previous researches in non-text domain. Study by
[91] applied a variant of COBWEB to textual documents. This is less time
consuming too as theymake very few passes over the entire dataset and decide
the cluster of an item as they see it.

(iv) Gaussian Mixture Model: This is a probabilistic model used to represent
normally distributed subpopulations within the overall population. Normally,
formixturemodels, it is not required to knowwhich subpopulation a data point
belongs to, allowing the model to learn the subpopulations automatically.
For example, suppose we are modeling the data of human heights, height
is typically modelled as a normal distribution for both males and females.
Given only the height data without any gender assignments for each data
point, the distribution of all heights would follow the sum of two scaled
(different variance) and shifted (different mean) normal distributions. This
is Gaussian Mixture Model (GMM), where the model can have more than
two components. A more practical example given by study in [92] states that
suppose a primary requirement of medical diagnosis is to identify the range of
values for an appropriate feature set which distinguishes between abnormal
from normal cells. The measurable factors may be shape, color, texture, size,
motility, chemical composition etc. The statistical tendency of abnormal cells
cannot be easily characterized by any structured density. Hence, a mixture
model consisting of a number of component densities, can be used in this
case to construct a satisfactory model for distinguishing different classes of
cells.

(v) BinomialDistribution: A study by [93] proposed hot bursty events detection in
a text stream, where the text stream consists of a sequence of chronologically
ordered documents. In this study, hot bursty event is a minimal set of bursty
features that occur together in certain time windows with strong support of
documents in the text stream. The objective of the study was to detect all
the bursty features to detect the bursty event which is a partially supervised
text classification procedure [94, 95]. For example, SARS (Special Severe
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Acute Respiratory Syndrome) can be termed as a bursty event with a set of
bursty features such as sars, outbreak, respire, pneumonia etc. This event was
reported in four hot periods inmajor English newspaper, SouthChinaMorning
Post, in Hongkong, in different temporal diversities from April 2003 to 11
January 2014. The complete procedure of event detection was categorized
into three steps [93]: Bursty features identification, Bursty features grouping,
Hot periods of bursty events determination. Binary distribution was used to
model Bursty feature identification using hyper-geometric distribution.
Binomial distribution is used to model the probability of occurrence of the
feature fj in the time window Wi, Pg

(
ni,j

)
given as:

Pg
(
ni,j
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ni,j

)
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ni,j
j

(
1 − pj

)N−ni,j

where N is the number of documents in a time window. The number of docu-
ments can be different in each window, but rescaling of the same is possible
so that all Ni become all the same. It is done by adjusting the frequency of
documents having the bursty features in all time windows.

(vi) Discrete Fourier Transformation (DFT ): A research study conducted in [96]
on a problem of analysing word trajectories in both time and frequency
domains, having the ultimate aim to identify important and less reported,
periodic and aperiodic words. A set of words having same trends can then be
further grouped together to report an event in an unsupervised manner. The
document frequency of each word across time is treated like a time series,
where each element is theDocument Frequency-Inverse Document Frequency
(DFIDF) score at a time point. In fact, inmany predictive event detection tasks,
vast set of potential features are present only for a fixed set of observations
(which are obvious bursts). A small number of features in these are expected
to be useful. The research studied a novel problem of analysing feature tra-
jectories for event detection through identifying distributional correlations
among all features by spectral analysis, where DFT comes into existence. For
example, a high correlation between words like Easter and April can be found
by plotting their normalized DFIDF data, depicted through heavy overlap of
two word curves. This gives an indication that both of them belong to the
same event ‘Easter feast’ which is an important aperiodic event over 1 year.

(vii) Naïve Bayes Classifier: A study by [97] demonstrated how to use Twitter to
automatically obtain breaking news only from tweets posted by the Twitter
users through a system TwitterStand. The system also provides a map inter-
face for the users to read this news through clustering tweets according to
geographic location. Now, tweets are basically noisy, as most of them carry
a very least significant information as per as the contextual content is con-
cerned. The limitation on the size of the tweet is also responsible for the same,
as very little can be conveyed in 140 characters which is the upper limit of
the size of a tweet. The study had to distinguish between news and noise by
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applying filter on inbound tweets to the system, with the exception on the
tweets sourced by Seeders or the knowledgeable users regarding the event.
The study aimed at finding a way to discard tweets which are not news, thus
partially getting rid of noise data. Naïve Bayes Classifier [98] was used for
the purpose which is already trained on a training corpus of tweets that have
already been categorized as either news or junk.
Given a tweet ‘t’, comprised of a set of words or terms w1,w2, . . . ,wk , the
probability that ‘t’ is a junk, denoted byP(J |w1,w2, . . . ,wk ), can be expressed
using Bayes theorem as:

P(J |w1,w2, . . . ,wk ) � p(J ) · p(w1,w2, . . . ,wk |J )
p(w1,w2, . . . ,wk)

Similarly, given tweet ‘t’, the probability that ‘t’ is news, given as
P(N |w1,w2, . . . ,wk ), can be expressed through Bayes theorem as:

P(N |w1,w2, . . . ,wk ) � p(N ) · p(w1,w2, . . . ,wk |N )

p(w1,w2, . . . ,wk)

Assuming that in both cases, there is complete independence of words in ‘t’,
the above equalities can be reduced to as follows:

P(J |w1,w2, . . . ,wk ) � p(J )

Z
·

k∏

i�1

p(wi|J )
p(wi)

P(N |w1,w2, . . . ,wk ) � p(N )

Z
·

k∏

i�1

p(wi|N )

p(wi)

where Z is a normalizing factor that ensures

P(J |w1,w2, . . . ,wk ) + P(N |w1,w2, . . . ,wk ) � 1

Now, dividing the above equalities by each other, and taking logarithm on
both sides,

D � log
P(J |w1,w2, . . . ,wk )

P(N |w1,w2, . . . ,wk )
� log

(
P(J )

P(N )

)
+

k∑

i�1

log
p(wi|J )
p(wi|N )

IfD < 0, the resultant tweet is a news else it is identified as junk and removed
from dataset.
Here,

P(J ) � Total number of words in tweets marked as junk in corpus

Total number of words in the corpus
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P(N ) � Total number of words in tweets marked as news in corpus

Total number of words in the corpus

P(wi|J ) � Number of times word wi appears in tweets marked as junk in corpus

Total number of times in appears in the corpus

P(wi|N ) � Number of times word wi appears in tweets marked as news in corpus

Total number of times in appears in the corpus

(viii) Support VectorMachine (SVMs): SVMs are based on the StructuredRiskMin-
imization principle [99] from the computational learning theory. The theory
of structural risk minimization is to find a hypothesis h for which a lowest true
error can be guaranteed. The true error of h is the probability that h will make
an error on an unseen and randomly selected test example. Inmachine learning
context, SVM is normally associated with learning algorithms which handles
data for classification and regression analysis. It supports linear classification
as well non-linear classification of data.

(ix) Latent Dirichlet Allocation (LDA): The topic models normally assume the
presence of latent (hidden) topics behind words in human language. For that
reason, if an author uses the word automobile in a document and a user
who is browsing uses a word vehicle in a query, topic models assume both
of them referring to the same concept/topic car. Based on this assumption,
topic models provide methods which infer those hidden/latent topics from
the visible words in documents. Now, though PLSI [100] contains a good
probabilistic generative model and also a statistical inference method, the
method does not fit well with hidden or unobserved words and also suffers
from overfitting problem.
Blei et al. [101] introduced the Latent Dirichlet Allocation model to solve this
problem which not only assigns high probability to members of the corpus,
but also assigns high probability to other similar documents.

(x) Gradient Boosted Decision Trees: The most common approach to data-driven
modeling is to develop a single strong predictive model. A different approach
is to build a bucket, or an ensemble of models for some learning task. A set
of strong models like neural networks is also considered which collectively
can yield better prediction. Practically, the ensemble technique adheres to
combining a large number of relatively weak simple models to generate a
strong prediction. Random forests [102], Neural networks [103] and boosting
algorithms are of this ensemble technique category. Themain idea of boosting
is to add new models to the ensemble sequentially. At each iteration, a new
weak, base-learner model is trained with respect to the error of the whole
ensemble learnt from the beginning.
The first prominent boosting technique was mainly algorithm-driven [104].
The two extremes of these algorithms were either they outperformed all other
algorithms or were inapplicable due to overfitting problem [105]. To estab-
lish statistical framework connection, a gradient-descent based formulation of
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boosting methods was derived [106, 107]. This formulation of boosting meth-
ods and the corresponding models were called Gradient Boosting Machines
(GBM). Using GBMs, the learning procedure consecutively fits new models
or base learners as already mentioned to provide more accurate estimate of
the response variable. The principle idea behind this algorithm is to construct
the new base-learners to be maximally correlated with the negative gradient
of the loss function, associated with the whole ensemble.

(xi) Conditional Random Fields: The requirement of assigning labels to a set of
observation sequences is present in many fields like computer vision, bioin-
formatics, computational linguistics or speech recognition. For example, in
a natural language processing task of labelling the words in a sentence with
their respective part-of-speech (POS) tags. In this example, an annotated text
can be generated by labelling each word with a tag indicating the correspond-
ing POS. Sometimes, prediction of large number of variables are required that
depend on each other as well as other observed variables. For example, the
performance of a cricket team as a whole depends on the health and accom-
plishment of each member of the team. Again, the health of the members
might get affected by frequent inter-state trips or world trips which might in
turn affect the net outcome of the games played. Bad performance in games
might have an impact on the morale of the team. So, here there are multiple
variables that depends on each other intricately. These type of problems are
normally modelled byConditional Random Fields (CRFs) [108]. An ordinary
classifier predicts a label for a single sample without regard to neighbouring
input samples whereas the CRF takes the context of the features into account.
The CRFs address a critical problem faced by the graphical models like Hid-
den Markov Model (HMM) which has gained a lot of popularity in recent
years. CRF model the conditional distribution directly where dependencies
that involve only variables from input data play no role, thus having a much
simpler structure than the joint distribution model of HMM.
CRFs are probabilistic framework for labelling and segmenting structured
data, such as sequences, trees and lattices. Particularly, this is useful in mod-
eling time series data where temporal dependency can be utilized in many
different ways. CRF defines a conditional probability distribution over label
sequences given a particular observation sequence rather than a joint distri-
bution over both label and observation sequences like HMM. The primary
assumption of CRFs is the relaxation of independence assumption. The inde-
pendence assumption says that variables are not dependent on each other
neither they are affected by each other.

(xii) Etree using n-gram based content analysis techniques: Event modelling is
a challenging problem in OSN for various reasons [109]. Firstly, messages
posted in OSN platform tends to be of short length, unstructured, informal
and differingwriting style. This data sparseness, dynamic vocabulary and lack
of contextual data make the challenge even stronger. Secondly, diversity of
data with respect to content, time periods, and formal or informal relation-
ships [110] also makes it difficult for event modelling. Last but not the least,
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the real time generation of data which demands highly efficient, incremental
procedures and tools to be there to cater to this new information as and when
generated, for on time information retrieval.
Etreewas developed by the study [109] to address these challenges, generating
an effective event modelling solution in OSN framework. Etree model iden-
tifies the major themes of the event, the major information blocks or clusters
and their hierarchical structure within the themes and also the causal rela-
tionships between the information blocks. The key contribution of the model
are:

• Proposed a n-gram based content analysis technique for identifying core
information blocks, processed from a large number of user gen-erated con-
tent.

• An incremental or hierarchical modeling technique was identified to detect
and construct event theme structures at different granular le-vels, adjustable
enough to get tuned as events evolve.

• Technique for identifying potential causalities between information blocks.

(b) Temporal Dimension (T ): The intuition of using this temporal dimension for
event detection in OSN is that the textual stream of data about the same event are
expected to fall into a specific time interval in the history. Each message/text is
attached to a time stamp,which shows the posted time of themessages indicating
the approximate time of an event. So, the traffic patterns (high, lows, and peaks)
of stream belonging to a definite event topic can be used to extract events in a
finer granularity [83].
The Temporal Event Detection Techniques are as follows:

(i) Wavelet Transformation: Event Detection with Clustering of Wavelet based
signals (EDCoW) is a model [111] used for detecting events by analysing text
streams in Twitter. EDCoW builds signals for individual words which captures
only the bursts in the words appearance. The signals can be computed by
wavelet analysis and also requires less space for storage. All the trivial words
are filtered out seeing the corresponding signal auto-correlations. EDCoW then
measures the cross correlation between signals. The events are detected by
clustering signals together by modularity-based graph partitioning, which can
be done through scalable eigenvalue algorithm.Thebig events are differentiated
with trivial ones through quantifying event’s significance which is calculated
through two factors- the number of words and the cross correlation among the
words relating to the event.
The wavelet analysis provides a brief idea of measurements about when and
how the frequency of the signal changes over time [112]. The wavelet is a
quickly vanishing oscillating function.As compared to the sine and cosine func-
tion of Fourier analysis, which are localized in frequency but extend infinitely
in time, wavelets are relatively localized in both time and frequency.
Wavelet transformation is the core of the wavelet analysis. For wavelet trans-
formation, signal is converted from the time domain to the time-scale domain
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where scale can be considered as the inverse of frequency. A signal is decom-
posed into a combination of wavelet coefficients and a set of linearly indepen-
dent basis functions. These independent basis functions, also termed as wavelet
family, are generated by scaling and translating a chosen mother wavelet ψ(t).
Scaling is stretching or shrinking ψ(t), while translation means moving the
mother to a different temporal position without changing its shape.

(ii) TSCAN : There are existing studies on effective Topic Detection and Tracking
(TDT), to detect and track all related documents [113–115]. But, it is difficult
for the users to understand a topic thoroughly through all its connected doc-
uments. So, there was a urgent need for an effective summarization methods
which can extract the core parts of the detected topics as well as portray the
relationship between the core parts graphically. Topic anatomy is the combi-
nation of both the techniques which can express essential information about
a topic in a structured fashion. TSCAN (Topic Summarization and Content
ANatomy) [116] is a topic anatomy system which organizes and summarizes a
temporal topic expressed through a set of documents. It models the documents
of a topic as a symmetric block association matrix and treats each eigenvectors
of the matrix as a theme embedded in the topic. Events and its summaries from
each theme are then extracted from the eigenvectors. Finally, a temporal simi-
larity function is applied to generate the event dependencies, which eventually
facilitates in generating the evolution graph of the topic as a whole.

(iii) Temporal and Dynamic Query Expansion Model: Solutions for microblog
search task in the recent research is minimal. The existing search tasks only
allow to retrieve individual microblog posts against a query. So, a novel search
task called microblog event retrieval was proposed in [117], which has the
capability to retrieve a ranked list of structured event representation from a
huge archive of historical microblog posts. Structured representation is a list of
timespans during which some instance of event has occurred andwas discussed
on generating microblog stream. Also, a small set of relevant messages which
provides a high level summary of the event is also present in the timespan.
This model intends to leverage real-time first-hand information to deliver a
novel form of search result to the informative users, consisting of relevant and
event-related information.
The framework accepts a query as input and returns a ranked list of structured
event representations. To perform this, the model is divided into two steps—-
timespan retrieval and summarization. The timespan retrieval step identifies
the timespans when the events actually happened and the summarization step
retrieves a small set of microblogmessages from each timespan which can play
the role of event summary.

(iv) Spectral Analysis: Inmultivariate time series, user behaviours are very common
with oscillatory content, leading them naturally to spectral analysis [118]. The
computation of spectrum of user i quantifies the overall activeness of a user in
OSN. In order to calculate the spectral estimate of users (auto or cross-spectrum
and coherence), firstly the Fourier transformation is applied on Ai, where A is
the m-dimensional multivariate process, where each row denotes a user and
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each column indicates the activeness of these users on a specific day. A simple
estimate of the spectrum can be obtained by taking a square of the Fourier
transform of the data sequence. But, this estimate faces difficulties of bias and
leakage. A combination of spectral analysis with multitaper technique [118]
obtains a smoother Fourier-based spectral densitywith reduced estimation bias.

(v) HiddenMarkovModel (HMM): In the Naïve Bayes model, only a single output
variable has been considered. In this HMMmodel [119], a sequence of output
variables are considered, given as �y � (y1, . . . , yn) for an observation sequence
�x � (x1, . . . , xn). Dependencies between single sequence positions are not
taken into account. Also, there is only one feature present at each sequence
position, namely the identity of the respective observation:

p(�y, �x) �
n∏

i�1

p(yi) · p(xi|yi)

Each observation xi depends only on the corresponding class or output variable
yi at that respective sequences position. Due to this independence assumption,
transition probabilities from one step to another are not considered in this
model. But, in practical, transition probability does exist, resulting in limited
performance of such models. So, in practice, it is wise to assume that there
are dependencies between the observations at consecutive sequence positions.
Thus, the state transition probabilities are added to model and is given as:

p(�y, �x) �
n∏

i�0

p(yi|yi−1) · p(xi|yi)

The initial probability distribution is assumed to be as p(yo|y−1) � p(y0).
Thus, the model of HMM is given as:

P(�x) �
∑

y ∈Y

n∏

i�0

p(yi|yi−1) · p(xi|yi)

where Y is the set of all possible label/output sequences �y. Though HMM has
considered the dependencies between output variables �y, to avoid complexity
the model has not considered the conditional independence between the input
variables �x. Conditional Random Fields (CRFs) considers the problem and
addresses the same.

(vi) Multivariate Event DetectionMethods: Multivariate refers to the vector created
by each data point and recorded at some specific point of time [120]. For
example, patient records from an Emergency Department for a vector with
data of admission, time, gender, age, prodrome, home location, work location
and much more. The analysis of data is done by dividing the learning and
the test set with respect to time. The multivariate event detection involves
detection of a change has happened followed by identification of the subgroup
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that has changed the most. There are few algorithms available for multivariate
event detection on categorical data, emerging patterns [121], STUCCO [122],
WSARE 2.0 [123], and WSARE 3.0 [123].

(c) Spatial (S): Recently, the additional source of information which the OSN ser-
vices like Foursquare, Gowalla, etc. are offering about user behaviour is one’s
geographic location, which attracts millions of users over a short period of time
[124]. In general terms, the service offers the geographic mobility of individ-
uals. The online interactions of Facebook tend to be spatially clustered and
this geographic locality of interest is exploited by Facebook to improve service
responsiveness with distributed proxies [125], in a company’s email network,
and also to partition email traffic across storage locations [126]. Spatial dif-
ference in content requests arising from OSN have been used to reduce latency
and bandwidth costs associated to content delivery [33]. Also the spatial patterns
observed in Facebook social connections is exploited to predict the geographical
location of the users, given their friends locations [127]. The location associated
with the profile of each user in OSN, are city name, country name, suburb name,
postcode etc. The location of a user is mapped into a point (la, lo), where la
denotes its latitude and lo signifies the longitude.
The Spatial Event Detection Techniques are as follows:

(i) Locality Sensitive Hashing (LSH): A problem of similarity search involves a
collection of objects (e.g. documents, images), characterised by a collection of
relevant features and are represented as points in a high-dimensional attribute
space. The queries also form points in this space, where it is required to find the
nearest or most similar object to the query. The features of the objects of interest
are represented as points in n-dimensional Euclidean space and a distancemetric
is used to perform indexing or similarity searching for query analysis [128]. The
study [128] proves that in many applications of nearest neighbour search, an
approximate answer is good enough than the exact one. Also, the approximate
similarity search can be performed much faster that the exact one. The study
proposed a new indexing method LSH for approximate nearest neighbour with
a truly sublinear dependence on the data size even for high dimensional data.
The key idea is to hash the points using several hash functions for each function
so that the probability of collision is much higher for objects closer to each
other that for the ones which are far apart.

(ii) Kalman and Particle Filtering: Statistical representation of locations facilitates
in giving a user-friendly, integrated interface for location information and is a
domain to apply techniques like Bayesian filtering. In location estimation, the
state is a person’s or object’s location and location sensors provide observations
about the state [129]. The state could portray a simple 2D position or a complex
vector including 3Dposition, pitch, roll, yaw and linear and rotational velocities.
The aim of Bayes filters is to calculate a sequential estimate of these beliefs over
the state space which is conditioned on all information contained in the sensor
data.
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Kalman Filters are one of the most common Bayesian filter variant. These filter
approximate beliefs by their first and second moment, which is virtually same
to a unimodal Gaussian representation. Kalman filters are optimal estimators,
provided the initial uncertainty is Gaussian and the observation model and sys-
tem dynamics are linear functions of the state. Now, as most the systems are
strictly non-linear, extended Kalman filters are used instead of normal Kalman
filter, which make the system linear using first order Taylor series expansions.
Another advantage of Kalman filters is its computational efficiency. But the
trade-off is this efficiency can be experienced only for unimodal distributions.
Kalman filters are the best choice if the uncertainty with respect to the location
of the state is not so high which also limits sensors uncertainty. Though, it has
got so many drawbacks, researchers have successfully applied them to various
tracking problem where the filters were able to perform efficiently, providing
accurate estimates, including some highly nonlinear environment.
Particle Filters is a probabilistic approximation algorithm implementing aBayes
filter, and also amember of the family of sequentialMonte Carlomethods [129].
The Sequential Importance Sampling (SIS) algorithm is a Monte Carlo method
which forms the basis for particle filters.

(iii) Univariate Spatial Scan Statistic Approach: A scan statistic is used to detect
clusters in a point process [130]. Naus et al. [131] and many other researchers
have studied the concept in one-dimensional setting. For a point process on an
interval [a, b], a window [t, t + w] of fixed size w < b − a is moved along
the interval. Over all possible values of t, the maximum number of points
in the window is recorded and compared to its distribution under the null
hypothesis of a purely Poisson process. The space-time statistic is defined
through a huge number of overlapping cylinders [132]. For each cylinder z, a
Log Likelihood Ratio LLR(z) is calculated and the maximum LLR calculated
over all the cylinders is defined as the test statistic. The type of application
will determine the collection of cylinders. The circular base of the cylinder
explains the geographical area where radius varies continuously from zero
to some upper limit which should be defined according to the application so
that the circle contains at most 50% of the population at risk. The height of
the cylinder expresses the time duration or span that can range of a single
day to several years. For each choice of base circle, all choices of height are
considered, giving rise to different shapes cylinders.

(iv) Multivariate Spatial Scan Statistic Method: The multivariate scan statistic
solves the problem of simultaneous search and evaluation of clusters in more
than one data set at a time. The steps followed are as follows [133]:
The LLRs are calculated for each cylinder per data set and it is noted whether
observed number of cases is bigger or smaller than the expected ones.
For each cylinder, the log likelihood ratios for the data sets with more expected
number of cases is added up. For that particular cylinder, this sum is one of
the two likelihoods. The second likelihood is the sum of all the log likelihood
ratios for the data sets with fewer than expected cases.
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The maximum of all the summed log likelihood ratios, calculated over all the
cylinders, constitutes the most likely cluster. This maximum is the definition
of the multivariate scan statistic.

(d) Network Structure (NS): This dimension involves the techniques which stud-
ies the embedded network structure or social network information of an OSN,
information flow pattern between users and connection between their messages.
During an event, the purpose and point of view from different communities can
be different and these communities may or may not be somehow socially con-
nected [83]. In that respect, even the same keyword or topic of event may get
interpreted in different ways in different communities. This proves the signifi-
cance of using the network structure analysis which can give a proper analysis
of the events discussed. The network structure information basically involves
the links between the current users and their followers, and the connections
between their messages.
The Network Structure Event Detection Techniques are as follows:

(i) Dynamic Time Warping: Majority of the work in indexing of very large time
series databases has focused under the Euclidean distance metric [134, 135].
But many of the studies have argued that Euclidean distance measure is a very
brittle distance measure [136, 137]. The need of the day is a method which
will support an elastic shifting of the time axis, to accommodate sequences
that are similar but out of phase. This need was fulfilled by [138] introducing
Dynamic Time Warping (DTW) [139] to the database community. Though they
demonstrated the utility of the approach, they also acknowledge that DTW
has got its resistance to indexing and performance also degrades on very large
databases.

(ii) Graph Cut: A graph G � (V,E) can be partitioned into two or more disjoint
sets A,B, where A ∪ B � V,A ∩ B � ∅ by removing the edges connecting
the two parts. The total weight of the edges that have been removed gives the
degree of dissimilarity between these two graphs. In graph theory, it is called
cut and is given as:

cut(A,B) �
∑

u∈A, v∈B
w(u, v)

The optimal bi-partitioning of a graph is that which minimizes this cut value.
There can be exponential number of partitions depending on the number of
vertices in the graph, but plethora of algorithms are proposed for finding the
minimum cut of a graph.
The minimum cut algorithm takes an undirected graph ‘G’ as input where par-
allel or multiple edges are allowed. The goal is to compute a cut with fewest
number of crossing edges (a min-cut). The graph cut algorithms can find its
applications in splitting large graphs, community detection, weakness on a net-
work detection and also weak ties detection tasks in the network structure of
graphs [140].
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Table 2 Event detection: dimension and techniques

Dimension Techniques

Thematic Term and named entity vector
Clustering
Incremental clustering
Gaussian mixture model
Binomial distribution
Discrete Fourier transformation
Naïve Bayes classifier
Support vector machines
Latent Dirichlet allocation
Gradient boosted decision trees
Conditional random fields
ETree using n-gram based content analysis

Temporal Wavelet transformation
TSCAN using eigenvectors of a temporal block association matrix
Temporal and dynamic query expansion model
Spectral analysis
Hidden Markov model
Multivariate event detection model

Spatial Locality sensitive hashing
Kalman and particle filtering
Univariate spatial scan statistic
Multivariate spatial scan statistic

Network structure Dynamic time warping
Graph cut algorithm

A summarization of all the detection techniques as mentioned above, with
respect to their corresponding dimensions is given in Table 2:

4.2 Research Challenges

Though identification of new events and getting important insights related to the
new events is very important, but there are challenges which these event detection
techniques confront in general [1, 56, 77, 78, 141]:

Domain Dependence: An event detection procedure or technique which is suitable
for one domain might not be the same for the other domains and it is extremely
situational-dependent [78]. For example, the selection of parameter, variables and
output metrics for predicting the electoral poll results will not be the same as the
prediction of any natural disaster event for example earthquake.
Time Constraint: An extreme timeline constraint is a timeline in which the event
detection method should be able to identify event correctly. Depending upon the
domain criticality, the timeline can range from seconds to several minutes. For exam-
ple, detection of any terrorist attack ormeasuring indicators of imminent catastrophic
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disasters is critical applicationswhere constraint on a specific timeline is an important
consideration.
High True and Low False Alarms: High precision means that the event detection
method provides a high true positive (i.e. correct detection) rate while providing a
low false positive (i.e. incorrect detection) rate [142]. Generation of alarm for a true
event in mission critical domains like healthcare, banking sectors is very crucial.
Similarly, false alarm generation due to wrong event detection could involve huge
monetary loss and should be considered as a serious challenge.
Diversified Data Sources: OSN has effectively contributed to huge explosion of
diversified data consisting of unstructured data, textual documents, images, audio,
video, relational data, multivariate records and spatio-temporal data [141]. Thus,
event detection problem is encountered with determining what data is relevant for
the event detection under study and the approach which must be opted to evaluate
the data from selected sources.
Voluminous Data: Huge volume of data requires high-powered computing algorithm
and immense storage space to store, access, filter andprocess all datawithin stipulated
timeframe. For example, millions of tweets get generated each day in the twitter
platform. So, to process this huge data against some particular event, event detection
algorithms should incorporate dynamism and suitable running environment so that it
runs uninterruptedly even after sudden voluminous increase in the OSN data during
some bursty events.
Authenticity and Missing Data: The event detection techniques should consider the
inaccuracies and incompleteness of the raw sensor data [143]. For example, the
position or location information in terms of longitude and latitude is very likely to
be inaccurate or missing. The environmental activity information may have limited
confidence level. So, event detection algorithms should consider this underlying
incompleteness, inaccuracies and confidence levels while detecting the events in
OSNs.
Handling Anomalous Behavior: Historical data from OSN consists of the mixture
of both normal and anomalous event data mixed together [144]. The event detection
method should first learn the predictable behavior pattern of the event as well as
should be capable of detecting and extracting deviated patterns from the raw data.
This can be applied for example cases such as predicting the number of customers
entering a bank or predicting the number of freeway traffic accidents per day.

5 Case Study: Twitter Platform

Twitter, a microblogging site, was developed in 2006 and has become one of the
fastest growing Online Social Network (OSN) site since its inception. It has rich
source of short messages up to 140 characters known as tweet, which get published
and exchanged between Twitter users, especially during the events [145]. A reply to
a tweet can be done using markups like a retweet abbreviated as RT, ‘@’ followed
by a user identifier to address the user, and ‘#’ followed by a word to tag any event
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Fig. 6 Detection of disaster/public opinion events and analysis in Twitter

or trend. In Twitter, users are free to follow any person whom they are interested
at and this process makes them aware of every message posted by the people they
are following. A followee has no compulsion to reciprocate back to the follower by
following them in turn. This makes the links in the Twitter social network directed
[146]. Also, it makes Twitter easier to apply different concepts of graph theory for
analysis purpose by the researchers.

According to Internet Live Statistics, around 500 million tweets get generated per
day [147]. This huge data facilitates the different types of OSN Analysis (OSNA)
done by the researchers. Twitter provides Application Programming Interface (API)
to allow researchers and the data analysers to collect and access this huge volume of
tweets in a variety of data format for their usage [25]. The tweets can be posted by the
users through a mobile platform enabling a real-time dissemination of information
to a large crowd through Twitter network. This makes Twitter ideal for broadcasting
breaking news, emergency response and recovery during disasters [148]. A follower-
following topology analysis of Twitter shows a non-power law follower distribution,
a short effective diameter and low reciprocity is a deviation from the known social
networks characteristics [149]. The one-to-many communication style which is sup-
ported by Twitter platform has made it easy for the users to simultaneously connect
many people at a time to spread an upcoming issue or event. Also, the re-tweets
almost instantly get into the next hop, which makes information diffusion much
faster [149].

The standard procedure for collecting/extracting Twitter data using Twitter API
in real-time are shown in Figs. 6, 7 and 8 for NMDE/POE, EE and Prediction of EE
respectively. The description of each modules are as follows:

Module (A): Analysis of events involves collection of raw tweets as its first step.
Twitter APIs are used to collect raw stream of tweets from Twitter platform. The
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Fig. 7 Detection of emerging events in Twitter

Fig. 8 Prediction of emerging events in Twitter

data collection tool repository consists of different tools available (free/paid) hav-
ing inbuilt Twitter APIs. Generally, Few trending keywords/hashtags related to the
respective events are given as an input by the user at the initial stage to filter and col-
lect relevant raw tweets. In case of NMDE/POE, trending keywords/hashtags related
to the event are used. For EE, random keywords/hashtags are used to collect hose
collection of tweets. In Prediction of EE, the initial keywords/hashtags are selected
similar manner as in the case of EE. But, the learning of new keywords from each
iteration is done and is given as input to the next iteration for capturing all emerging
events in a particular timeframe.
Module (B): This module receives the filtered streaming data in the form of raw
tweets from Twitter platform, which comes directly from the Twitter API. Gener-
ally, tweets are received in JSON format. The data undergoes parsing, followed by
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encapsulation. After encapsulation of each message, it is en-queued in the memory
to get considered for the next module in the procedure.
Module (C): This module does the filtering of spam tweets through classification
procedure, discards messages written in language not required by the system for
event analysis. This module also involves treatment of special characters and sepa-
ration marks followed by standardization of data, which involves upper and lower
case conversion and replacement of special characters. The filtered and standardized
tweets are then grouped into sets of data, according to some criterion like timestamp
of creation etc. If timestamp of creation is followed, each set of tweets correspond
to a particular time window, which is chronologically sent to the next module in
pipeline for processing. Any incoming tweet is included in the current time window
for further processing.
Module (D): The incoming pre-processed tweets are processed and analysed in this
module by extracting the informative keywords, which reflects the required type of
event. A repository of event detection techniques is used to select appropriate algo-
rithms/techniques for relevant analysis over the cleaned tweets. The relevant analysis
and the appropriate algorithms/techniques will differ from one event detection prob-
lem to another.
Module (E): For events like NMDE/POE, important insights are driven post
analysing the informative keywords. For events like detection of emerging events,
bursty keywords are extracted by discarding the non-bursty keywords. The burst
detection of keywords are followed by trend detection of the emerging event, nor-
mally following the timeline graph of the keywords. In case of prediction of emerging
event, these complete steps of all modules will get repeated in an iterative manner,
until a whole list of trending keywords is learnt by the system to declare an emerging
event.

5.1 Twitter Platform for Detection of Disaster Events

Twitter has shown to be highly effective when it comes to disaster relief and rapid
communication during a natural disaster. It has been reported by Twitter that over 2
million tweets had been posted during the Hurricane Sandy disaster in 2012. Recent
studies related to the disasters in Yushu [150], Japan [151], Chile [145], and Haiti
[152], showed the usefulness of Twitter data. Sakaki et al. in [63], used tweets to
detect the earthquake occurrence via an event notification system developed by the
researchers. This temporal cum spatial study involves a semantic analyzer [63] to
find out relevant data and creating the training data by Support Vector Machine
(SVM) classifier. Each user was considered to be a sensor and the tweet as sensory
information. As event detection problem can be reduced to an object and location
detection in ubiquitous computing environment [153], the study uses Kalman filter
and particle filterwhich arewidely used for location estimation. Thiswork considered
data volume, location, and event transpire over time and space. In another study
by Asktorab et al. [154], a tool was proposed called Tweedr to extract real-time
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information significant for the first responders during disasters as well as perform
analysis post disaster to produce reports on damage or casualty information. The
geo-location and specific keywords of tweets are also used by Kumar et al. [155]
to help the first responders through awareness during disasters. The social network
measures like betweenness and global centrality was used by Cheong et al. [156] to
identify important clusters and individuals during 2010–2011 Queensland floods in
Australia. Machine learning classification methods were also used to monitor tweets
during Hurricane Irene and found that number of Twitter messages is correlated with
the peaks during hurricanes.

Twitter is also extensively used for studying Topic models which are tools to
identify latent text patterns in the online content [157]. Kireyev et al. in [158], ana-
lyzed tweets collected against a crisis event using topic clustering and their new
technique called dynamic corpus refinement was used to generate datasets that are
more related to the disaster event under study. A partially supervised model was pre-
sented by Ramage et al. in [159] called Labeled Latent Dirichlet Allocation (LLDA)
model that maps tweets into dimensions. These dimensions correspond to substance
(topics about events, ideas, things and people), social characteristics (social topics),
style (broader trends) and status (personal tweets). This model takes both users and
tweets into account. Their results show that models trained on aggregated messages
generate better performance in real-world scenarios. In [160], there is a comparative
study between Twitter based topic models with the ones found in traditional media.
They found Twitter acts in many ways similar to social media. But there are dif-
ferences—(a) Twitter acts as an invaluable source for ‘entity-oriented’ topics that
have low coverage in other sources of media. (b) Twitter has lesser involvement in
international news but is very efficient in helping spreading important news.

Research Gaps:

Tracking of Multiple Event occurrences during disasters: Scenarios of multi events
occurring during disasters are very common. For example, during earthquake, evac-
uation, relief measures, missing people’s query—all can be considered as sub events
which need to be tracked simultaneously. Multiple events occurrence like this are
not considered to the extent in the existing literature. More advanced probabilistic
models are needed to support multiple event occurrences which are more practical
and realistic in nature.
Authenticity of event information: The existing algorithms for detecting disaster
events do not ensure the authenticity and trustworthiness of the available information
related to the detected events. New algorithms are needed not only to authenticate
the detected events but also the information generated from those events.
Detection of Influential nodes: The content based analysis including the underlying
OSN link structure is important for link prediction between the users in a network.
It also facilitates in determining the influential nodes in the network. Most of the
algorithms have not considered the underlying topology of the network for detecting
user traffic patterns and finding the influential nodes in an OSN while analyzing a
disaster event.



Event Detection Using Twitter Platform 457

Real-time tweet analysis: Real time analysis of tweets is also an open area of research
which has not been considered by most of the researchers for detecting a disaster
event. The occurrence of a disaster event incorporates multiple other parallel events
to happen. Individuals require reliable and instant information regarding the trends of
the event happening and the diffusion of the effect of the event, which is a challenging
task from the researcher’s point of view. That is why real time analysis of tweets is
significant in analyzing disaster events.

5.2 Twitter Platform for Detection of Emerging Events

The topic detection and real-time topic discovery techniquewas introducedbyCataldi
et al. in [161]. The topics are described as a set of terms. Terms have a life cycle
and a term or set of terms is considered emergent if its frequency increases in a
specified time interval or time frame and was relatively a rare event in the past. They
also weight content based on the PageRank of the authors and introduce a topic
graph where users can identify semantically or meaningfully related emergent top-
ics and keywords. A method for identifying controversial events was introduced in
[162]. They formalize controversial events and approach the problem using regres-
sion methods. Their feature set includes Twitter-based features (e.g. linguistic, struc-
tural, buzziness, sentiment, and controversy) and External features (e.g. News Buzz
and Web News Controversy). Luo et al. in [163], proposed indexing and compres-
sion techniques to speed up event detection without sacrificing detection accuracy.
Another pilot study in [164], dealt with traditional First Story Detection (FSD) in
the microblog streaming data setting. The study took a constant time to process each
new document along with a constant space which is achieved by modified version
of locality sensitive hashing (LSH) called streaming FSD system.

Automatic online detection of event can be categorized as a big data task which
requires large scale and intensive real-time stream processing. This is exploited by a
study in [51], who proposed an automatic distributed real-time event detection from
large volume of tweets and also can scale to any volume of input stream without
causing any degradation in the performance. Lexical key processing is used to dis-
tribute the computational cost of a single document over Storm distributed stream
processing platform [165] instead of categorizing the document stream itself.

A study by [166] classified the event detection in three categories—specific event
detection [151, 167], which pivots around some disaster or some special keywords,
specific person related event detection [168], which were detected through specific
personnamesor celebrity names andgeneral events [151],which are detected through
presence of hot keywords in microblogs. The study presented a framework for event
detection from microblog messages containing three modules: microblog crawler
and filtering, microblog event detection and event prediction. Weng et al. [111]
detected event based only on temporal information of the events. The study used
wavelet transformation to fit the temporal information of each word. Modularity-
based graph partitioning algorithm was used to form events. A study defining event
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by incorporating a composition of multiple event elements over content, time, loca-
tion and network structure was done by Zhou et al. [55]. Accordingly, the study
proposed a new graphical model called location-time constrained topic to capture
social microblogs over content, time and location. They also proposed a complemen-
tary measure to find the similarity betweenmessages with content, time, location and
the links in the network structure. Finally, they implemented a similarity join over
microblog of Twitter and design hash-based index scheme to improve the efficiency
of event detection.

Summarization of text in event detection is about properly displaying or visualiz-
ing the real-time information about events. The leading search engines simply display
the relevant searches matching queries in reverse chronological order. Chakraborti
et al. in [169], formalized this problem as a first study by giving a solution based on
learning the underlying hidden state representation of the event via Hidden Markov
Model (HMM). Normally, most search engines give query specific answers at one
shot finding themost recent ones. This approach is acceptable for one-shot events like
earthquake. But for events like ongoing game of American football, this approach
is unsatisfactory because the recent tweets or posts will display repeated informa-
tion and most users will be interested in summarization of the game results till date.
A modified HMM known as SUMMHMM was proposed, which refers to event
summarization (SUMM) by detecting stages or segmenting an event by HMM. The
segmentation is based on the event time-line, depending on both the volume of the
tweet-stream and the word distribution used in tweets. Each such segment represents
one ‘sub event’, a semantically distinct portion of the full event. Then the key tweets
were picked from each segment to describe that segment which is interesting enough
and combine them together to finalize the summary of the event. Gong et al. in [170],
proposed a method of computing relevance score to each sentence in the document
and then picking sentences having the best scores. More complex methods are based
on latent semantic analysis, HMM, and deep natural language analysis. Shamma
et al. in [171], worked on Twitter timeline to explore the structure and content of
media events using a video footage and Twitter activity during two broadly watched
media events: the first 2008 USA Presidential debate and Inauguration of President
Obama. They illustrated their approach with Statler which is a tool for identifying
video content and in-position commentary from community annotation.

Research Gaps

Dynamic update of topics/events without any predetermined mention of event: Most
of the studies in the Twitter platform consider the number of topics to be prede-
termined. For example, researchers opt for a conscious detection of events during
a specific timeline where they are aware of the events happened. In that case, a
query based or keyword based search are used to support the event detection. But,
in real-time scenario, the events which are going to occur are not always known to
the users. So, further studies are required to develop techniques where the number
of topics will be updated dynamically along the timeline without any mention of the
predetermined events.
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Dearth of techniques coupling textual, spatial, temporal along with social/network
structure: There does not exist any standard model or structure for event definition
in microblog platform. This leads to different definitions of events made by the
researchers in context to their research problem. Also, social or network structure
properties of microblog platforms should be exploited more to increase the granular-
ity of event detection. Most of the event detection in microblog platform happened
with textual content. But, to have a more accurate detection, textual along with tem-
poral, spatial and social/network structural properties should be considered by the
applied techniques.

5.3 Twitter Platform for Public Opinion Events

User opinions constitute a major part of public opinion content and is normally
created during events like electoral polls, product launch etc. These opinions have
got a clear relevance for marketers, social scientists, customers, etc. and have got
substantial information regarding the people who are influenced by the event and
also opinions from general public [172]. The relevance of these opinions can be
found out by sentiment detection, as a part of opinion mining. Sentiment detection
[172] includes identifying and aggregating polar opinions—i.e. positive or negative
statements about facts. According to Pang et al. in [173], since 2001, opinion mining
and sentiment analysis was a field of interest among researcher. Go et al. in [174],
used Twitter for the sentiment analysis. They constructed corpora by using emoticons
to obtain positive and negative sentiments and then used several classifiers. The
best result was obtained by the Naïve Bayes classifier with a mutual information
measure for feature selection. But the method showed a bad performance when all
the three classes of sentiments viz. positive, negative and neutral were considered.
Present studies are mostly mathematical and the common classification algorithms
for detection of opinion polarity using the collection of annotated text data are Naïve
Bayes, SVM, K-Nearest neighbours, etc. [175]. A study by Aliza Sarlan [176], used
both lexicon basedmethod andmachine learning techniques to find the polarity of the
tweets. A Graph propagation algorithm and Lexicon Building algorithm were made
by Bakliwal et al. [177] to find negation and elongation in tweets. Finally, a study
by Bahrainian et al. [178] is worth mentioning for their use of slang dictionary for
features selection purpose. The study used SentiStrength lexicon to the sentiment-
bearing words and tagged negative words with ‘NEGATE’. As a baseline method
the study used SVM classifier combined with a novel hybrid method.

Research Gaps

Authenticity of Opinions: The presence of spam or fake reviews in public opinion can
change the trend of any event related to public opinion. The detection of spam and
fake reviews, mainly through the identification of duplicate tweets, the comparison
of qualitative with summary reviews, the detection of outliers among tweets, and
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the reputation of the reviewer should be considered by researchers to ensure the
trustworthiness and authenticity of the opinion mining results.
Algorithms using semantic analysis through lexicon of words: Most of the existing
algorithms analysed the events considering the lexicon of words. But the accuracy
of the algorithms in detecting appropriate events can be improved by incorporating
semantic analysis through lexicon of words with known sentiment for sentiment
classification.

5.4 Twitter Platform for Prediction of Emerging Events

The trend analysis of Twitter text stream identifies the real-time triggering events
listed by most popular bursty terms or keywords in a data stream [179]. The events
are then analyzed following a time line using keyword graphs [180], link-based
topic models [181] and infinite state automations [182]. Leskovec et al. in [183],
used memes and Twitter data as data streams for event analysis. Swan et al. in [184],
dealt with constructing overview timelines of a set of new stories. The basis for this
real-time emerging topic detection is the real-time bursty keyword detection [70].
Statistical methods and data distribution tests can be used to detect bursty keywords
[182]. Twitter Monitor, a system that performs detection of topic trends i.e. emerging
topics or breaking news in the twitter stream was introduced by Koudas et al. [70].
This was based on the detection of bursty keywords and performed in two steps.
Firstly, the set of bursty keywords were found by computing the occurrence of indi-
vidual keywords in tweets. Secondly, this system grouped keyword trends based on
their co-occurrences. They introduced the algorithmofQueueburst to detect the burst.
For grouping the set of related bursty keywords, they used an algorithm Group burst
which evaluates the co-occurrences in recent tweets. But it requires an intensive pre-
processing step for determining its optimal parameter settings for each keyword and
also for global variables. These parameter settingsmust be computedwith a historical
dataset.Weng et al. in [147], presented a different approach to the problem by the sys-
tem EDCoW (Event Detection with Clustering of Wavelet-based Signals). EDCoW
builds individual word signals by applying wavelet analysis to word frequencies.
They used it to analyze online discussions about the Singapore General Election of
2011. Bursty keyword Detection model known asWindow Variation Keyword Burst
Detection [179] was proposed which created a detection model depending on time-
window analysis. They computed keyword frequencies, normalized by relevance and
compared them in adjacent time windows. Another relevant study is that of Naaman
et al. [185]. The dataset used by them consists of over 48 million messages posted
on Twitter between September 2009 and March 2010 by 855,000 unique NewYork
users. For each tweet in this dataset, they recorded its textual content, the associated
timestamp and the user ID. In this work the authors make two contributions for inter-
preting emerging temporal trends. Firstly, they develop taxonomy of trends found
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in data, based on a large Twitter message dataset. Secondly, they identify important
key features by which trends can be categorized.

Research Gaps

Requirement of algorithms for semantically coherent events: Present algorithms do
not include procedures for handling multiple semantically coherent events along
with the main event. New fast and efficient algorithms are required for detection of
semantically coherent events on Twitter.
Techniques for detecting of unpredicted bursts and multi-profiles patterns: Some
criterions are crucial in detecting trends and emotions. They are unpredicted bursts
detections in Twitter as well as user multi-profiles patterns. Appropriate algorithms
should be proposed to resolve these gaps.
Support applications for multi-lingual data: Existing algorithms does not support
multi-lingual data as an input from the OSN platform. There is a requirement of
support applications with multi-lingual language processing capability, at the same
time maintaining privacy and anonymity.
Requirement of algorithms exploiting the Twitter structure: The topology or the struc-
ture of Twitter is important to identify influential nodes in a network. New algorithms
are required considering the network structure influencewhile determining the trends
of the data stream.
Advanced real-time search algorithms: Present algorithms consider collection of all
tweets in a particular timeline to be analysed to predict an event. Advanced real
time search algorithms need to be developed to get more relevant and accurate event
related data against user queries. This will reduce the processing time of data to a
large extent.

A summarization of techniques used across different types of research on Twitter
by the researchers is given in Table 3. A tools perspective survey with respect to
the data collection and event detection in Twitter is presented in the next section.
This will provide a thorough understanding to the researchers regarding type of data
that can be available from Twitter through tools, and also the event detection tools
available to detect different types of events.

6 Existing Tools for Twitter Platform

6.1 Data Collection Tools

A survey on the common existing tools with reference to the Twitter platform which
facilitates in collecting data from Twitter and detects and analyse events is given
as follows. The tools mentioned as follows are active only for Twitter platform
and discussed on the basis of type of license (opensource/subscribed), features and
purpose.
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Table 3 Techniques used by researchers on Twitter

Twitter domain Event detection features Event detection techniques
used

Disaster events Thematic, Temporal, Spatial,
Network structure

SVM, HMM, Semantic
analyzer, Kalman filter,
Particle filter, Topic clustering,
LDA, Author-topic model,
Betweenness and Global
centrality

Detection of emerging events Thematic, Temporal, Spatial,
Network structure

PageRank, Regression,
Indexing and compression
techniques, LSH, Wavelet
transformation,
Modularity-based graph
partitioning, Location-time
constrained topic model,
Similarity join and hash-based
indexed scheme, HMM,
SUMMHMM, Latent
semantic analysis

Public opinion events Thematic Naïve Bayes classifier, SVM,
K-nearest neighbour,
Lexicon-based and
machine-learning based
technique, Graph propagation
algorithm, Lexicon building
algorithm

Predicting emerging events Thematic, Temporal, Spatial Statistical methods and data
distribution tests, Queueburst
algorithm, Groupburst
algorithm, Wavelet
transformation and analysis,
Window variation keyword
burst detection

Foller.me [186]:

About: It is an open-source Twitter analytics application that offers rich insights
about any public Twitter profile. Near real-time data about topics, mentions, hash-
tags, followers, location is available from this tool.
Features: The tool gathers the requested user profile along with latest tweets,
analyse the tweet contents and generate the topic usage in the form of tag clouds
so that one can easily rank the keywords in order of priority. It provides a small
table alongwith the tweets,whichportrays tweets, retweets, tags, replies,mentions,
inks, media and more.
Purpose: It facilitates to spot for spammers and automated accounts. It can also
give the join date, time-zone and followers ratio of the profile. The tool can help
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the users in making decision with respect to whether to follow somebody or not
in Twitter.

Twitter Archiving Google Spreadsheet (TAGS) [187]:

About: It is an open-source free Google sheet template which allow its users to
setup and run automated collection of search results from Twitter.
Features: Once set up is done for the tool, one can run multiple archives without
repeating the authentication again. Favorited tweets of the users can be archived.
With first time login, the tool extract 3,000 favorites and one can have a setup
to keep collecting more. Google new sheet have better capacity and performance
with the option to create new sheet versions of TAGS archives. It also creates an
auto-updating archive of 18,000 tweets, based on hash tags or keywords.
Purpose: It can be used for filtering out spam and creating pagination.

Truthy [188]:

About: Truthy.indiana.edu is a sophisticated subscription-based newTwitter-based
tool, created by a leading group of researchers from Indiana University, that com-
bines datamining, social network analysis and crowdsourcing to uncover deceptive
tactics and misinformation.
Features: The tool extract thousands of tweets per hour in search of political
keywords, isolate patterns of interest and then insert thosememes (ideas or patterns
passedby imitation) intoTwitterAPIs to obtainmore information about thememe’s
history.
Purpose: This tool has challenged the astroturfers, Twitter-bombers and smear
campaigners through uncovering a number of abuses such as robot-driven traffic
to politician websites and networks of bot accounts controlled by individuals to
promote fake news.

Tweet Archivist [189]:

About: It is a subscription-based tool which facilitates in collection of tweets based
on hashtags or keywords and data can be downloaded in the excel or pdf format.
Features: It helps in analysing the data in finding the influential users, words, URLs
and hashtags. It provides tracking of hashtag campaign, capturing tweets during a
conference, concert and sports event, monitor any brand on Twitter and perform
academic research. Tracking of hashtag campaign involves understanding how
a hashtag travelled through the tweetsphere. The tool can also show how many
people has seen it.
Purpose: Users are very curious to know about conferences, workshops or training.
Normal public will start tweeting about the conference event, detailing scenario
before the conference, during the conference and post the conference. This tool
helps the users to manage this lots of data from Twitter regarding conferences.
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TweetStats [190]:

About: An opensource tool, provides statistical figure or graph on the Twitter Stats
of an user.
Features: The tool is capable of reflecting on how long a specific Twitter handle is
around, the time of the day when most tweeting happens on that handle, persons
getting themost retweets, tweet cloud and follower-followee ratio. All these things
can be accomplished against a Twitter username which has to be provided to the
tool.
Purpose: Organizations who requires a social media monitoring for their business
can opt for this tool.

Twiangulate [191]:

About: This is an open-sourced tool whichmakes use of Twitter data to find experts
and users through discovering which accounts are followed by key people in scribe
swarm, gossip empire, artful sphere or judicious gaggle.
Features: This tool understand clout through determining which influential and
celebs follow an account using ‘reach’ search. Reveal accounts which are most
followed by members of a group. Alerts are generated whenever any user account
wins important new followers, mentions and retweets. The tool also can pinpoint
key community members who are often unknown to outsiders by requesting a
network map.
Purpose: The tool can be used for identification of hidden influencers in a certain
community of OSN.

Twitonomy [192]:

About: This is an open-sourced tool which can be used to analyse any Twitter
account, whether of any other user or of the competitors in the corporate world.
One has to connect to his/her twitter account to work on this tool and then enter
the Twitter address of self or some other user.
Features: The tool can provide the details of lists that the user is a part of, followers
the user is engaged with, overall statistics of the user detailing how many tweets
sent, the time of the day tweets are sent, howoften content is retweeted, content that
is retweeted the most, favourite tweets, download and print tweets, users replied
to and mentioned, hashtags used etc.
Purpose: This tool can be used by organizations for social media monitoring
purpose.

TweetNest [193]:

About: This is an open-sourced tool which can fetch browsable, searchable and
easily customizable archive and backup for the tweets of any user account/profile
page in Twitter.
Features: This tool provides a simple visualization of the account tweets as they
include thumbnails of media like photos hosted on Twitpic.
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Purpose: This tool is hosted on user’s own web server, so any customization
required can be performed with the whole lot of tweets.

iScience Maps [194]:

About: It is an open-sourced researching twitter content. This tool refers to a set of
web application designed to help researchers mine and conduct OSNA of Twitter
content.
Features: This is a browser-based tool, leveraging a simple interface that allows
users to examine content from both a global and local level.
Purpose: Using global search, researchers can analyze worldwide trends over a
period of time chosen by them. Results are in the form of random sample of
geolocated tweets fetched via Twitter API and then assigned to the appropriate
global region based on the iScience Maps taxonomy. Once search procedure is
over, the users are also capable of building upon temporal nature of this data
to create animations that show change over time. The local search on the other
hand, allows the user to consider global search results and study occurrences for
more specified geographic areas. Results from both local as well as global search
features are downloadable in .xls or .csv format.

Chorus [195]:

About: It is an open-sourced, evolving, data harvesting and visual analytics suite
designed to facilitate and enable social science research using Twitter data.
Features: The Chorus package consists of two distinct programs: i. Tweetcatcher
which is a desktop and allows to sift Twitter for relevant data in two distinct
ways: either by topical keywords appearing in Twitter conversation widely (i.e.
semantically driven data) or by identifying a network ofTwitter users and following
their daily Twitter lives (i.e. user driven data), ii. Tweetvis is a Chorus-TV offering
a visual analytic suite for facilitating both quantitative and qualitative methods
to Twitter data. Visual analytics is an interdisciplinary computing methodology
combiningmethods fromdatamining, information visualization, human-computer
interaction and cognitive psychology. Two features offered through Tweetvis are
the Timeline Explorer and Cluster Explorer. Timeline Explorer provides users an
opportunity to analyse Twitter data across time and visualize the unfolding Twitter
conversation according to various metrics (including tweet frequency, sentiment,
semantic novelty and homogeneity, collocatedwords and so on).On the other hand,
Cluster Explorer allows users to delve into the semantic and topical makeup of
their dataset in a way that is significantly less reliant on the chronological ordering
of topics. This explorer represents semantic similarity on a 2Dmap,which displays
the semantic similarity of intervals, tweets, and terms as their proximity to each
other in the cluster map.
Purpose: This tool provides access to interval level, tweet level and term level
visualisations and provides the means for users to explore the different topics
prevalent within their dataset and trace relationships between them via topical
nodes.
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DiscoverText [196]:

About: It is a subscription based tool which offers powerful text analytics, data
science, human coding and machine learning features including instant access to
Gnip Powertrack 2.0 for Twitter, historical Twitter, and the free twitter SearchAPI.
Feature: It is a cloud based software which quickly evaluate large amount of text,
survey and Twitter Data.
Purpose: This tool provides thorough text analytics performed on the tweets and
provide insights on this huge data to the organizations.

Followthehashtag [197]:

About: This is a freemium application which means one can use it for free, but
with some limits. It can obtain 1500 tweets or to last 7 days. Premium package
involves tracking of data for 30–120 days up to 200,000 tweets.
Features: The feature Geo Coverage made the users to understand where the con-
tent is really relevant regardless the total number of tweets in a geo zone. Exporting
of results is possible in excel format. PDF report formats can be obtained with cus-
tom title, company name etc. In Geo and Heatmap sections, one will get different
ways to see geo and language related data. Satellite heat map shows tweets in a
heat map over a satellite, Google maps heat map shows tweets in a heat map over a
good maps view, Blob google maps chart shows tweets in a blob chart and country
google maps chart shows tweets per country.
Purpose: It provides a dashboard for data analysts, social media managers and
scientists for better understanding on sentiment analysis of the users, comparative
study of insightful keywords through a deep search procedure of tweets which
ensures coverage of maximum tweets within a timeframe.

All these above discussed tools access is sanctioned by Twitter specific Appli-
cation programming Interface (API)’s to retrieve data from the content pool of the
OSN. There are certain tools mentioned, which functions as a collection, analytics
and visual tool. For example, Chorus is a tool which initiate the process with collec-
tion of data and also do the required analysis and visualization on the same. All the
listed tools are used by the researchers and there are ample numbers of published
work on the same. There are many other recent tools (i.e. Mozdeh, Netlytic, NVivo
etc.) which offer either real-time cloud-based solution or analyse video, audio, web-
pages along with text, or active on more than one OSN platform (not exclusively on
Twitter). All the above tools support the data collection module depicted in Module
(A) of Figs. 6, 7 and 8.

6.2 Event Detection and Analysis Tools

Tools for detecting and analyzing events inTwitter are end-to-end toolswhich applies:
(a) different natural language processing techniques on the raw data from the OSN
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platform for filtering; (b) perform different analysis for sentimental analysis, finding
emerging patterns, running meaningful queries, trend analysis etc. on the filtered
data and (c) finally incorporating techniques for meaningful visualization of the
data. All the surveyed tools given in this section, are proposed for specific need
to solve the research problems by researchers i.e. to find the pattern of some real
time event or some activity in OSN. In doing so, each study tried to improve on
the complexity of the algorithm employed to ensure consistent performance of the
system in finding the pattern. All the tools support an end-to-end analysis of Twitter
stream, covering module (A) to module (E), with reference to Fig. 6, Fig. 7 and
Fig. 8 respectively. Apart from these tools, there are certain tools like Blogoscope,
Memetracker, NodeXL, Twitris, Ushahidi etc. which are effective in detecting events
across different data streams including newswires, blogs, web forums apart from
microblogs of Twitter. Following tools are discussed on the basis of types of events
analysis supported (NMDE—Natural andManmadeDisaster Events, EE—Emerging
Events, POE—Public Opinion Events) by each of them on Twitter platform.

a. Trendsmap (Trendsmap 2015) [198]

About: Trendsmap shows the latest trend in the Twitter from anywhere in the
world. It can be used in agile and content market, brand management, crisis
management and trend monitoring.
Features: This tool helps in finding historical trends by analyzing historical data
as far as back in mid 2009s or using their extensive archive data. It involves
sentiment analysis involving the most engaged areas through map. Relevant data
is filtered depending on location, time language etc. They also provide a word
cloud display for specific countries.
Purpose: Finds trends from historical or archival data of the company to provide
word cloud for specific countries for NMDE/EE/POE.

b. Tweedr Ashktorab et al. [154]

About: It is a Twitter mining tool that extracts actionable information for disaster
response during NMDE.
Features: The Tweedr pipeline consists of threemain parts: classification, cluster-
ing and extraction. In the classification phase, variety of classification procedures
like LDA, SVM etc. are used to identify tweets reporting damage or casualties.
In the clustering phase, filters are used to merge the tweets that are similar to
one another and finally in the extraction phase, tokens and phrases are extracted
to report specific information about different classes of infrastructure damage,
damage types and casualties.
Purpose: The main purpose of this tool is to provide relevant information to the
disaster relief workers during NMDE category of events.

c. ReDites Osborne et al. [199]

About: ReDites is a tool which aids in real-time event detection, tracking, moni-
toring and visualization, specially designed for information analysts of security
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sector. It dealt with large scale data and tailors it to the security domain. The tool
was implemented on the dataset of terrorist attack happened on September 2013.
Features: Event processing comprises of four steps: (i) new events are detected
from the first tweet itself, (ii) it tracks the event, searching for new posts relating
to the single tweet and keeping an update on the incremental study of tweets, (iii)
the events are organized and categorized for the security domain, geolocation
is performed and detect for the sentiment is detected that evolve around that
event, (iv) the produced stream is visualized, summarized, categorized for the
information security analysts.
Purpose: Real-time event detection tool which support large scale incremental
microblog streaming data for NMDE, EE and POE category of events.

d. TopicSketch Xie et al. [200]

About: Leverages Twitter for automated real-time bursty topic detection as soon
as it occurs. TopicSketchwas tested on a stream containing over 30million tweets
and demonstrated the effectiveness and efficiency of its method.
Features: The tool provides temporally ordered sub-events that are more descrip-
tive in nature and can also detect events with bursts over shorter duration of time.
It’s contribution can be divided in three stages—at the first stage, it proposed a
data sketchwhich does a calculation on the total number of tweets, the occurrence
of each word and the occurrence of each word pair which provides an early indi-
cation to the popularity of a tweet. Depending on this, a topic model is developed
to infer on bursty topics whose dynamism overtime is calculated through data
sketch. In the second stage, tool proposed a hashing-based dimension reduction
technique using hashing to achieve scalability, and maintain quality of the events
with proved error bounds. The tool is scalable to an extent of handling 300 mil-
lion tweets per day which is close to the data which gets generated on twitter
platform in a day.
Purpose: Dynamic update of topics/eventswithout any predetermined eventmen-
tion from a very large scale data. Useful for data generated from different types
of events like NMDE, EE and POE.

e. TweetXplorer Morstatter et al. [201]

About: It is an analyst’s tool to gain knowledge on social big data through effective
visualization techniques. The data set used was Hurricane Sandy through which
they exhibit the working of the system.
Features: This tool explored the Twitter data by following the data lifecy-
cle phases which includes ‘Plan and prepare’, ‘Collect and process’, ‘Analyze
and Summarize’, ‘Represent and Communicate’ and ‘Implement and Manage’.
Tweettracker support is for the first two phases. The main functionalities of the
tool are in creating meaningful queries, discovering interesting time periods,
representing important tweets and users depending on retweet facility, commu-
nicating salient locations, and discovering user patterns. D3 Visualization toolkit
is used with the Force directed layout method for the visualization process.
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Purpose: To convey information of any NMDE visually so that necessary actions
can be taken during crisis.

f. TEDAS (Event Detection and Analysis System) Li et al. [202]

About: TEDAS tool detects and analyse events through tweets from the Twitter
platform. The dataset used by the researchers for the tool is crime and disaster
related events, for example car accidents, earthquake, etc.
Features: The three important functionalities are detecting new events, ranking
the events w.r.t. their importance and generating temporal and spatial patterns of
the event. It works on both offline and online computing mode. It detects new
events maintaining a rule-based approach. The classifiers, the meta information
extractor and text search engines are used for extracting informative tweets and
extracting location and temporal details from the same. The visualization of the
event is done on the basis of a given keyword and the timeline within which the
event visualization is expected. The implementation of this tool was done based
on Java, PHP with the backend support of MySQL, Lucene, Twitter API and
Google Maps API.
Purpose: Event detection through Twitter during NMDE.

g. Twevent Li et al. [203]

About: An online segment based bursty event detection system for tweets with
a predefined topic name. The event detection was done based on the 4.3 million
tweets published by Singapore-based users in June 2010.
Features: The tool detect the bursty tweet segments as event segments and then
perform a clustering using their content similarity and frequency distribution.
The non-overlapping segments formed from each tweet are the semantically
meaningful information units. Every bursty segment is identified within a fixed
time window based on frequency patterns. After finding out the candidate events,
Wikipedia is used to identify the most realistic events to report the final identified
events.
Purpose: To detect bursty event through bursty tweet segments as event segments
for POE/EE category of events.

h. Twitcident Abel et al. [204]

About: It is a web based system which provides a framework for automatically
filtering relevant information from social media streams, searching for events
and analyzing information regarding this real-world incidents or crisis. This tool
automatically connects to the emergency broadcasting services and start tracking
and filtering the new incident or event from the social media streams.
Features: The incident detection module senses the incidents from the broadcast
emergency services. When this new thread of incident is reported by Twitcident
core framework, the tool starts collecting and aggregating related messages from
thewebandTwitter. Thesemessages are further processedby the semantic enrich-
mentmodulewhich features named entity recognition, classification ofmessages,
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linkages between messages to external web resources and the extraction of meta-
data. Additionally, users are also provided with a search option through which
they could further receive filtered messages according to their need. The tool also
provides graphical visualization of the evolution of the incident overtime or the
geographical impact on the area of an incident.
Purpose: Enhance the user involvement through finer level of visualization as
required by the users during NMDE/EE/POE situations.

i. TweetTracker Kumar et al. [155]

About: It is an application designed to facilitate theHumanitarianAid andDisaster
Relief (HADR) organizations to track, analyze and monitor the disaster related
tweets from the Twitter platform. The aim to design this tool is to provide first
responders achieve proper whereabouts about the disaster situation to decide on
the relief measures. It has used the tweets of Cholera crisis happened in Haiti to
validate the functioning of the tool.
Features: The disaster relief operations require real-timemonitoring of the tweets
within a very short span of time from the time of the disaster. This tool helps
in real-time monitoring by analyzing the tweets from temporal, geo-spatial and
topical perspectives. Twitter streamingAPI is used to collect tweets andfiltering of
informative tweets is done based on specific keywords, hashtags and geo-location
of the tweets. Keywords are used to find the trends through the keyword trending
engine and are expressed through tag clouds. Themap is used for showing the geo-
located tweets. This tool also works on the multi-lingual tweets through Google
Translate to enhance understanding of the tweets.
Purpose: It involves a real time detection of events with pre-defined event men-
tions from users during NMDE situations.

j. TwitinfoMarcus et al. [205]

About: Twitinfo is a real-time tool for visualizing and summarizing events on
Twitter. It allows to browse huge amount of tweets about different events like
disaster, politics, sport etc. and use a timeline-based display to show the peaks
of high tweets activity. According to expert opinion, this tool is appropriate to
monitor long running events and also to identify the eyewitnesses.
Features: The tool can extract the tweets matching the keywords present in the
query and output a graphical view of the timeline of the subevent through peaks of
tweets reaching a certain number. It also highlights important terms andmessages
concerning the subevent, provides zoom in facility to the users, does a sentiment
analysis displaying the event related user’s sentiment’s, and also the geographic
distribution of tweets. It also provides the links between tweets in a cluster if it
is portraying any relevance.
Purpose: Real time analysis of tweets for event detection during NMDE/EE/POE
situations is the primary aim of this tool.

k. TwitterMonitor Mathioudakis and Koudas [70]
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About: TwitterMonitor is a visualization tool which shows the trend of an event
in real-time, using Twitter platform, along a specific timeline.
Features: The tool starts with detecting the bursty keywords in the streaming data
of tweets which is treated as a starting point of detecting a new event. Queue-
burst and Groupburst algorithms were developed to find out bursty keywords in
real-time. The most correlated keywords were found through context extraction
algorithms like Principle Component Analysis (PCA), Singular Value Decom-
position (SVD) etc. using Latent Semantic Analysis which finds out the most
correlated keywords within the event. Grapevine’s Entity Extractor’s algorithm
is used to find the most frequently maintained entities in the trends. A chart
depicts the evolution of popularity of event overtime along with the geograph-
ical origins of tweets. The trending topics of different events extracted are also
indexed according to the volume or a recency score or the combined score of the
both.
Purpose: To index trending topics (EE) depending on the volume and newness
of tweet messages and its timeline based visualization.

l. SensePlace2 MacEachren et al. [206]

About: Senseplace2 is a geo-visual analytics application that collects tweets
attributed by place-time attribute information from the Twitterverse and support
crisis management during disaster events through visually-enabled sense making
from the available information.
Features: The tool uses a crawler, which via Twitter API collects tweets of interest
using keyword and hashtags. Tweets and auxiliary metadata is stored in JSON
format. This data is parsed and stored in a PostgresSQL database. Different dis-
tributed applications that need to analyze tweets for named-entities such as loca-
tion, entities, hashtags etc. then work on the database and create respective tables.
Lastly, a Lucene text index is generated which supports a full text retrieval of
tweets within geographical region and data range. The visualization supports the
analysts to explore, characterize and compare the spatial, temporal and geography
associated with the topics and the entities of the tweets.
Purpose: Supports full text retrieval of tweets within a particular geographical
region and data range during NMDE.

7 Conclusion

OSN has emerged as a significant platform for dissemination of information and
interaction between users. Based on the forms of interaction, OSN is categorized
into different types- blog based, services oriented, media sharing, news sharing,
location based and community based. Researchers use OSN platform to achieve rel-
evant information by churning the huge social streaming data generated by UGC,
available during various kinds of events—NMDE, EE& POE. There are four dimen-



472 A. Goswami and A. Kumar

sions in which events can be categorized—thematic, temporal, spatial and network
structure. A comprehensive review of event detection techniques for each dimension
is done, which would be helpful in detection, analysing, summarizing and predict-
ing of events. The popular OSN platform—Twitter is considered as a case study for
strengthening the concept of event detection in OSN. The role of Twitter platform
in detecting different types of events—NMDE, POE & EE and predicting emerging
events is studied in depth. A detail review of event detection techniques with respect
to different dimensions applicable to Twitter data is done. An exhaustive study car-
ried out of existing data collection and event detection & analysis tools exclusively
used for Twitter platform, will provide readers ample knowledge about the tools,
type of data extracted and use of tools.

The research challenges based on the review of literature for event detection
techniques (in general and for Twitter platform in specific) were also identified.
The insights gained in this chapter would be useful for the readers/researchers to
contribute further on the open challenges as suggested for event detection techniques
through novel tools and new techniques.
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