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PREFACE

This textbook covers important topics on decision making, presents tools for helping
engineers make better decisions, and provides examples to illustrate the concepts and
techniques. Students and engineers who study this material and apply these concepts
and techniques should become better decision-makers.

Like the products and systems that engineers design, this textbook began as an idea
for meeting a need and went through many iterations and revisions over time. In this
case, the initial discussions about engineering decision making involved my colleague
Linda Schmidt, an expert on design methodologies and design education. She and I
discussed how engineers in product development organizations shared information
and made decisions, and we decided to begin studying this activity as a system. Then,
with our colleague Peter Sandborn, we were awarded a grant from the National Sci-
ence Foundation to study how firms used information about environmental impacts in
product development decision making. After studying multiple firms and publishing
our results, the next step was to develop a course in which we could share our insights
about decision making with others. We jointly developed a course outline, and in the
Spring, 2004, semester I taught the course for the first time. Although a traditional
decision analysis textbook was used, the course included topics beyond its scope, so
I created course notes and expanded them every time I taught the course.

In the meantime, our research continued, and I developed three perspectives on
decision making. This led me to reorganize the course (and the course notes) around
these three perspectives, which provide a new way to consider engineering deci-
sion making. In addition, I included various topics on risk management, a type of
decision-making process. These changes also emphasized the challenges of using a
traditional decision analysis textbook that was organized in a completely different
way. The organization of this course was not increasing mathematical difficulty but
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increasing conceptual complexity, and existing texts on decision analysis were inap-
propriate. The first draft of this textbook was my reorganized set of course notes,
which I then divided and rearranged again to form distinct chapters.

This text discusses three perspectives on decision making: (1) the problem-solving
perspective, (2) the decision-making process perspective, and (3) the decision-making
system perspective. The text introduces these perspectives in Chapter 1 and covers
them in sequence as the following paragraphs describe. Techniques for modeling
and managing risk are included throughout the text where appropriate within this
framework.

Chapters 2-6 consider the components and structure of decisions, which is the
problem-solving perspective. Chapter 2 reviews some fundamental topics, includ-
ing the context of a decision situation, fundamental objectives and means objectives,
influence diagrams, rationality, choice strategies, dominance, “framing” a decision
situation, risk acceptance criteria, and types of measurement scales. Understanding
these important fundamental concepts can help one improve decision making.

After Chapter 2 are two chapters about decisions without uncertainty (Chapters 3
and 4) and then two chapters about decisions with uncertainty (Chapters 5 and 6).

Chapter 3 covers multicriteria decision making, which is a traditional topic in deci-
sion analysis and an important skill that is the foundation of decision making. This
chapter covers multiple techniques: the Pugh matrix, a version of the analytic hier-
archy process (AHP), multiattribute utility theory (MAUT), and conjoint analysis. It
also discusses the usefulness of the “Value of a Statistical Life” and the differences
between compensating and non-compensating solutions.

Chapter 4 reviews techniques for group decision making. This material follows
multicriteria decision making (Chapter 3) because the decisions do not have
uncertainty. The chapter covers two primary techniques: ranking (including the
Kemeny-Young method) and scoring, including the majority judgment technique. It
also discusses the implications of Arrow’s Impossibility Theorem.

Chapter 5 introduces decisions with uncertainty (risky decisions) and includes tra-
ditional material on decision trees, risk aversion, and expected utility. It discusses
different types of uncertainties and subjective probabilities. It also defines differ-
ent types of robustness measures and presents uncertainty propagation techniques,
including sensitivity analysis, the method of moments, and Monte Carlo simulation.
(Other approaches for making decisions in the presence of uncertainty are discussed
in Chapter 7.)

Chapter 6 then discusses game theory. This chapter is placed after Chapter 5
because the existence of another decision-maker introduces uncertainty, but this
uncertainty is quite different from uncertainties that can be represented as random
variables (which are discussed in Chapter 5). The chapter discusses two-player
simultaneous, zero-sum games (and finding optimal mixed strategies), two-player,
simultaneous, mixed-motive games, and two-player Stackelberg games. Game
theory is also useful for considering risks due to intelligent adversaries.

Chapters 7-9 discuss the decision-making process perspective: how people make
decisions through decision-making and risk management processes. Because differ-
ent situations require different types of decision-making processes, Chapter 7 begins
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this part of the text by reviewing many types of useful decision-making processes,
the important roles of heuristics and search in decision making, and the composite
nature of decisions. It also discusses the secretary problem, a special case in which
the decision-making process can be optimized. This chapter also describes product
development as a type of decision-making process.

Chapter 8 discusses the value of information, a traditional topic. The decision to
gather more information is usually a decision with uncertainty, but it is included in
this part of the text because it is a decision about what to do in the decision-making
process. This chapter describes how to calculate the expected value of perfect infor-
mation and the expected value of imperfect information and discusses more generally
how to use experimental information to improve decision making.

Chapter 9 explicitly covers the process of risk management, which includes the
decision of which risk mitigation activity (or activities) should be performed. The risk
mitigation decision is another decision with uncertainty, but this material is included
in this part of the text because risk management is a type of decision-making process,
and Chapter 9 describes different risk management processes and risk communica-
tion, an important part of any decision-making process. Because choosing an appro-
priate decision-making process reduces the risk of making a poor decision, Chapter 9
discusses poor decisions and how to learn from those that do occur. Finally, because
some risk management processes emphasize continuously monitoring an activity and
intervening when needed to reduce risk, these processes can be viewed as a control
system. This means that the risk management function is also a decision-making sys-
tem, which is the third perspective.

In the last part of the text, Chapters 10 and 11 describe the decision-making
characteristics of organizations and how to improve those decision-making systems,
which is relevant to the decision-making system perspective. This perspective
considers the flow of information between different decision-makers who have
different roles. It views an organization as a dynamic system that makes decisions
using decision-making processes, but the quality of the decisions that emerge
depends upon not only the decision-making processes but also the culture and the
patterns of behavior.

Chapter 10 describes the characteristics and structure of decision-making systems,
including different roles and mechanisms of organizational influence. It also describes
product development organizations as decision-making systems.

Chapter 11 discusses improving decision-making systems. Because decision-
making systems are complex and involve human actors, the usefulness of quantitative
techniques is limited. Qualitative approaches can represent more interesting phe-
nomena. The chapter begins with different techniques for modeling decision-making
systems, including rich pictures, swimlanes, root definitions, and conceptual models.
The chapter also presents an improvement strategy that exploits the insights that
these types of models provide.

Thus, the text begins with the aspect of decision making that is, conceptually, the
simplest: given a set of alternatives and a decision-maker’s preferences, which one
should be selected? The text then looks “behind the scenes,” so to speak, to describe
the processes used to generate and evaluate the alternatives. Finally, the text “steps
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back” to look at the organization that, to achieve its goals, performs these processes
and makes these decisions.

In the first part of the text (Chapters 2-6), the critical skill is choosing the right
alternative. In the second part (Chapters 7-9), the critical skill is executing the right
decision-making process. In the third part (Chapters 10 and 11), the critical skill is
improving the decision-making system.

The content and organization of this text reflect both a pragmatic attitude about
improving decision making and the scholarly concern with studying, organizing, and
formalizing this activity. This approach has been formed by studying how engineers
and others decide, using the quantitative, analytical techniques that are available, and
helping others become better decision-makers. This text follows the view that the
mathematical models used in the study of decision making, no matter how sophisti-
cated, are merely approximations of what the mysterious human mind does and what
complex human organizations accomplish. Thus, they are valuable if they are use-
ful to those who need to make decisions. The text, therefore, includes a variety of
models that have been generally useful. In some cases the numbers that using such
a model produces may be less valuable than the conversations and negotiations that
are required to construct the model. At the same time, studies of how people decide
in practice have revealed that formal techniques are used less often than informal,
intuitive rules or heuristics. Understanding this is valuable, of course, but improving
decision-making requires learning how and when to use formal techniques as well.

The text’s diversity may concern any who are committed to a single approach to the
study of decision making, but I hope that they will see how each approach is an impor-
tant part of a valuable perspective on decision-making. The organization of the text
(around the three perspectives) provides a synthesis that places different approaches
and techniques in relationship to each other, which is an important scholarly and
pedagogical task.

The contents of the text will reveal the influence of many scholars, including
those who have developed traditional decision analysis and those who have studied
how people decide in practice. The work of Herb Simon has influenced the material
greatly. His insights into how engineers design, how people solve problems, and how
organizations make decisions have influenced the choice of material and the discus-
sions in this text. His proposals for a curriculum in design remain relevant today. His
descriptions of administrative behavior provide valuable, applicable insights for engi-
neers, who must work with others in organizations. This text directly addresses his
observation that an organization is a decision-making system. Simon wrote that cre-
ating the right representation of a problem makes the solution clear; this text takes up
that challenge by describing multiple ways to represent decision making. The three
perspectives discussed in this text are representations of decision making, and those
who seek to improve their decision-making skills and choose an appropriate per-
spective will find promising opportunities. This text is intended to help develop an
“intellectually tough, analytic, partly formalizable, partly empirical, teachable doc-
trine” (in Simon’s words).

Although this text focuses on engineers, decision making occurs everywhere and
is especially relevant in other professions that require selecting a possible solution
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from many alternatives. This includes architecture, law, and medicine, among many
others. Of course, this text, which also reflects the preferences of the author and is
bounded, cannot include every known technique. In particular, human cognition,
behavioral decision making, introductory probability and statistics, optimization,
advanced game theory, risk assessment, and decision support system design are
beyond the scope of this textbook. Excellent texts on these topics are already
available.

The text is designed for advanced undergraduates, graduate students, and engi-
neering professionals who are comfortable with logical reasoning, calculation, prob-
ability, mathematics, and optimization, but it does not require advanced theoretical
mathematics. Although students may have little experience with “real-world” engi-
neering decisions that have large stakes, they make many decisions, and investing the
time to study and improve decision making early will yield benefits throughout their
careers.

Every chapter includes learning objectives that state what the reader will be able
to do after studying the chapter and exercises for practicing the relevant skills. Every
chapter cites interesting and useful books and papers that provide more details about
the concepts and examples that were presented, give formal proofs of important
results, and describe other related material. A list of references cited is provided
at the end of every chapter. The strengths and weaknesses of the techniques are
presented to indicate when each is most appropriate. The examples include both
historical and contemporary events. Many of the papers cited can be found in online
journals and databases and accessed via the Internet; others can be obtained through
a university library. Most of the books can be found in libraries and bookstores
everywhere.

Because the organization of this textbook does not follow the outline of most deci-
sion analysis texts, it may be out of place as a primary text for a traditional decision
analysis course. It could be used as a secondary or supplementary text in such a
course.

Thus, to help an instructor who wishes to teach a course in which the students
learn the skills that are covered in this text, it seemed appropriate to develop and
provide instructional support material that includes not only worked solutions to the
exercises in the textbook but also daily lesson plans for lectures, in-class activities,
slides, and spreadsheets for a course that covers engineering decision making and risk
management. These materials are available from the publisher.

While conducting the study of decision making that has led to this text, I have
been greatly influenced, encouraged, and assisted by my colleagues, including Linda
Schmidt, Joseph Donndelinger, and Erica Gralla, and my students, including Peyman
Karimian and Dennis Leber. Some of the material discussed in this text previously
appeared in various papers that I and my collaborators have written, but all of the
chapters are original.






1

INTRODUCTION TO ENGINEERING
DECISION MAKING

Learning Objectives:

After studying this chapter, the reader will be able to do the following:

Identify and describe two types of decisions that engineers make (Section 1.2).
Classify the decisions that engineers make (Section 1.2).

Describe how optimization is related to decision making (Section 1.3).
Describe how problem solving is related to decision making (Section 1.4).
Explain why decision making is part of risk management (Section 1.5).
Identify problems that can occur in decision making (Section 1.6).

Identify the benefits of improving decision making (Section 1.7).

g = ey Bnogs I =

Describe a decision from three perspectives (Section 1.8).

1.1 INTRODUCTION

Why should engineers study decision making? What is engineering decision making?
People have always made decisions, but analyzing decision-making processes and
developing better decision-making methods are more recent activities. Our ability to

Engineering Decision Making and Risk Management, First Edition. Jeffrey W. Herrmann.
© 2015 John Wiley & Sons, Inc. Published 2015 by John Wiley & Sons, Inc.



2 INTRODUCTION TO ENGINEERING DECISION MAKING

analyze decisions has increased as mathematics, especially the theory of probability,
has developed. In the 1700s, Daniel Bernoulli analyzed risky decisions and described
how the relative values of alternatives depend on the preferences of the decision maker
(Bernoulli, 1954). Ramsey (1964) developed a theory for decision making based on
probability theory and utility. von Neumann and Morgenstern (1944) formalized the
theory of expected utility and the analysis of multiplayer games, which is now known
as game theory. Early works on game theory include Borel (1921), von Neumann
(1928, 1959), and Hotelling (1929), who analyzed a game related to product dif-
ferentiation. The works of Savage (1954), Raiffa (1968), Schlaifer (1969), Benjamin
and Cornell (1970), and Keeney and Raiffa (1976) have been cited as influential early
textbooks. Buchanan and O’Connell (2006) surveyed the history of decision making
and the roles of intuition, risk, groups, and computing in decision making.

Now, what about engineering decision making? Scientists use their observations of
natural phenomena to generate scientific knowledge, but engineers use their knowl-
edge of the world to design products and systems that can perform needed functions
while satisfying certain requirements.

To design a product or a system or to plan an activity, an engineer must make
decisions. The engineer decides that a component will use a certain material, will
have a certain shape, and will be made in a certain way. The engineer decides how
the activity will be performed, who will do which tasks, and when they will be done.
There are many possible choices, and the engineer must select one. This is the essence
of decision making.

The process of making a decision, similar to cooking, transforms inputs into
outputs. Cooking transforms ingredients such as pasta, ground beef, tomato sauce,
spices, mozzarella, ricotta, and parmesan cheese into an appetizing dish such as
lasagna. Decision making transforms information. The input information includes
knowledge about physical phenomena, manufacturing processes, costs, customer
requirements, regulations, and existing designs. Of course, there may be uncertainties
about this information. The output is new information: a description of a design or a
plan. That is, engineering decision making transforms existing information into new
information.

Those engineers who improve their ability to make decisions should generate
designs and plans that are more effective and more efficient. This will help the
engineers and their organizations to be more productive, more successful, and
more valuable. Because engineers are trained in mathematics, statistics, analysis,
and modeling, they have the prerequisites to study and understand the techniques
necessary to improve decision making. Because engineers have experience in
designing, testing, and building objects and systems, they have the skills to apply
these decision-making techniques to real-world problems.

Some of the techniques covered in this text can help a decision maker find the
“best” alternative (the “right answer”). Studying decision making, however, should
produce not only better answers but also new ways of thinking about decisions. Think-
ing more carefully about a decision will lead to better understanding even if no formal
technique is applied. It can help one to choose an appropriate process and avoid
decision-making errors. It can encourage one to consider how much information is
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really needed. It can lead one to see the potential problems with the available alter-
natives and find ways to reduce those risks.

Thinking about the merits of the alternatives, the criteria used to evaluate
them, and the uncertainties involved can help engineers articulate and record the
rationale for their decisions, which can help them justify their decisions to their
peers and superiors and avoid errors during future redesigns. Recording design
rationale can also support collaboration, design reuse, and training other engineers
(Lee, 1997).

This text discusses three perspectives on decision making: (1) the problem-solving
perspective, (2) the decision-making process perspective, and (3) the decision-making
system perspective. These are discussed in detail in Section 1.8. The material included
herein will cover important topics on decision making, present tools for helping
engineers make better decisions, and provide examples to illustrate the concepts
and techniques. The author hopes that students and engineers who study this
material and apply these concepts and techniques will become better decision
makers.

Studies of how decision makers make choices in practice have revealed that some
decisions are made using simple heuristics (Gigerenzer et al., 1999), and others are
made without considering multiple alternatives (cf. Klein et al., 2010). Improving
decision making can go beyond the valuable insights that are gained by understanding
these phenomena, however. The mathematical models used in the study of decision
making are, like all models, approximations of what really happens. Still, they can be
valuable if they are useful to those who need to make decisions. The text, therefore,
includes a variety of models that have been generally useful.

In particular, this text describes multiattribute utility theory (MAUT), the analytic
hierarchy process (AHP), models for representing risk preferences, and game the-
ory models. As Luce and Raiffa (1957) noted, such models do not describe what all
decision makers do, and they do not describe what decision makers should do in an
absolute sense (in all cases). They do, however, attempt to say which alternative is
the best way to achieve the decision maker’s particular goals.

This section began with two questions and provided some answers. These answers,
however, lead to additional questions that this text will address:

e What is the value of improving decision making?

e Which alternative is the best one?

e How should our group make a decision?

e How can one compare alternatives in the presence of uncertainty?

e How can we decide when we do not know what the other guy is going to do?
e Which decision-making process is the most appropriate?

e Should we gather more information before deciding?

e How can we reduce risk?

e How do organizations make decisions?

e How can we improve decision making in our organization?



4 INTRODUCTION TO ENGINEERING DECISION MAKING
1.2 DECISION MAKING IN ENGINEERING PRACTICE

In practice, engineers make many different types of decisions as they design products
and systems. In general, the decisions that engineers make can be classified into two
broad categories:

1. What should the design be? Design decisions determine the overall structure,
shape, size, material, manufacturing process, and components of an object or a
system. These generate information about the design itself and the requirements
that it must satisfy. Design decisions may involve manufacturing processes and
systems. Deciding that gear hobbing will be used to make the bull gear for a
rear differential is a design decision, and deciding where to place the equipment
(including the horizontal hobbing machines) in a machine shop is a design deci-
sion, but deciding which machinist should operate the hobbing machine and
which gears should be machined tomorrow is not, however (it is a production
management decision).

2. What should be done? Management decisions control the progress of a design
process or other activity. They affect the resources, time, and technologies
available to perform activities. They define which activities should happen,
their sequence, and who should perform them. That is, they determine what
will be done, when it will be done, and who will do it. Project management
includes many decisions, such as planning, scheduling, task assignment, and
purchasing.

Example 1.1 Kidder (1981) described the development of a minicomputer (the
Eclipse MV/8000) by a team of engineers at Data General. Although the technology
described is now obsolete, the book depicted many of the decisions that the engi-
neers made during the computer’s development. Management decisions and design
decisions occurred at different levels in the organizational structure. Decisions
by those who had more authority and responsibility affected more people, more
of the process, and more of the product. The following actions were some of the
management decisions (the names West, Wallach, Rasala, etc., refer to people on the
development team):

e The vice president of engineering approved the project.
e West decided to hire inexperienced engineers who had just graduated.

e West decided to have two teams: one for designing the hardware and the other
one for designing the microcode.

e West decided that Wallach should be the architect.

e Wallach decided to begin designing the architecture by organizing the
memory.

e West reviewed the designs.
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Rasala created the debugging schedule.

West approved using microdiagnostic programs.

West approved building a simulator for testing microcode.

Alsing picked Dave Peck and Meal Firth to write simulators.

West decided who would work on which new projects.
Rasala decided to work in the lab to increase morale.

The following actions are some of the design decisions:

e West decided that the new computer should be a 32-bit computer that can run
older programs written for another computer.

e Wallach decided to worry about preventing accidental damage, not malicious
theft.

e Wallach decided that the memory protection scheme should use the segment
number as the security level.

e Wallach defined the instruction set.

e Engineers negotiated the design details.

e West decided that the computer would use PAL integrated circuits.

e The engineers wrote the microcode and the schematics.

e Holland organized the microcode.

e West and Rasala decided to keep the arithmetic logic unit on one board by lim-
iting its functionality.

e West decided which cables and connectors the computer should use.

e West decided how the machine should be started.

1.3 DECISION MAKING AND OPTIMIZATION

Decision making involves generating and evaluating alternatives and selecting the
most preferred one that satisfies given requirements. Optimization involves finding
the best solution from a set of feasible solutions (cf. Kirsch, 1981; Papalambros and
Wilde, 2000; Arora, 2004; Ravindran et al., 2006). From a certain level of abstraction,
therefore, decision making resembles optimization.

Certainly, in some cases, the decision-making process is to formulate and solve
an optimization problem. Such cases are characterized by a relatively large amount
of useful knowledge about the situation and a clear consensus on the objective func-
tion. For example, automotive firms have used optimization to find the best structural
design of an automobile frame in order to make it as strong and light as possible (see
Detwiler et al., 1996, for an early example at General Motors) and have developed
multidisciplinary optimization approaches to find the most profitable vehicle design
during the early design phase (Fenyes ef al., 2002).
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When the optimization requires using analysis software (like finite element
analysis) to evaluate designs, the computational effort of solving the optimization
problem may be the primary challenge. The study of optimization is usually
considered as a topic of interest in applied mathematics and operations research and
engineering design.

Viewing decision making as optimization can be inappropriate, however, in situa-
tions when there is insufficient information to formulate an optimization problem or
there is no consensus on the objective function. This will be discussed in more detail
in Chapter 7.

1.4 DECISION MAKING AND PROBLEM SOLVING

Although the concept of decision making (the process of selecting an alternative) is
generally clear, the idea of problem solving is less straightforward. For our purposes,
it will be important to note two different types of problems.

The first type of problem is a predefined, clearly stated question that must be
answered through calculation or search. There is usually a “right” answer that can
be judged strictly objectively. Word problems in mathematics, operations research,
physics, and engineering science textbooks are generally this type of problem (e.g.,
“Given this set of ten jobs that need processing on a set of ten machines, which sched-
ule minimizes the total time needed to complete all of the jobs?”’). Navigation systems
and online map Web sites solve this type of problem when they provide directions
for the fastest route from a starting point to a destination. Thus, some of these prob-
lems are optimization problems, which were discussed in Section 1.3. This type of
problem may involve predicting how the state of a natural or a man-made system will
change over time or determining unknown aspects of the system state from those that
are given (Hazelrigg, 1996).

The second type of problem is an “issue,” an undesirable situation that a person
or an organization wishes to change. Solving this type of problem can be a messy
process. When a piece of manufacturing equipment stops working unexpectedly, an
issue has appeared, and the factory has a problem to be solved. To solve this prob-
lem, the firm has to investigate the cause of the problem and do something to get the
equipment working again.

For this type of problem, Powell and Baker (2004) defined the following six-stage
problem-solving process:

1. Explore the mess: search for problems and opportunities, accept a challenge,
and start systematic efforts to respond.

2. Search for information: gather data and impressions, observe the situation from
many different viewpoints, and identify the most important information.

3. Identify a problem: generate different potential problem statements and choose
a working problem statement.

4. Search for solutions: develop different alternatives and select one idea (or a few
ideas) that seem most promising.
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5. Evaluate solutions: formulate criteria for reviewing and evaluating ideas and
select the most important criteria, then evaluate and revise the idea(s), and then
select a solution.

6. Implement a solution: identify implementation steps and required resources
and then implement the solution.

Other discussions of problem solving consider very similar steps. This description
shows that decision making is a component of the problem-solving process. The gen-
eral decision is something like “What should we do to solve this problem?”” Decisions
occur in many contexts besides solving problems, however, so it is clear that decision
making is not the same as problem solving.

Steps 3-5 of the above problem-solving process explicitly mention decisions:
choosing a working statement (in Step 3), selecting the most promising ideas (in
Step 4), selecting the most important criteria (in Step 5), and selecting a solution (in
Step 5). Each is an interesting decision, and together, they are a part of how an orga-
nization decides what to do. The concept of how making a decision requires making
many decisions will be considered further in Chapter 7.

1.5 DECISION MAKING AND RISK MANAGEMENT

In general, the term “risk” denotes uncertainty about what will happen in the future.
Risk management is the process of identifying risks, assessing them, and selecting
and implementing risk mitigation activities.

Problem solving handles issues, but risk management considers potential prob-
lems (cf. Kepner and Tregoe, 1965), how to prevent them from happening, and how
to minimize their impact. A manufacturing firm concerned about the possibility of
missing customer due dates will consider, among other things, the likelihood that a
crucial machine will fail and what can be done to prevent its failure (by performing
more preventive maintenance) and minimize the time required to repair it if it should
fail (by investing in some spare parts, for instance).

Contingency plans are useful for risk mitigation, but problems can occur when
they are activated, so one has to consider those potential problems and mitigate those
risks as well. For example, installing a spare part is a reasonable contingency plan if
the machine fails; however, a potential problem is that the spare part may be unavail-
able if it is lost or damaged before it is needed. Thus, mitigating that risk becomes
necessary.

Formal processes of risk management (discussed in Chapter 9) include a
decision-making step: which risk mitigation activity (or activities) should the
organization perform? Ideally, organizations would implement many risk mitigation
activities. Unfortunately, time, money, and other resources make this impossible,
so firms have to choose. Important aspects of risk management are also cov-
ered in Chapter 2 (risk acceptance criteria), Chapter 5 (decision making under
uncertainty), Chapter 6 (game theory), Chapter 7 (the decision-making cycle and
analytic-deliberative decision making), and Chapter 8 (the value of information).
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1.6 PROBLEMS IN DECISION MAKING

Debacles such as the Ford-Firestone feud and the design of the Denver Interna-
tional Airport are “decisions with bad practice producing big losses that become
public” (Nutt, 2003). Engineers should avoid debacles. As might be expected, not
all poor decisions lead to debacles; they lead instead to wasted time, unnecessary
costs, lost opportunities, a poor reputation, damaged relations, and other undesirable
outcomes.

Decision makers make poor decisions for many reasons. The causes range from
the actions and characteristics of individual persons to the policies and culture of
organizations. Decision makers can select the wrong process or mismanage the pro-
cess; generate too few alternatives, too many alternatives, or useless alternatives;
select inappropriate or irrelevant objectives; evaluate alternatives using outdated or
incomplete or incorrect information; select inferior alternatives; implement the cho-
sen alternative poorly; and fail to learn from these types of mistakes. Section 9.8
reviews specific problems and discusses how to reduce the risk of a bad decision.

1.7 THE VALUE OF IMPROVING DECISION MAKING

Improving decision making (through the use of structured decision analysis, for
instance) not only helps decision makers select better alternatives but also gives
them more insight into the decision situation. The first step is to think about how one
makes decisions. Stepping back to reflect on the process to be followed can generate
insights into the opportunities to improve the decision-making process. The possible
improvements include more relevant objectives, better alternatives, more appropriate
measures for evaluating the alternatives, and more logical techniques for combining
these values into a measure that better reflects the decision-maker’s values and
preferences. Better decision-making techniques can save time by focusing time and
attention on constructive activities. Standard decision-making processes can increase
consistency and transparency and facilitate further improvement.

Consider Rose, a decision maker, who wants to improve her decision making with
some type of tool or some other change in the decision-making process (which we
will call the “improvement”). In theory, for a particular decision, Rose could calculate
the difference between the expected value of the alternative that she would choose if
she uses the improvement and the expected value of the alternative that she would
choose if she does not use it.

By evaluating the difference between the best alternative (which was chosen) and
the other alternatives, a review of 37 projects at Eastman Kodak estimated that using
decision analysis added between $5.24 and $10.02 million per project (Clemen and
Kwit, 2001). Gensch (2001) estimated that a manufacturer of heating and cooling
systems more than doubled the profitability of its new products after implementing a
new decision process that required gathering better information about the alternatives
and used a mathematical model for evaluating them. Parnell and Bresnick (2013)
reported that Chevron executives have estimated that using decision analysis was
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worth billions of dollars every year and that the benefits dwarf the small marginal
cost of doing decision analysis.

In addition to the economic benefits, decision analysis has improved decision mak-
ing by improving communication among those making the decision, identifying risk
factors earlier, and planning contingencies (Clemen and Kwit, 2001).

1.8 PERSPECTIVES ON DECISION MAKING

Aristotle introduced the concept of four causes to provide a way to explain reality,
and other philosophers, notably Thomas Aquinas, adopted this approach as well. In
this approach, an object has four causes (Feser, 2009):

e afinal cause that is the object’s purpose or goal or end;

e a formal cause that describes its form or shape;

e a material cause that describes the material from which it is made; and
e an efficient cause that explains what made it or how it was made.

The traditional design concerns (function, form, material, and manufacture) cor-
respond exactly to these four causes. These causes can be viewed as answering three
questions: Why? What? and How? In the same way, to understand a decision, it is
useful to consider the following questions about it: Why is the decision being made?
What is the decision? How is the decision made?

The answer to “Why?” describes the relation among the objectives considered
when making the decision, the decision-maker’s other objectives, the location of this
decision within the organization’s decision-making system, and the roles of others in
the organization. This is the decision-making system perspective.

The answer to “What?” describes the set of alternatives being considered, the con-
straints that the alternatives had to satisfy, and the objectives used to evaluate and rank
the alternatives. This is the problem-solving perspective.

The answer to “How?” describes the process of generating alternatives, collect-
ing information about the alternatives, and evaluating the alternatives. This is the
decision-making process perspective.

The introduction to this chapter mentioned that decision making is a process
similar to cooking. Let us extend that metaphor as follows. Picture a busy restaurant
kitchen in which numerous chefs and other employees use various tools and
appliances at different workstations to prepare and cook different types of food. The
ingredients move around the kitchen and are used to make individual items (such
as entrees and sides), and these items are used to prepare complete plates that are
delivered to the customers. If we look at one particular plate of food, we can consider
its contents, which answers the question “What?” If we look at the steps needed
to make the food on the plate, we can understand the process used to transform
a set of ingredients into dinner, and this answers the question “How?” Finally, if
we look at the entire kitchen, we see a system of people who are processing food
and creating dinners for customers, and this answers the question “Why?” In this
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image, each plate that is completed corresponds to a decision that is made; the
different workstations in the kitchen correspond to the steps in the decision-making
process; and the chefs and their staff are the organization (the decision-making
system).

Example 1.2 Consider Boeing’s decision to move its corporate headquarters to
Chicago (“Inside Boeing’s Big Move,” 2001). Why did Boeing make that decision?
Boeing wanted a new location for its corporate headquarters as part of its strategy
to develop a headquarters that was distinct from its existing businesses and to focus
on growth opportunities around the world. This decision followed other decisions
about the company’s strategic growth plans and led to many decisions about how to
implement the move. What was the decision? Boeing chose an office building for the
location of its headquarters. The building had to be near a major airport in the United
States, and the company wanted to minimize travel time throughout the country and
internationally and to be near politicians and financial firms. How was the decision
made? The senior vice president of Boeing and other executives first picked a short list
of three cities. Real estate professionals provided information about available build-
ings. Then, the senior vice president, with a team of colleagues, visited and evaluated
multiple sites in those cities. Finally, he presented the information to Boeing’s chief
executive officer, who selected a site in Chicago.

Each of these three questions reflects a different perspective on the decision. The
organization of this text is structured around these three perspectives. The text will
first consider the components and structure of decisions (Chapters 2—6), which is the
problem-solving perspective. Then, the text will discuss the decision-making process
perspective: how people make decisions through decision making and risk manage-
ment processes (Chapters 7-9). Finally, the text will describe decisions from the
decision-making system perspective by considering the decision-making behaviors
and information flow within organizations and how to improve those decision-making
systems (Chapters 10 and 11).

EXERCISES

1.1. What are the two types of decisions that engineers make?
1.2. Give two examples of each type of decision.

1.3. Walton (1997) described the process that a team of Ford engineers used to
develop the Taurus. Classify each of the following decisions as a design deci-
sion or a management decision:

(a) Selecting a place for the development team to work.
(b) Selecting the shape of the headlamps.
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1.4.
1.5.
1.6.
1.7.
1.8.
1.9.

1.10.

1.11.

1.12.

(¢) Selecting which sketch to use for a clay model.
(d) Deciding to use a longer wheelbase.
(e) Agreeing to fund tooling and plant renovation.

(f) Deciding to have another market research clinic with current Taurus
owners.

(g) Deciding to spend $200,000 to make a clay model of a competitor’s car for
the market research clinic.

(h) Approving $700 million in additional investment.

(i) Selecting inset doors instead of hard-top doors or limousine-style doors.
(j) Deciding to manufacture a one-piece bodyside.

(k) Deciding that the door sills will be black.

Why is optimization relevant to decision making?

What is the role of decision making in risk management?

List two problems that can occur in decision making.

List two benefits that can result from improving decision making.
What are the three perspectives for understanding a decision?

Consider a decision that you have made recently. Describe it from all three
perspectives.

During the development of the Apollo spacecraft, NASA engineers (who were
unsure about the actual conditions on the moon) decided that the landing gear
design should be appropriate for surfaces like those found in Arizona (Nelson
and Men, 2009). Is this a design decision or a management decision?

Ben Moreell was a civil engineer who later became an admiral in the U.S.
Navy. Consider Moreell’s decision to recruit skilled constructions workers for
the Navy’s Construction Battalions (the Seabees) in World War II (Kennedy,
2013). Was this a design decision or a management decision?

Consider Boeing’s selection of a new corporate headquarters in 2001

(cf. “Inside Boeing’s Big Move”). For each of the following aspects of this

decision, note if it is most relevant to (1) the problem-solving perspective, (2)

the decision-making process perspective, or (3) the decision-making system

perspective:

(a) The availability of educated workforce and presence of other major busi-
ness headquarters.

(b) Office buildings that would be available in September of that year.

(¢) The roles of the board of directors, the strategy council, and the senior vice
president.

(d) Flying around in a helicopter to look at potential sites.
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DECISION-MAKING FUNDAMENTALS

Learning Objectives:

After studying this chapter, the reader will be able to do the following:

1.

S

2 e N e Brogs

10.

11.
12.

Identify the context of a decision situation (Section 2.1).

Select an appropriate decision-making approach for a decision context
(Section 2.1).

Distinguish fundamental objectives from means objectives (Section 2.2).
Create a fundamental objectives hierarchy (Section 2.2).

Create a means-objective network (Section 2.2).

Draw an influence diagram of a decision situation (Section 2.3).

Identify types of rationality (Section 2.4).

Identify dominated alternatives in a multiple-criteria decision (Section 2.5).
Identify choice strategies (Section 2.6).

Use Benjamin Franklin’s method to choose between two alternatives
(Section 2.7).

Describe the importance of “framing” a decision situation (Section 2.8).
Identify risk acceptance criteria (Section 2.9).

Engineering Decision Making and Risk Management, First Edition. Jeffrey W. Herrmann.
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13. Identify types of measurement scales (Section 2.10).
14. Identify appropriate operations for specific measurement scales (Section 2.10).

This chapter discusses some important fundamental concepts that, when under-
stood, can help one improve decision making. Understanding the decision context
(Section 2.1) helps the decision maker select an appropriate decision-making
strategy and choose relevant objectives. Identifying the fundamental objectives
and the means for achieving them (Section 2.2) helps a decision maker focus on
what is important and generate effective alternatives. Mapping the relationships
among the decisions, the uncertainty, and the objectives using an influence diagram
(Section 2.3) can clarify the decision situation. Understanding the principle of
“rationality” (Section 2.4) can help a decision maker avoid bad decisions. Decision
makers can benefit from using dominance properties (Section 2.5) to identify
superior alternatives (and avoid inferior ones) and from knowing that there are
multiple choice strategies available to them (Section 2.6). Benjamin Franklin’s
method (Section 2.7) is a popular decision-making method for choosing between
two alternatives and exploits the basic idea of a tradeoff. Understanding that a
decision must be “framed” properly (Section 2.8) can help decision makers choose
relevant objectives and avoid solving the wrong problem. Decision makers also need
to know when to accept risk (Section 2.9). Because decision-making techniques rely
upon quantitative measures, understanding the different types of measurement scales
(Section 2.10) can help decision makers be consistent and avoid logical errors.

2.1 DECISION CHARACTERISTICS

The characteristics of a decision include its context, its frequency, and its components.
Decision-making contexts can be classified as follows (Snowden and Boone, 2007):

e Inasimple context, clear cause-and-effect relationships are evident to everyone,
and there are repeating patterns and consistent events.

e In a complicated context, cause-and-effect relationships are knowable but not
obvious, expert diagnosis is needed, and there are known unknowns.

e A complex context is unpredictable and dynamic and full of unknown unknowns
and many competing ideas.

e A chaotic context has high turbulence, which requires making many decisions,
but provides no time to think.

e Disorder is a difficult context to recognize because multiple ideas and stake-
holders create a “cacophony” of many voices.

Decisions range from routine to exceptional. Routine decisions are usually
made frequently and have a limited impact (in terms of time or scope or cost).
Exceptional decisions are made infrequently. As might be expected, one person’s
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routine decision may be another’s exceptional decision. For example, a mutual fund
manager regularly buys and sells large quantities of stock. Any one of these decisions
might be an exceptional decision by someone making their first investment in stocks.

The components of a decision are (1) the alternatives that are being considered,
(2) the attributes (criteria, objectives, or performance measures) that will be used to
evaluate and compare the alternatives, (3) the constraints that the alternatives must
satisfy to be considered, and (4) the uncertainty in the outcomes and consequences
that follow from selecting an alternative. This uncertainty may be represented with
probability distributions or as a range of values.

Decision makers also vary in many ways. They think and communicate and learn
in different ways. Some are risk averse, whereas others are risk neutral. Some prefer
alternatives that are good on every important attribute, whereas others prefer alter-
natives that are great on some attributes (and weak on others) because the positives
compensate for the negatives. Each decision maker has his own preferences, values,
and goals, and these affect the relative desirability of the alternatives. Understanding
the decision maker is an important step for improving decision making.

2.2 OBJECTIVES IN DECISION MAKING

In general, a decision maker wants to select the alternative that performs “best” on
various attributes (also known as performance measures). For example, when faced
with the need for a component in the design of a computer, an engineer may want to
select one that is inexpensive, runs well, and would not fail. An engineer designing
a liquid rocket engine will want to select a hot fire test plan that is affordable, does
not delay the engine development project, and provides a certain confidence in the
engine’s reliability.

In general, we will use the term “objective” for goals such as minimizing cost,
maximizing reliability (expected time to failure), and minimizing test time. When
discussing the objectives of a decision, it can be useful to understand why the objec-
tives are relevant and important, to see how multiple objectives are related to each
other, and to consider how certain more abstract objectives can be represented with
more concrete objectives that are easier to measure. In some situations, a discussion
about the objectives can eliminate misunderstandings and build consensus, which
simplifies decision making.

A fundamental objective is one that is important for its own sake; it needs no
justification (Clemen and Reilly, 2001). For a product development team working in
a manufacturing corporation, “maximize profit” may be a fundamental objective. For
a government agency responsible for motor vehicle safety, “maximize safety” may
be a fundamental objective. Fundamental objectives are ends, not means. (The means
describe the ways in which one could accomplish the ends.)

Fundamental objectives, similar to “motherhood and apple pie” vision statements,
are generally accepted as valid but can be imprecise. More specific objectives help
explain what the more general objective means. Note that the more specific objectives
are still fundamental; that is, they are still important as ends, not means.
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For example, the fundamental (but general) objective of “maximize safety” can be
made more precise by elaborating it with the following fundamental objectives that
are more specific: “minimize injuries” and “minimize loss of life.” These describe
various types of safety (not ways to maximize safety). In turn, these can be made more
precise by distinguishing between different groups. Those concerned about motor
vehicle safety could distinguish among drivers, passengers, bicyclists, and pedestri-
ans. Those concerned about hospital safety could distinguish among patients, visitors,
and employees.

A fundamental objectives hierarchy is a way to organize these fundamental objec-
tives (Clemen and Reilly, 2001). The fundamental objectives below a fundamental
objective are the answer to “What do you mean by that objective?” The fundamental
objective above a set of fundamental objectives is the answer to “What is the more
general (or comprehensive) fundamental objective?” Figure 2.1 provides an example
of a fundamental objectives hierarchy. In this figure, the boxes labeled “drivers,”
“passengers,” and “pedestrians” represent the more specific but still fundamental
objectives of “minimize injuries” and “minimize loss of life.” In this case, the fun-
damental objectives for different groups are relevant because there will be different
means for achieving these objectives.

Identifying the decision-maker’s values that are relevant to a decision can help one
identify the fundamental objectives. The importance of caring for people and being a
responsible citizen may generate the objective to maximize safety. The importance of
pursuing excellence may generate the objectives of maximizing performance. Man-
agement decisions, because they involve other people, often require thinking carefully
about one’s values. Some of the relevant values include caring for people, respect for
others, avoiding conflict, keeping promises, self-discipline, survival, fairness, hon-
esty, and integrity (Guy, 1990).

Some fundamental objectives can be used directly as attributes in a decision. For
instance, a decision-maker who seeks to minimize loss of life may evaluate alterna-
tives based on the expected number of lives lost if that alternative was selected. This
depends, of course, upon having a valid method to estimate the expected number of
lives lost. If no such method exists, the decision maker may want to use another objec-
tive as a surrogate for the fundamental objective. This other objective is a means to
achieve the fundamental objective and is thus a means objective; it is important only
because it is a means to the end. It is not important by itself.

| Maximize safety |

| Minimize injuries | | Minimize loss of life |
| |

| Drivers | |Passengers| |Pedestrians| | Drivers | |Passengers| |Pedestrians‘

Figure 2.1 A fundamental objectives hierarchy for objectives related to safety.
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The fundamental objective is the goal, also known as the ends. The means objec-
tives are the ways in which one goes about trying to achieve the fundamental objec-
tive. The means objectives are surrogates for the fundamental objective.

For example, an aerospace engineer may wish to reduce the mass of a system that
will be installed in an airplane. Why? Because that reduces the mass of the airplane,
which reduces the fuel needed to fly the airplane on a certain mission, which reduces
the cost of operating the airplane, which increases the profitability of the airline that
owns and operates a fleet of these airplanes (and increases the desirability of the
airplane). This example is a chain of means objectives, which is shown in Figure 2.2.

A mechanical engineer may wish to select a material that has good machinability
when designing a part. The machinability of the material is correlated with tool wear,
surface finish, cost, and quality (Dieter and Schmidt, 2012). Maximizing machin-
ability is very important, but it is not a fundamental objective. It is a means objective
because it reduces cost, improves part quality, and increases profitability.

Likewise, an industrial engineer who is creating a layout for a factory may wish to
reduce the total distance that material moves throughout the factory. This is a means
to reduce the cost of material handling, which is a means to reduce operating costs,
which is a means to increasing profitability. Reducing the total distance is also a
means to reducing the cycle time (the time required to complete a customer’s order),
which is a means to increase on-time deliveries, which is a means to increase sales
and revenue, which is another means to increasing profitability.

Itis sometimes convenient to draw a graph (a means-objective network) that shows
the relationships between the means objectives and the fundamental objectives. The
nodes in the graph are the various objectives, and each directed arc goes from a means
objective to an objective that it achieves. If the nodes are arranged in such a way that
all the arcs point generally toward the top, then moving down in the network from
a node leads to the objectives that are the answer to “How could one achieve that?”
Moving up from one objective leads to the objectives that are the answer to “Why is
that important?”

For instance, for a highway safety agency, “maximize the number of vehicles
with advanced safety features” and “maximize driving quality” are reasonable means
objectives to “maximize safety” (there are many others). Neither is important to the
agency on its own, but both are important ways to achieve the fundamental objective.
The first may be possible to measure directly (if the agency can estimate the number
of vehicles with advanced safety features), but the second may require surrogates that
are means to maximize driver quality. For instance, “maximize the rigor of driving
tests” (so that a driver can pass the test if and only if they are a very good driver),
“maximize the number of drivers who take driver’s education courses,” and “mini-
mize distracted driving” are three possible means objectives because they are ways to

Minimize Minimize Minimize Minimize Maximize
component —™ airplane —  fuel — operating —™ airline
mass mass required costs profitability

Figure 2.2 A chain of means objectives.
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maximize driving quality. These objectives are how one can maximize driver quality,
and maximizing driver quality is why one would do these.

Thinking about means can lead to ideas for alternatives. For instance, consider-
ing how to minimize distracted driving might lead to the objectives “maximize use
of hands free automobile controls,” “maximize use of hands free cell phones,” and
“maximize enforcement of distracted driving laws.” These lead clearly to technol-
ogy and policy alternatives that focus on each of these three objectives. For example,
requiring that drivers provide a gap of at least 3 feet (1 m) when passing bicyclists
minimizes the likelihood of an accident, which maximizes bicyclist’s safety. Increas-
ing the gap is not a fundamental objective (protecting bicyclists is a fundamental
objective), but this requirement is a policy that can be implemented.

Because the process of identifying means objectives can lead to ideas for alterna-
tives, it is important to have a wide range of means objectives. It is also important
to generate a set of attributes (performance measures) from the objectives, so that
the decision maker will evaluate each alternative not only on the one objective that it
apparently perfectly achieves but also on all other relevant objectives. The objectives
should help one compare and choose between alternatives.

The following procedure can be used to organize the objectives that are relevant
to a decision (“Structured decision making: introduction,” 2012):

1. Brainstorm the “things that matter,” survey a broad cross-section of interested
people to identify the concerns that they would like to see addressed, and con-
sider the concerns and questions of the key stakeholders.

2. State each objective as a quantity that matters and a direction in which the stake-
holders would like it to move (usually, more vs. less, although no change is the
goal in some cases).

3. Separate the objectives into means objectives and fundamental objectives (the
ends).

4. Create a fundamental objectives hierarchy by grouping similar fundamental
objectives, and draw a means-objective network to show why the means objec-
tives are important.

5. Test the usefulness of the objectives, which should be complete, controllable,
concise, measurable, and understandable (cf. Keeney, 1992; McDaniels, 2000).

Example 2.1 Consider the process of designing voting districts (wards) in the
City of Edmonton (in Alberta, Canada), which was described by Bozkaya et al.
(2011). The city policy documents list a set of criteria, some of which can be
expressed as the following objectives: “maximize population equality among
wards,” “minimize the need for future revisions,” and “minimize splitting commu-
nity leagues between multiple wards.” One of the criteria is the compactness of the
shape of the district. City policy states that wards should be “relatively block-shaped
with straight sides.” That is, the districts should not be elongated, snakelike, or
twisted shapes. This was important to avoid the appearance of gerrymandering
and “to ensure that ward boundaries are drawn impartially.” How can one increase
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“compactness”? Bozkaya et al. used two measures: (1) the total perimeters of district
boundaries (where a smaller perimeter is better) and (2) the ratios of perimeters of
districts to circumference of circles with the same areas. Thus, from this discussion,
we can identify two of the fundamental objectives: “minimize the appearance of
gerrymandering” and “ensure that ward boundaries are drawn impartially.” The most
relevant means objective is “maximize compactness of the voting districts” (this
is a means for achieving both fundamental objectives). Because “compactness” is
difficult to measure, two different means objectives are relevant: “minimize the total
perimeters” and “minimize the ratios of the perimeters to equal area circles.” These
objectives can be organized in the means-objective network shown in Figure 2.3.

When choosing a means objective as a surrogate for a more fundamental objec-
tive, one should be careful because optimizing the wrong thing can lead to a poor
solution. For instance, if one wants to minimize the time needed to machine cutouts
in a flat metal part, one possible means objective is to maximize the material removal
rate. An alternative means objective (suggested by Hazelrigg, 2012) is to minimize
the material removed, which can be accomplished by cutting only the outline of the
sections that need to be removed, which would cause them to fall out of the piece, as
shown in the example in Figure 2.4.

It is convenient to view a product as a hierarchy of subsystems, subassemblies,
and components. Since designing a product requires designing all these elements, a
product development project involves a hierarchy of decisions. A decision at one level
sets targets and constraints or provides information for decisions at another level. A
typical example is aircraft design (see, for instance, Kalsi et al., 2001). The concep-
tual design phase selects wing area, fuselage length, wingspan, take-off weight, and
installed thrust, and the detailed design steps must respect these constraints. Setting
these constraints makes component (or subsystem) design easier, although the con-
straints prevent system-level optimization (cf. Hazelrigg, 1996; and Keeney, 1992).
The following are examples of explicit constraints that are means to more fundamen-
tal, implicit objectives (Hazelrigg, 1996):

Minimize Ensure that ward
the appearance boundaries are
of gerrymandering drawn impartially

Maximize
compactness
of voting districts

7N

Minimize Minimize the ratios
the total of the perimeters
perimeters to equal area circles

Figure 2.3 A network of means objectives relevant to designing voting districts (wards) in
the City of Edmonton.
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e | D

(a) (b)

Figure 2.4 Two ways of machining a cutout: (a) the entire opening (the dark grey area) is
machined and (b) only the outline of the opening is machined, and the interior part falls out.
(Plan view of a flat part.)

e In a spacecraft trajectory design problem, the implicit objective is to maximize
value of scientific data returned from spacecraft; the explicit constraint is that
the spacecraft must not crash into the planet.

e In an aircraft autopilot design problem, the implicit objective is to achieve a
safe and comfortable landing; the explicit constraint limits the deceleration of
the airframe.

e In an image compression algorithm design problem, the implicit objective is
to maximize image “quality”’; the explicit constraint is that the probability of
information loss must be near zero.

2.3 INFLUENCE DIAGRAMS

An influence diagram shows the relationships among the choices available to the
decision maker, the sources of uncertainty (if any), and the objectives (Clemen and
Reilly, 2001). A decision maker can use an influence diagram to identify, understand,
and describe the various components of a decision. Understanding a decision can lead
to making a better decision.

Influence diagrams have arcs and nodes. The nodes include decision nodes, chance
nodes, intermediate consequences nodes, and payoff nodes. A decision node repre-
sents a choice that can be made. A chance node represents an event or quantity that is
uncertain. An intermediate consequence node represents a measure or outcome. The
payoff node represents the “bottom line” like total cost or profitability. The arcs can
represent relevance or sequence relationships. Figure 2.5 shows these types of nodes
for a generic decision.

Arcs into a chance node represent relevance, meaning that something affects that
chance (the probabilities associated with that chance). (For instance, the weather
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Figure 2.5 A generic influence diagram.

affects the chance of an accident, and the speed of the car affects the chance of an
accident.) Relevance arcs can also go into consequences and payoffs, obviously, since
the decisions and outcomes affect these.

Arcs into a decision node indicate sequence. That is, they show what is known
when the decision must be made. The driver knows the weather before deciding how
fast to drive.

In the basic risky decision, the decision maker must choose something safe or
something risky without knowing what will happen in the future and which result
will occur. The influence diagram for this type of decision typically has three nodes:
a decision node, a chance node, and a payoff node. The decision must be made before
the chance is resolved, so there is no arc from the chance node to the decision node. If
the choice influences the likelihood of a future event, there is an arc from the decision
node to the chance node. Both the decision and the uncertain future affect the payoff
to the decision maker, so there are arcs from the decision node and the chance node
to the payoff node.

Example 2.2 Consider a situation in which Rose must select a material to be used in
a product, but she is not sure about the properties (performance) of some of the alter-
natives. Before selecting a material, she must decide how much testing to do (the test
plan). The amount of testing and the unknown material properties influence the imper-
fect test results. The amount of testing determines the testing time and cost, which
influences the schedule delay and development cost. After getting the test results, she
must select a material, which influences the product quality and unit cost. The mate-
rial properties also influence these metrics. The schedule delay, development cost,
product quality, and unit cost all affect profitability. Because the testing is not per-
fect, there is still some uncertainty in the material properties, and that uncertainty
makes the true product quality and unit cost uncertain. Figure 2.6 shows an influence
diagram for her situation. This diagram shows the sequential nature of the decisions
(first Rose decides how much testing, and then she selects a material after getting the
test results) and the uncertainties (in the material properties and the test results).

Influence diagrams are usually not used for quantitative analysis; instead, they
are used for understanding and communicating the key components of a decision.
Representing every detail of every relationship or component is not as crucial as rep-
resenting the most influential parts of a decision in a logical way.
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Figure 2.6 An influence diagram for a decision about conducting tests to gather information
about material performance.

An influence diagram should be complete and accurate, and its usefulness depends
upon clearly showing the key relationships between the important, relevant factors.
Constructing an influence diagram, like creating other types of models, is an iterative
process in which the diagram is updated as one identifies additional relevant factors
and more appropriate ways to describe the relationships between the components of
the diagram.

To begin creating an influence diagram, identify the important decisions, uncer-
tainties, and consequences that are relevant to the decision. Then, consider the
sequence in which decisions will occur and the uncertainties will be resolved. Add
an arc from a chance node into a decision node if that uncertainty will be resolved
and known before the decision is made. In a similar way, add an arc from one
decision node into another decision node if the first decision will be made and
the outcome known before the second decision is made. Add arcs into a chance
node from the nodes for decisions and uncertainties that affect the distribution of
outcomes. Both the choice of a route and the weather will affect the distribution of
the time required to drive to work, for instance. Add arcs into a consequence node
from the nodes for decisions, uncertainties, and consequences that determine that
consequence. Add arcs into the payoff node from the nodes for the consequences
that determine that payoff. For more details and examples, see, for instance, Clemen
and Reilly (2001) or Chelst and Canbolat (2012).

2.4 RATIONALITY

Rationality is an important concept in the study of decision making. Most decision
makers want to avoid being irrational. What types of things are irrational? Shooting
from the hip (i.e., choosing the first thing that comes to mind when there is time to
be more analytical), procrastinating (refusing to decide), and ducking (delegating the
decision to someone else) may be viewed as irrational. Also considered irrational
are decision makers who use invalid or incomplete information, those who do not
consider the consequences of their actions, and those who allow emotion to override
objective assessments (Simon, 1997). The Dutch Book Argument states that decision
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makers are rational if and only if their assessments of probabilities obey the laws of
probability (Lyon, 2010). In particular, an irrational decision maker believes that the
sum of the probability that an event occurs and the probability that the event does not
occur is greater than 1.

In the most general sense, an action is rational because the one choosing it believes
that the action will lead to a desired end. In the same way, a decision is rational
because the decision maker is trying to achieve his goals. Stirling (2003) gave this
inclusive definition of rationality: “A rational decision is one that conforms either
to a set of general principles that govern preferences or to a set of rules that govern
behavior.” By applying these principles or rules, the decision maker selects an action
that leads to acceptable consequences. Therefore, because different situations require
different definitions of acceptability (and different goals and resource availability),
which lead to different principles or rules, there are different types of rationality.
Decision makers choose and use different types of rationality in different situations.

A particular decision-making method may be rational in some situations and irra-
tional in others. At a football game, it is an accepted practice to flip a coin to decide
who will kick off first. However, flipping a coin to choose a prime contractor for a
new military tanker aircraft would be considered irrational. In the latter case, consid-
ering issues such as life-cycle costs, expected aircraft performance, and the supplier’s
reliability is a more reasonable approach.

Note that rationality is not the same thing as “making a good decision.” The quality
of a decision can be measured in different ways. The most common way is to look at
what happened after the decision was made; if the outcome was desirable (or, even
better, the best possible), the decision was a “good” one.

Looking only at the outcome can be misleading, however, because the future is
uncertain, and “bad luck” can make any decision look bad. For example, consider the
tanker aircraft contractor decision. One could very carefully consider the different
contractors, the expected performance of the aircraft designs, the cost estimates pro-
vided, the strategic importance of the relationships, and other factors before selecting
one. Suppose that, when production begins, the supplier is forced to shut down their
final assembly facility due to damage from a severe tornado, which causes exten-
sive delays in the production of the aircraft. The decision looks bad because of the
outcome, but the decision process was appropriate and performed properly.

Multiple types of rationality have been identified. Stirling (2003) listed four types:
substantive rationality, procedural rationality, bounded rationality, and intrinsic ratio-
nality. Gigerenzer et al. (1999) first distinguished between “demons” and bounded
rationality. The models called “demons” are those that assume that human beings have
unlimited power to find and evaluate alternatives (especially those that seem to have
uncertain outcomes). This class they separate into two types: unbounded rational-
ity and optimization under constraints. Unbounded rationality assumes that humans
have unlimited time, knowledge, and computational capacity and do not consider the
cost of searching. Optimization under constraints assumes that the decision maker
considers the costs and benefits of searching for information but otherwise still has
unlimited knowledge and computational capacity.

The following paragraphs describe these different types of rationality.
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Substantive Rationality: Nothing but the best will do. A “‘substantively rational”
decision maker makes choices according to the principle that one should select the
alternative that is optimal in the total preference ordering (Stirling, 2003).

A key concept is the concept of ordering. A decision maker must have the ability to
say that one option is better than another. Alternatively, we say that the decision maker
prefers one option to another. Let A > B denote the fact that the decision maker prefers
alternative A over alternative B or views them as equivalent. Then, certain properties
must hold: reflexivity is the property that A > A. The property of antisymmetry states
that if A > B and B > A, then A = B (that is, the decision maker has no preference;
they are equivalent). The property of transitivity states that if A > B and B > C, then
A > C. The property of linearity states that, for any two alternatives A and B, either
A > Bor B > A. (Of course, it may be that both hold.)

Substantive rationality is the paradigm that guides formal decision analysis. It
deals with principles about preferences. First, for all the possible alternatives, the
decision maker has a total ordering over them. Second, the decision maker should
choose the alternative that is most preferred. That is, the decision maker optimizes.
This total ordering can be represented as a utility function U, so that the decision
maker prefers alternative A to alternative B(A > B) if and only if U(A) > U(B).

The selected alternative is a function of choosing this approach and the utility func-
tion. Most of the work involves collecting information and performing calculations
to evaluate the utility function. (Of course, determining the utility function is not easy
either.)

Although this rationality is conceptually ideal, there are two obstacles that prevent
its widespread acceptance. A practical obstacle to this approach is that it requires a
complete understanding of the situation and extensive computational effort. These
may not exist in many settings. A conceptual obstacle is that it does not describe
how people make many decisions in practice. Decision makers, especially in social
settings, do not maximize their utility because that requires more time and effort.

Procedural Rationality: By the book. A “procedurally rational” decision
maker makes choices by following specific rules or procedures (Stirling, 2003). In
some cases, explicit company policies and government regulations require certain
decision-making procedures and rules. In other cases, decision makers use knowl-
edge about the behavior that is appropriate for given situations (called “scripts” by
Gioia and Poole, 1984) to determine the best course of action.

For example, in a production scheduling environment, a policy that the factory
should always manufacture the five most popular products every Monday is a
decision-making procedure that avoids complex optimization routines. A bank can
evaluate loan applicants by their credit rating and issue loans only to those who
have sufficiently high scores (instead of making case-by-case decisions). Using
the nearest neighbor algorithm (Figure 2.7) is a procedure to select a route for a
traveling salesman problem (TSP). An automotive engineer who must read hundreds
of accident reports would use a screening script to decide quickly which ones merit
further investigation (Gioia, 1994).

The problem is that a rule may yield solutions with poor quality; usually there is no
guarantee of optimality. For instance, using the nearest neighbor algorithm to solve
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(a) (b)

Figure 2.7 Using the nearest neighbor algorithm to generate solutions to a TSP with six
points. In (a), the algorithm begins at the gray point, proceeds to the point slightly below it
and then continues clockwise back to the first point. In (b), the algorithm begins at the gray
point and proceeds clockwise back to the first point. The solution in (a) is 8% longer than the
solution in (b).

a TSP can, in some cases, create solutions that are clearly not optimal (as shown in
Figure 2.7) and, in others, create very bad solutions.

Bounded Rationality: The best we could do in the time available. Bounded ratio-
nality starts with the observation that information and computational power (comput-
ers or people) are limited in the real world, and this prevents complete optimization.
Cognitive limitations that lead to errors in judgment and decision making are another
limit on human decision making (Todd and Gigerenzer, 2003).

There are, however, two types of bounded rationality. In the first, the choice
to stop searching (for information or alternatives) is viewed as part of a more
comprehensive optimization problem. This returns the decision-maker to substantive
rationality, where the time or computational limits are part of the decision, and
the decision-maker needs to optimize the whole thing. (The calculation of the
expected value of information, discussed in Chapter 8, can be seen as part of this
approach.)

In the second, simple rules are used for stopping the search. These include the two
overlapping categories of satisficing and fast-and-frugal heuristics. Satisficing is an
important type of bounded rationality in which the decision maker has (or determines)
minimum requirements on one or more attributes and searches for a solution until
one that meets all the minimum requirements is found (Simon, 1981). The decision
maker stops with the first satisfactory one. Fast-and-frugal heuristics (some of which
may be satisficing) “employ a minimum of time, knowledge, and computation to
make adaptive choices in real environments” and “limit their search of objects or
information using easily-computable stopping rules, and they make their choices with
easily-computable decision rules” (Gigerenzer et al., 1999).

A simple algorithm for deciding how to treat heart attack patients is an example of
a fast-and-frugal procedure (Gigerenzer et al., 1999). Based on the answers to three
yes-or-no questions, the algorithm classifies a patients as “high risk” or “low risk,”
and the strategy for treating the patient is based on this variable (a high-risk patient
will receive a more aggressive and expensive treatment). The algorithm is fast (only
three questions that require no computation) and frugal (it uses only some of the
available information).
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Intrinsic Rationality: You get what you pay for. This type of rationality looks
at each alternative by itself. An intrinsically rational alternative is one that yields
expected benefits that equal or exceed the expected losses (Stirling, 2003). Benjamin
Franklin’s approach, by comparing the pros and cons of doing something, follows this
approach. If the alternative is a net gain, keep it, else discard it. Intrinsic rationality
allows a decision maker to create a set of (intrinsically) rational solutions (instead
of just one optimal or satisfactory solution). The overall quality of the solutions may
vary, since some could have small benefits (with small costs) and some could have
large gains (with large costs).

Intrinsic rationality could be used to select a small set of alternatives for an opti-
mization approach or a set of alternatives among which a decision maker can pick
and choose: Which new products should be developed? Which home improvement
projects should we do?

The following scenario is another example: when selecting a vendor for a research
and development project, a government agency will award a contract of a fixed
amount to any vendor whose ideas meet certain performance criteria. The vendors
are not compared with each other, only to the criteria. Because the cost of a contract
is fixed, the intrinsic value of each vendor is determined by the quality of their ideas.

Ecological Rationality: The right process at the right time. The study of ecolog-
ical rationality (Todd and Gigerenzer, 2007) seeks to determine when (i.e., in which
situations) a given decision-making heuristic will be successful and when it will fail.
For instance, to decide which of the two alternatives is greater on some criterion, the
recognition heuristic chooses the one that is recognized if the other is not. This heuris-
tic, which may ignore contradicting information about the recognized alternative, is
ecologically rational if it makes the correct decision over half of the time. According
to Todd and Gigerenzer, “environment structure—in the form of useful patterns of
available information in the world—can be exploited by heuristics in the head to pro-
duce adaptive behavior. Heuristics—simple decision algorithms that can work well in
appropriate environments—generate both routine behavior and important decisions.”

Using simple rules is sometimes a response to complexity (Simon, 1955, 1978).
In this case, the decision maker, faced with a problem that is too large or complex
to solve optimally, falls back on a simple rule that makes sense based on what is
understood. For instance, one can use the nearest neighbor rule to solve a large TSP.
A fast-and-frugal heuristic similar to recognition can perform well in certain domains
(Gigerenzer et al., 1999). In general, choice strategies that do not use optimization
may be more powerful in complex and messy problems.

The study of heuristics-and-biases has investigated, using the methods of psy-
chology and economics, different decision-making shortcuts, such as availability,
representativeness, and the simulation heuristic, and has documented these heuris-
tics’ inferior performance compared with optimal strategies (Tversky and Kahneman,
1974; Kahneman et al., 1982). When using a simulation heuristic, a decision-maker
visualizes or predicts what will happen and what new opportunities or problems might
occur if a particular alternative is selected.

These simple heuristics can be viewed, however, as ways to save valuable time,
so that a decision maker can react quickly, make more decisions per unit time, and
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gain an advantage on competitors (Klein, 2001; Todd, 2001). Humans use simple
heuristics with little information and conduct searches that are appropriate for the
environment; moreover, providing information in a way that is compatible with the
heuristics that are being used leads to better decision making (Todd and Gigerenzer,
2003; Todd, 2007).

Because the mind is so mysterious and human behavior so complex, psycholo-
gists, economists, sociologists, political scientists, philosophers, and others continue
to develop different ways to describe human behavior. Humans want a variety of
goods, and they are resourceful and self-interested, but they are influenced by what
others do and think, they love and help others, and they seek truth (Jensen and Meck-
ling, 1994; Feser, 2009). Given this complexity, it is certainly hard to say absolutely
that a given decision is irrational. It may be possible only to determine which type(s)
of rationality it appears to fit.

2.5 DOMINANCE

According to Simon (1997), “A fundamental principle of administration, which fol-
lows almost immediately from the rational character of ‘good’ administration, is that
among several alternatives involving the same expenditure the one should always be
selected which leads to the greatest accomplishment of administrative objectives; and
among several alternatives that lead to the same accomplishment the one should be
selected which involves the least expenditure.” This principle illustrates the concept
of dominance. Among the alternatives involving the same expenditure, the one that
accomplishes the most dominates the others. Likewise, among the alternatives that
lead to the same accomplishment, the one that costs the least dominates the others.

In decision analysis, dominance is the situation in which one alternative is always
better than another, where the words “always” and “better” depend upon the con-
text. This section will consider the use of dominance in a multicriteria decision, in
a decision under uncertainty, and in a two-player simultaneous game. These types
of decisions are covered in more detail in the following chapters: Chapter 3 dis-
cusses multicriteria decisions, Chapter 5 discusses decisions under uncertainty, and
Chapter 6 discusses game theory.

In general, given a set of alternatives, if one can determine alternative A is “always
better” than alternative B, then alternative B is “dominated” and can be dropped from
the analysis because it cannot be the best choice. Identifying and eliminating the dom-
inated alternatives leave a set of “nondominated” alternatives from which the decision
maker should choose the one that is most preferred. One benefit of finding the non-
dominated alternatives is that it requires little information about the decision-maker’s
preferences but can significantly simplify the analysis.

If there are M alternatives and # attributes, then finding the dominated alternatives
requires O(M?n) effort because, in the worst case, every pair of alternatives must
be compared on every attribute. When n = 2, the set of nondominated alternatives
can be visualized as a curve in the two-dimensional space (in which the two
coordinates are the values on the two attributes). When n > 2, however, visualizing
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the set of nondominated alternatives is difficult, although some techniques using
self-organizing maps have been proposed (Chen ef al., 2013).

Note that the set of nondominated alternatives is sometimes called the “Pareto
front” or the “efficient frontier,” and the nondominated alternatives are sometimes
called the “Pareto optimal” or “efficient” alternatives.

Consider a multicriteria decision with n criteria such that the decision maker
can determine, for any two unequal values of the same criterion, which one is
preferred. That is, there is an ordering that we represent as follows: Let x > y denote
the fact that the decision maker prefers value x to value y or is indifferent between
them.

Let X and Y be two alternatives with values (x{, ... ,x,) and (y;, ... ,y,). Then,
alternative X dominates alternative Y if and only if x; > y; forall i=1, ... ,n and
there exists some criteria k such that x;, # y, and the decision maker prefers x; to y,
(he is not indifferent between them).

In a decision with uncertainty, suppose that there are n possible states of nature that
could occur after the decision maker selects an alternative. The probabilities of these
states are not affected by the decision-maker’s selection. Let u(x, i) be the utility of
alternative x if state i occurs. The decision maker prefers greater utility. Then, alterna-
tive X stochastically dominates alternative Y if u(x, i) > u(y, i) foralli =1, ... ,nand
there exists some state k such that u(x, k) > u(y, k). (This is a simplest type of stochas-
tic dominance, but there are other conditions that lead to stochastic dominance.)

In a two-player simultaneous game, suppose that there are n possible alternatives
for the second player, whose choice will be revealed after the decision maker (the
first player) selects an alternative. Let u(x, i) be the utility for the first player if he
chooses alternative x and the second player chooses alternative i. The decision maker
prefers greater utility. Then, alternative X dominates alternative Y if u(x, ) > u(y, i)
foralli =1, ... ,n and there exists some alternative k such that u(x, k) > u(y, k).

Example 2.3 Table 2.1 provides information about the strength, installation effort,
and cost of various types of glass (Allen, 1997). Assume that Joe, the decision maker,
prefers a stronger glass that is easier to install and has lower cost. In some settings,
there may be other relevant attributes, including aesthetic concerns, the need to reflect
light, or the need to reduce its transmission. For example, when choosing the glass
to be used in his innovative lighthouse lens, Augustin Fresnel considered both flint
glass, which was more dense but brilliant and clear and had a high refractive index,
and crown glass, which was hard, light, and easy to mold but had a low refractive
index (Levitt, 2013).

Consider, for example, the Standard SS and Standard DD types of glass. Both are
easy to install, and both have a low cost. The strength of the Standard SS is poor,
however, which is not as desirable as the strength of the Standard DD, which is fair.
Thus, Standard DD dominates Standard SS. It is not worse on any attribute, and it is
better on at least one. Likewise, glass block is an excellent strength alternative, but it
is difficult to install and has a high cost, so tempered glass dominates that.

Among the 12 types of glass in Table 2.1, only two are not dominated: Standard
DD and tempered. The Standard DD glass is the best low cost alternative, and the
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TABLE 2.1 The Properties of Different Types of Glass (Allen, 1997).

Type Strength Installation Effort Cost
Standard SS Poor Easy Low
Standard DD Fair Easy Low
Plate Good Easy Medium
Tempered Excellent Easy Medium
Safety Excellent Difficult Medium
Wire Excellent Difficult High
Insulating Good Difficult High
Tinted Good Moderate High
Frosted Good Moderate High
Patterned Fair Easy High
Mirror tiles Poor Easy Medium
Glass block Excellent Difficult High

tempered is the best excellent strength alternative. Both types are also easy to install.
All the other types are dominated by at least one of these two. Joe can focus his
attention on only these two types of glass.

2.6 CHOICE STRATEGIES

There are numerous strategies used to make a decision, especially when there are
many alternatives and multiple criteria on which to compare them. The following list
of choice strategies and the accompanying descriptions are from Hastie and Dawes
(2001), see also Payne and Bettman (2001):

1. Dominance: Used to select an alternative or to discard one. To select one, find an
alternative that is, on all important attributes, at least as good as every other alter-
native. To discard one, find an alternative that is worse than any other alternative
on all of the attributes. This strategy eliminates inferior alternatives without
eliciting the decision maker’s specific preferences about the attributes. This
strategy will not necessarily identify a single preferred alternative. Performing
all the pairwise comparisons required can be time consuming if there are many
alternatives.

2. Additive Linear: Used to find the best alternative. Assign every attribute a
weight that reflects its importance. Calculate a total value for each alternative
by determining its value on every attribute and finding the weighted sum of
these values. Select the alternative with the greatest total value. This strategy
identifies one “best” alternative but requires the weights for the attributes.
Determining accurate weights that reflect the decision-maker’s preferences
can be time consuming. This comprehensive strategy assumes that a linear
model of the decision-maker’s preferences is appropriate, and this could be
inaccurate.
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. Additive Difference: Pick two alternatives, estimate the difference between

them on every attribute, and calculate the total net difference. Discard the loser
and compare the winner to another alternative. Repeat until all alternatives
have been compared, and then select the one that remains. This comprehensive
strategy has the same advantages and disadvantages as the additive linear
strategy.

. Satisficing: For every attribute, determine a minimal acceptable (cutoff) value.

Find the first alternative that is, on every attribute, at least as good as the cut-
off value. This often occurs in engineering design when one does an iterative
design process. One designs a component (or system) and then tests it. If the
design meets all the requirements and constraints, the design is done. If not,
then one redesigns it and tests the new design. And this continues until the
meets all the requirements and constraints. This strategy requires less effort
than the comprehensive strategies but will not necessarily identify the “optimal”
alternative.

. Disjunctive: For every attribute, determine a minimal acceptable (cutoff) value.

Find the first alternative that is, on at least one attribute, at least as good as the
cutoff value. One can use this strategy to find a diverse set of alternatives that
are each very good on at least one attribute. Similar to satisficing, this strategy
requires less effort than the comprehensive strategies but will not necessarily
identify the “optimal” alternative.

. Lexicographic: Identify the most important attribute and the alternatives that

have the best value on that attribute. If there is only one, select it. Otherwise,
keep these alternatives, discard the remainder, identify the next most impor-
tant attribute, and find the alternatives that have the best value on that attribute.
Repeat until only one alternative remains. This strategy identifies one “best”
alternative but cannot consider tradeoffs between attributes.

. Elimination by Aspects: Identify the most important attribute, determine a

minimal acceptable (cutoff) value for that attribute, and discard all alternatives
that have a lower value on that attribute. Select the next most important
attribute, determine a cutoff value, discard the inferior alternatives, and repeat
until only one alternative remains. This strategy identifies one “best” alternative
but cannot consider tradeoffs between attributes. Because it keeps multiple
alternatives at each step, it should require more effort than the lexicographic
strategy.

. Recognition Heuristic: Choose the first alternative that is recognized. This is a

very simple strategy that requires little effort, but it will not necessarily identify
the “optimal” alternative.

In general, these strategies provide a tradeoff between the comprehensiveness of

the search and the mental effort involved. All can be considered rational in one way
or another, which accounts for their popularity. As mentioned before, strategies that
make sense in one domain may be poor choices in another.
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Example 2.4 Consider the glass choice from Example 2.3. Applying the lexico-
graphic choice strategy requires the decision maker to prioritize the attributes based
on which are most important. In this situation, an attribute’s “importance” reflects
the decision-maker’s preferences; one attribute is more important than another if the
decision maker, given a choice between two alternatives, prefers the one that is better
on the first attribute regardless of the values of the second attribute for the alternatives.

If Joe cares most about installation effort, he should sort the types of glass first
by installation effort, which shows that six types are easy to install. If he cares more
about cost than strength, he should sort these six types by cost, which shows that only
two types (Standard DD and Standard SS) are low cost. Finally, considering strength,
the only remaining attribute, shows that Standard DD is better, and Joe should choose
that one.

Applying the additive linear choice strategy requires Joe to convert the proper-
ties to scores and to give weights to the different attributes. Chapter 3 will present
multicriteria decision-making approaches that do this in a systematic way.

2.7 MAKING TRADEOFFS

When asked for advice, Benjamin Franklin did not pick an alternative for Joseph
Prestly, his correspondent. Instead, in the following letter, he recommended a
decision-making process (“Moral Algebra,” 2012; Stirling, 2003).

London, Sept 19, 1772
Dear Sir,

In the affair of so much importance to you, wherein you ask my advice, I cannot,
for want of sufficient premises, advise you what to determine, but if you please
I will tell you how. When those difficult cases occur, they are difficult, chiefly
because while we have them under consideration, all the reasons pro and con are
not present to the mind at the same time; but sometimes one set present themselves,
and at other times another, the first being out of sight. Hence the various purposes
or inclinations that alternatively prevail, and the uncertainty that perplexes us. To
get over this, my way is to divide half a sheet of paper by a line into two columns;
writing over the one Pro, and over the other Con. Then, during three or four days
consideration, I put down under the different heads short hints of the different
motives, that at different times occur to me, for or against the measure. When I
have thus got them all together in one view, I endeavor to estimate their respective
weights; and where I find two, one on each side, that seem equal, I strike them
both out. If I find a reason pro equal to some two reasons con, I strike out the
three. If I judge some two reasons con, equal to three reasons pro, I strike out the
five; and thus proceeding I find at length where the balance lies; and if, after a
day or two of further consideration, nothing new that is of importance occurs on
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either side, I come to a determination accordingly. And, though the weight of the
reasons cannot be taken with the precision of algebraic quantities, yet when each
is thus considered, separately and comparatively, and the whole lies before me, I
think I can judge better, and am less liable to make a rash step, and in fact I have
found great advantage from this kind of equation, and what might be called moral
or prudential algebra.

Wishing sincerely that you may determine for the best, I am ever, my dear
friend, yours most affectionately.

B. Franklin

Although it is relevant for a binary choice (yes or no, go or no-go, A or B), this
approach is an example of multicriteria decision making (Yoon and Hwang, 1995),
and the method resembles the judgment processes that medical professionals use
(Dawes and Corrigan, 1974; Shulman and Elstein, 1975).

This process relies upon the decision-maker’s ability to determine the equality of
dissimilar items on an implicit preference scale. Because the decision maker is com-
paring only two alternatives, only one simple relationship is needed, and comparing
the items in the two columns is sufficient.

A force field diagram is a graphical version of this method. A vertical line down
the middle of the diagram represents the alternative. Horizontal arrows pointing to the
vertical line from the left represent reasons to choose the alternative, and horizontal
arrows pointing to the vertical line from the right represent reasons to discard it. The
length of each arrow indicates the “weight” of the corresponding reason. The force
field diagram can show that the reasons to choose (or discard) the alternative dominate
those on the other side. Straker (1995) discussed force field diagrams and provided
examples and variations.

The method can be adapted for any decision between two alternatives. When a
Ford engineer had the opportunity to leave for a position at Nissan, she created a chart
on which she listed the benefits of staying on one side and the benefits of leaving on
the other (Walton, 1997). The benefits of staying included Ford cars, health benefits,
and the advantages of seniority. The benefits of the new job included more money,
new opportunities, travel to Japan, a more diverse environment, learning new skills,
health benefits, and Nissan cars. After comparing these, she chose to leave.

2.8 REFRAMING THE DECISION

The variety of choice strategies highlights the usefulness of choosing a different
choice strategy (reframing the decision) when one strategy has led the decision maker
into a difficult situation. This section briefly describes two examples where reframing
the decision was valuable.

Example 2.5 This example was initially framed as a multiple criteria problem (cost
vs. power and torque), but the experts reframed it as a satisficing problem (is the
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car powerful enough for her driving needs?). It is based on a letter written to Tom
and Ray Magliozzi, better known as Click and Clack, who host the radio show “Car
Talk” (Click & Clack, 2007). The writer, a woman named Kathleen, was trying to
decide whether to buy a Ford Focus or a Nissan Versa. Both cars had four-cylinder
engines and automatic transmissions. They had “similar” size, curb weight, quality,
and warranty. The cost of the Focus was “slightly higher.” She was worried about
the horsepower and torque: the Focus had 140 hp and a maximal torque of 136; the
Versa had 122 hp and a maximal torque of 127. She wrote, “I am just not sure if the
difference is worth the slightly higher cost of the Focus. Can you tell me if it would
make a positive difference in power and pickup during highway miles?”

Kathleen was struggling with a multiattribute decision-making problem and
needed to make a tradeoff between cost and power (measured by horsepower
and torque) because the other attributes mentioned were basically the same. (It is
reasonable to assume that any attributes not mentioned were either equivalent or
much less important.) Kathleen wanted to know if the better performance was worth
the extra cost.

Click and Clack simplified the decision, however, by reframing the problem as
a satisficing problem. In particular, they advised her to focus on whether the power
was “adequate.” They suggested that Kathleen test drive both cars in situations that
reflect her normal driving patterns. They especially recommended trying to merge
into high-speed traffic, with passengers in the car, if she would frequently need to do
that. If she does not need to do that, or if both pass this test, she should not worry about
the power anymore. If she needs to do that and both fail the test, she should consider
a more powerful car. The remaining possibility was that she needs to do that and
only one of the cars passes the test; then she should purchase that one. Therefore, the
question was not whether the Focus’s extra power is worth the extra cost; it was about
how much power she needs and which of the cars provides that. Passing the highway
merge test (if it is relevant) became a threshold that a satisfactory car must meet.

Example 2.6 1Inthis example, adding another means objective leads to a better alter-
native. A textile cooperative in Ahmedabad, India, wanted to improve the reliability
of their electricity supply because the local power supplier was unreliable (“Solar
sewing,” 2014). When the power was off, the women who worked there could not
run their sewing machines, which limited their productivity and income. Their initial
focus on the power supply led to a design for an expensive photovoltaic system to gen-
erate electricity. Considering the demand for electricity, however, led to a proposal to
replace their overpowered, inefficient sewing machines with smaller ones that were
still sufficiently powerful for their products and required less energy, which would
require a smaller, less-expensive photovoltaic system. Moreover, the new machines
had features that would improve production in other ways.

The initial set of objectives can be seen as “increase electrical supply” in order to
“have enough power to run machines” in order to “avoid shutdowns” in order to “max-
imize productivity” in order to “maximize revenue.” Unfortunately, this excluded the
objective “reduce electrical demand,” which is also a means to “have enough power
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to run machines.” When this means objective was considered, it led to a feasible
alternative (buying new machines and a smaller photovoltaic system).

2.9 RISK ACCEPTANCE

In a decision with uncertainty, a decision maker will consider the range of possible
outcomes for every alternative. A risk-averse decision maker will avoid any alter-
native that has a very undesirable outcome (a “risk””). Among the factors that affect
how a decision maker perceives risks are dread risk and unknown risk (Slovic, 1987).
Items that are high on the dread risk factor are uncontrollable, dreadful, fatal, not
easily reduced, and involuntary; they pose a high risk to future generations or could
cause a global catastrophe. Items that are high on the unknown risk factor are unob-
servable, unknown, new, or mysterious; they may have a delayed effect. On the dread
scale, caffeine and lawn mowers are very low, smoking and automobile accidents are
in the middle, and radioactive waste and nerve gas are very high. On the unknown
scale, automobile accidents and fireworks are very low, caffeine and smoking are in
the middle, and DNA technology and cadmium are very high. Lay people are more
likely to favor regulation of hazards that are dreadful or unknown. Known risks that
are not dreadful can be avoided if they are too high.

For example, consider the risks associated with using compressed natural gas to
power school buses. Compared with the well-known risk of using buses that run on
gasoline, this risk may be viewed as relatively dreadful and unknown to a community,
who may reject the idea for that reason. Although the risk can be assessed, an analysis
that the expected number of fire fatalities per bus per year is 2.2 x 107 (Modarres,
2006) may be worth little unless the risk is shown to be less than that of using buses
that run on gasoline.

A decision maker may decide to accept the risks associated with an alternative. For
instance, anyone who drives or rides in a car accepts the associated risks. Decision
makers use risk acceptance criteria (implicitly or explicitly) to evaluate the risks.
If the risk meets the criteria (that is, if the risk is acceptably low), the alternative
is considered “safe”; otherwise, it is “unsafe.” In general, risk acceptance criteria
provide requirements (or guidelines) on whether an alternative is acceptable or not;
this can be used as a constraint or as a screening step in a decision-making process.

Risk acceptance criteria include relative risk acceptance criteria and absolute risk
acceptance criteria (Modarres, 2006). An absolute risk acceptance criterion spec-
ifies the acceptable risk directly; a relative risk acceptance criterion specifies the
acceptable risk as a function of other risks. For instance, the Nuclear Regulatory
Commission has the following absolute risk acceptance criterion for nuclear reactors:
“The overall mean frequency of a large release of radioactive materials to the envi-
ronment from a reactor accident should be less than 1 in 1,000,000 per year of reactor
operation.” They also use the following relative risk acceptance criterion: “The risk,
to the population in the area near a nuclear plant, of cancer fatalities resulting from
nuclear power plant operation should not exceed one-tenth of one percent (0.1%) of
the sum of cancer fatality risks resulting from all other causes.”
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In the Netherlands, where 55% of the country is flood prone, the Water Act
includes absolute risk acceptance criteria for flood protection (Eijgenraam et al.,
2014). For instance, in some areas, the flood probability must be no greater than
1/1250 per year; in other areas, the flood probability must be no greater than 1/10,000
per year.

The Precautionary Principle is a guideline for when a risk should not be accepted
(thus, it is a risk acceptance criterion). It is used in regulatory policy making and
international treaties and agreements (Choo, 2009). According to Choo, the Precau-
tionary Principle states that “when an activity raises threats of harm to human health
or the environment, precautionary measures should be taken even if some cause and
effect relationships are not fully established scientifically. In this context the propo-
nent of the activity, rather than the public, should bear the burden of proof.” Aven
(2008) described it as follows: “The precautionary principle is the ethical principle
that, if the consequences of an action (especially the use of technology) are subject
to scientific uncertainty, then it is better not to carry out the action rather than risk the
uncertain (possibly very negative) consequences.”

The use of the value of a statistical life (discussed in Chapter 3) can be viewed as
a risk acceptance criterion: the decision maker accepts the risk if the cost of reducing
it is too large.

Gioia (1994) described the risk acceptance criteria that he adopted when working
for Ford as a recall coordinator: “On moral grounds I knew I could recommend
most of the vehicles on my safety tracking list for recall (and risk earning the label
of a ‘bleeding heart’). On practical grounds, I recognized that people implicitly
accept risks in cars. We could not recall all cars with potential problems and stay
in business. I learned to be responsive to those cases that suggested an imminent,
dangerous problem.”

2.10 MEASUREMENT SCALES

This text will follow, as much as possible, a well-established theory of measurement
scales due to Stevens (1946). This theory classifies scales into four types: nominal,
ordinal, interval, and ratio. Certain mathematical operations are valid for some (but
not all) of these scales. For instance, consider the measurement of temperature using
the Fahrenheit scale. Because of the way the scale was designed, it is certainly appro-
priate to consider the difference of two temperatures, say 10°C and 30°C, and say
that the second temperature is “warmer by 20°C,” but it is not valid to divide them
and say that 30°C is “three times as warm.” (One could, however, take the ratios of
positive changes in temperatures.)

The first type of scale is the nominal scale, in which the items on the scale are
essentially names. Using a nominal scale, one can determine whether two objects
are equal (have the same value). One can determine the number of objects that have
a particular value, and one can determine the mode (the value that occurs the most
often in a set). The relative size of the numbers on a nominal scale has no meaning.
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For example, the ZIP codes used to label towns in the United States with a unique
number are a nominal scale.

The second type of scale is the ordinal scale, in which the values in the scale
are essentially a sequence of grades like the standard letter grades (A, B, C, D, and
F) or the names for grades on the Ordinary Wizarding Level exams in the Harry
Potter series: O = Outstanding, £ = Exceeds Expectations, A = Acceptable, P =
Poor, D = Dreadful, and 7 = Troll. Using an ordinal scale, one can determine
whether one object is greater (better) than, equal to, or less (worse) than another.
Based on the speed of their sustained winds, the Saffir—Simpson Hurricane Scale
(SSHS) classifies hurricanes into five categories, from 1 to 5. A category 1 hurricane
is weaker than a category 2 hurricane, which is weaker than a category 3 hurricane,
and so forth. In addition to the operations allowed on a nominal scale, one can
determine the median (and middlemost) of a set of values and the percentiles. The
Merecalli intensity scale for earthquakes and the Mankoski pain scale are also ordinal
scales.

Summing and averaging a set of values on an ordinal scale (using numeric values)
is an extremely common error. The numbers do not express any physical or logi-
cal quantity that can be added; they are merely a sequence of labels. It would be
much more appropriate to summarize a set using the median and the range or with a
histogram that shows the distribution of values.

The third type of scale is the interval scale. Determining the difference between
two values on an interval scale is meaningful. Temperatures and clock times are mea-
sured using interval scales. An interval scale may have a zero, but it is merely relative.
In addition to the operations allowed on nominal scales and ordinal scales, one can
determine the mean (average) and standard deviation of a set of values on an interval
scale.

The fourth type of scale is the ratio scale. Determining the ratio between two
values on a ratio scale is meaningful. Most physical measurements and counts are
ratio scales because there is an absolute zero. In addition to the operations allowed
on nominal scales and ordinal scales and interval scales, one can divide values and
determine the coefficient of variation of a set of values on a ratio scale.

Example 2.7 1In 2012, the University of Maryland bus system (known as “Shuttle
UM?”) used a number to identify each of 26 bus routes. The numbers, which ranged
from 100 to 133, are a nominal scale. At any given time, each operating bus is on
one route and has a single route number. One can determine how many buses on are
a route and which route has the most operating buses (the mode of the population of
operating buses). If one compares two buses, one can determine whether they are on
the same route (or not), but one should not say that one bus is greater (or better) than
the other based on the route numbers. It would also be meaningless to ask about the
average route number or to find the ratio of two route numbers.

Suppose that Shuttle UM conducts a survey of the riders on every route. Among the
questions is one in which the rider must assess the professionalism of the bus driver
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on a five point scale that has the following values: 5 = Excellent, 4 = Very Good,
3 = Good, 2 = Fair, and 1 = Poor. These values are an ordinal scale. Because it is
possible to rank the responses (from Excellent to Poor), the Shuttle UM managers
can determine each driver’s minimum score on this item, maximum score, and median
score from the responses of the riders. Calculating an average score is inappropriate
because the differences between the values are not meaningful.

Suppose that Shuttle UM conducts a time study of the buses on one route. They
measure the time at which the first bus in the morning returns to the beginning of its
route every day for a month. These times are measured on an interval scale. They can
determine the average return time (say, 7:51 a.m.) and the standard deviation of these
times.

Finally, suppose that Shuttle UM keeps track of the number of accidents in which
each bus driver has been involved. This number (a simple count) is a ratio scale,
for there is an absolute zero. When comparing a driver’s accident history, one can
evaluate the ratio of accidents per day worked (measured on another ratio scale). If
a driver had four accidents last year and two accidents the year before, one can say
that the driver had twice as many accidents.

EXERCISES

2.1. Consider Boeing’s selection of a new corporate headquarters in 2001 (cf.
“Inside Boeing’s Big Move,” 2001). Which decision context best describes
Boeing’s selection of a new corporate headquarters?

2.2. For each of the following decision-making processes, in which decision context
is it most appropriate?
(a) Use arule that clearly applies the same principles to every case.

(b) Seek and analyze information from credible sources and experts and deter-
mine which alternative is best.

(¢) Look for patterns and generate new ideas before deciding what to do.
(d) Make decisions quickly and reestablish order.

2.3. Describe the difference between a fundamental objective and a means objec-
tive.

2.4. In a fundamental objectives hierarchy, which of the following statements best
describes the relationship between a fundamental objective (O) and the objec-
tives (X, Y, Z) that are immediately below objective O in the hierarchy?

(a) X, Y, and Z are fundamental objectives that are more general than objec-
tive O.

(b) X, Y, and Z are fundamental objectives that are more specific than
objective O.
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(¢) X,Y, and Z are means objectives that describe how to achieve objective O.

(d) X, Y, and Z are means objectives that describe why objective O is impor-
tant.

In a means objectives network, which of the following statements best describes
the relationship between an objective A and objective B if there is an arrow
from A to B in the network?

(a) Objective A is a fundamental objective that is more general than objec-
tive B.

(b) Objective A is a fundamental objective that are more specific than objec-
tive B.

(c) Objective A is a means objective that describes how to achieve objective B.

(d) Objective A is a means objective that describes why objective B is impor-
tant.

According to the IFRC Code of Conduct (IFRC, 2013), “The prime motivation
of our response to disaster is to alleviate human suffering amongst those least
able to withstand the stress caused by disaster.” Based on this statement, what
is the fundamental objective of disaster response?

The IFRC Code of Conduct goes on to state that “Thus, our provision of aid
will reflect the degree of suffering it seeks to alleviate.” Based on this statement,
what is a means objective of disaster response?

Identify other means objectives in the IFRC Code of Conduct and how they
relate to each other.

The following are some fundamental objectives for conducting ethical research
(National Commission for the Protection of Human Subjects of Biomedical and
Behavioral Research, 1979/2013). Organize these into a fundamental objec-
tives hierarchy. Add other fundamental objectives if needed to complete your
hierarchy.

e Acknowledge autonomy of subjects.

e Minimize expected physical harms to subjects.

e Maximize respect for persons.

e Minimize expected harms to subjects’ families.

e Maximize efforts to secure well-being (beneficence).

e Maximize expected benefits to subjects.

e Minimize expected psychological harms to subjects.

e Maximize expected benefits to society.

e Protect those with diminished autonomy.

The following are some means objectives for conducting ethical research.

Organize these into a mean objectives network. As needed, add fundamental
objectives from the list of those mentioned in the previous question.



EXERCISES 41

2.11.

2.12.

2.13.

2.14.

e Provide sufficient information to subjects.

e Allow informed consent.

e Avoid undue influence.

e Provide information to subjects in an appropriate manner.
e Describe risks and benefits to subjects.

e Avoid coercion.

e Minimize use of vulnerable populations.

The US Federal Motor Carrier Safety Administration planned in 2013 to
issue rules that would limit the number of hours per week that truck drivers
can work. The rules would reduce driver workweeks (fewer hours), restrict
the number of nights that truckers can work, and require rest breaks during
the day. The impacts could include keeping sleep-deprived drivers off the
road, reducing crashes, preventing fatigue-related crashes, improving working
conditions, reducing driver turnover, improving driver safety, saving lives,
reducing injuries, and reducing fatigue-related health problems (Mitchell,
2013). What are the fundamental objectives for the government, trucking
companies, and drivers? Draw a fundamental objectives hierarchy. What
are the means objectives? Draw a means-objective network that shows the
relationships between these objectives. (Feel free to add relevant objectives
beyond those explicitly mentioned here.)

Sage (1977) listed the following factors as those that are relevant to selecting a
site for a new power plant: economic factors, public approval, engineering fea-
sibility considerations, environmental constraints, operating costs, construction
costs, recreational potential, tax rates and policies, proximity to water supply,
proximity to load centers, air pollution, water pollution, fuel costs, employee
salaries, plant construction costs, and property acquisition costs. Formulate
a set of means objectives that are related to these factors and organize as a
means-objective network. (Feel free to add relevant objectives beyond those
explicitly mentioned here if desired.)

This example is based on a case described by Gold (2013). Joe is considering
installing solar panels on the roof of his home in Sun City, Arizona. If he goes
forward, he will pay the installation firm but will save money on his electric
bill. The amount he will save depends upon the amount of sun that Sun City
will receive in the future, but he is not sure how many days of sun will occur.
Draw an influence diagram that represents this decision situation. Include his
decision, the uncertainty, and the outcome.

Consider Joe’s situation again. Suppose that another uncertainty is present: Joe
is not sure how much the electric utility will pay for the power that is gener-
ated by the solar panels. Draw a revised influence diagram that represents this
decision situation. Include his decision, both sources of uncertainty, and the
outcome.
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Consider Joe’s situation again. Suppose that another decision must be made:
the installation firm offers a financing option in which Joe would pay them
a fixed amount every month for 20 years, instead of a lump sum at the time
of installation. Draw a revised influence diagram that represents this decision
situation. Include both decisions, both sources of uncertainty, and the outcome.

Dyer et al. (1998) described the use of multiattribute utility theory to help the
US government decide how to dispose of surplus weapons-grade plutonium.
Thirteen alternatives were considered, and the analysts sought to identify the
most desirable alternative. Which type of rationality does this approach reflect?

In 2013, the US Environmental Protection Agency (EPA) claimed that it had the
authority to veto a permit for a copper mine in Alaska, but this claim was chal-
lenged by leaders in the mining industry and the US Senate, who asserted that
this would violate the Clean Water Act, which states that the US Army Corps
of Engineers has the authority to evaluate and issue such permits (McGroarty,
2013; Vitter and Wicker, 2013). In essence, the challengers were arguing that
such a decision would be irrational. Which type of rationality would the EPA’s
action violate?

Explain why constructing and using a multiattribute utility function to make a
decision is an example of substantive rationality.

Consider a multiple-criteria decision situation in which all the attributes (crite-
ria) are equally important. Would using the additive linear choice strategy and
using the additive difference choice strategy result in the same best alternative?
Why or why not?

Consider the glass comparison example (Table 2.1). Suppose that the decision
maker sets the following “acceptability” cutoff points: the strength must be at
least good; the installation effort must be easy; and the cost must be no more
than medium. Which type of glass could be selected using the satisficing choice
strategy? Which type of glass could be selected using the disjunctive choice
strategy?

Rose is hiring a new engineer for her product development team. She has a
stack of resumes from the eligible candidates. She is most concerned about
programming skills and teamwork skills. She compares the first two candidates
by considering the difference in their programming skills and the difference in
their teamwork skills and keeps the best one (the other resume is discarded).
She then compares the one whom she kept and the third candidate in the same
way and keeps the best again. She continues in this way until she has reviewed
all the eligible candidates. Which type of choice strategy is this method?

This example is from Davidson and Fortin (2010), who compared three options
for repairing flotation columns. There are five objectives (attributes): maxi-
mizing lining reliability (known is better than unknown), minimizing project
costs, minimizing design complexity, minimizing installation complexity, and
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TABLE 2.2 Three Plans for Repairing Flotation Columns
(Davidson and Fortin, 2010).

Plan Lining Project Design Installation Maintenance
Reliability Costs Complexity Complexity Requirements

1 Unknown High High High Medium

2 Known Medium Low Medium Low

3 Unknown Medium Medium Medium Low

2.23.

2.24.

minimizing maintenance requirements. Table 2.2 lists the three plans and their
performance on the five criteria. Does Plan 1 dominate Plan 2 or Plan 3? Does
Plan 2 dominate Plan 1 or Plan 3?7 Does Plan 3 dominate Plan 1 or Plan 2?
Which plan should be selected?

In 2009, the Department of Homeland Security (DHS) decided to locate a bio-
logical and agricultural research facility in Kansas. Six sites (in six different
states) were considered, and the DHS wanted to minimize safety risk and secu-
rity risk, to locate a site near an appropriate workforce and other research sites,
to meet certain acquisition, construction, and operations requirements, and to
locate a site in a community that would accept it. The ideal site would have
low risks, be near workforce, be near research, have available acquisition, con-
struction, and operations, and have community acceptance. Table 2.3 lists the
six alternatives and their performance on the six criteria (US GAO, 2009). Do
any of the sites dominate any others? Which sites, if any, are dominated?

Joe and Rose plan to send their daughter to an all-women’s college. They are
concerned with size (larger enrollment is better) and tuition and fees (lower is
better). They are considering the colleges that are listed in Table 2.4, which
includes the enrollment and tuition and fees for these colleges. Which alterna-
tives are dominated? Which are nondominated?

TABLE 2.3 DHS’s Site Rankings, Risk Ratings, and Evaluation Criteria

(US GAO, 2009).
Site Safety Security Near Near Available  Community
Risk Risk Workforce? Research? Acquisition, Acceptance?
Construction,
Operations?
Kansas Moderate  Acceptable Partly Yes Yes Yes
Texas Moderate  Acceptable  Yes Partly Partly Yes
Georgia Moderate  Acceptable Partly Partly Partly Partly
Mississippi ~ Moderate ~ Acceptable No No Yes Yes
N. Carolina Moderate  Acceptable Yes Yes No No

New York Low Acceptable  Partly Partly Partly No
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2.26.

2.27.

2.28.
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TABLE 2.4 Enrollment and Tuition at Eight Women’s
Colleges (Biemiller, 2013).

College Enrollment Tuition and Fees
Agnes Scott 871 $43,133
Cedar Crest 1620 $40,357
Cottey 323 $23,100
Mary Baldwin 1783 $35,590
Notre Dame of Maryland 2929 $40,710
Pine Manor 343 $36,554
Spelman 2170 $37,974
Wilson 745 $39,850

Consider the example of the Ford engineer who had to decide whether to leave
for a position at Nissan. The benefits of staying included Ford cars, health ben-
efits, and the advantages of seniority. The benefits of the new job included
more money, new opportunities, travel to Japan, a more diverse environment,
and learning new skills, health benefits, and Nissan cars. Assume that the cars
were equal to her and that the health benefits were equal to her. Assume that the
more money and new skills (two benefits of the new job) had the same value as
the advantages of seniority at Ford. Use Franklin’s method to determine which
is best for her. Which job should she take?

Consider again the decision situation in which Joe must decide whether to
install solar panels on the roof of his house. Joe has framed this decision as a
cost minimization problem: he wants to minimize the total costs. Joe’s neigh-
bors, offered the same alternatives, might view the decision differently. For
instance, Rose may frame the decision as one of sustainability: which alter-
native is more sustainable? Louis may consider the aesthetics: are the solar
panels sufficiently hidden that the appearance of his house is not significantly
degraded? Why is the “frame” important in this case?

In the 10-year period from 1988 through 1997, commercial jet aircraft suffered
213 hull loss accidents (those in which the damage to the airplane is substan-
tial) in 149.1 million departures, which was 1.43 hull loss accidents per one
million departures. During the same period, 6566 persons onboard commercial
jetaircraft were killed in accidents (Boeing Commercial Aircraft Group, 1998).
What is the risk (fatalities per one million departures)? Is this risk acceptable?

US Food and Drug Administration (FDA) guidance recommends that manu-
facturers of coronary stents test “the durability of [their] stent to the equivalent
of ten years of real-time use under pulsatile flow and physiologic loading that
simulates blood pressure conditions in the human body” (FDA, 2010a). This
10-year guideline was chosen because FDA “believe([s] that ten years of dura-
bility data provides sufficient proof of safety of the device for most patients.”
Is this an absolute or relative risk acceptance criterion?
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2.29.

2.30.

2.31.

2.32.

2.33.

Under certain conditions, FDA rules allow a medical device manufacturer to
market a medical device in the United States if the manufacturer can “demon-
strate that the device to be marketed is at least as safe and effective, that is,
substantially equivalent, to a legally marketed device” (FDA, 2010b). Is this
an absolute or relative risk acceptance criterion?

For each of the following scales, identify whether it is a nominal scale, an
ordinal scale, an interval scale, or a ratio scale:

99 <

(a) The performance of an employee as “below expectations,
tations,” or “exceed expectations.”

meets expec-

(b) The number of hours that a truck driver works in a week.

(¢) The number of crashes by truck drivers in a month.

(d) The numbers used to denote interstate highways in the United States: (I-10,
1-70, 1-75, 1-95, 1-275, etc.).

(e) The time of day.

(f) Julian dates.

(g) The number of sunny days in Sun City, Arizona, in a given year.

(h) The number of kilowatt hours consumed in a month by a household.

(i) The numbers of the twelve Federal Reserve Districts.

(j) A typical five-level Likert item: Strongly disagree, Disagree, Neither agree
nor disagree, Agree, and Strongly agree.

(k) The longitude of a location on Earth.
(1) The Mohs scale of mineral hardness.

An undergraduate program evaluated student applicants in the following way:
each member of the evaluation team rated each applicant as “excellent,” “very
good,” “good,” or “unqualified.” These ratings were converted into numerical
values (from 1 to 4), and the values for each applicant were summed together to
generate the applicant’s “total score.” On which type of scale were the original
ratings? On which type of scale is addition a valid operation?

Dieter and Schmidt (2012) presented the following 11-point scale for scor-
ing the degree to which an alternative satisfies a criterion: 0 = totally useless
solution, 1 = very inadequate solution; 2 = weak solution; 3 = poor solution;
4 = tolerable solution; 5 = satisfactory solution; 6 = good solution with a few
drawbacks; 7 = good solution; 8 = very good solution; 9 = excellent (exceeds
the requirement); 10 = ideal solution. Which type of scale is this?

Creating a House of Quality requires determining the relationships between
customer requirements and engineering specifications (performance measures)
and describing each relationship as strong, medium, weak, or absent. Often, the
values 9, 3, 1, and 0 are used to represent these descriptions, and a weighted
sum (using weights that describe the importance of the customer requirements)
is calculated for each engineering specification to identify the most important
ones (the ones with the largest weighted sums). Design changes that affect
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the most important engineering specifications should be evaluated carefully to
ensure that important customer requirements are not being harmed. On which
type of scale are the values of 9, 3, 1, and 0? Is the weighted sum a valid
operation in this setting? Suggest a more appropriate way to identify the most
important engineering specifications.
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3

MULTICRITERIA DECISION MAKING

Learning Objectives:

After studying this chapter, the reader will be able to do the following:

1.
2.

Generate a Pugh matrix and use it to identify the best alternative (Section 3.1).

Use the AHP to identify the best alternative in an MCDM situation
(Section 3.2).

Develop utility functions for attributes with justification (Section 3.3).

4. Construct a valid weighted linear additive utility function (Section 3.3).

Use MAUT to identify the best alternative in an MCDM situation
(Section 3.3).

Analyze how the relative desirability of an alternative changes as the utility
function changes (Section 3.3).

Use conjoint analysis to construct a preference function from data about the
decision maker’s choices (Section 3.4).

Explain how the “value of a statistical life” should be used in a decision-
making situation (Section 3.5).

Engineering Decision Making and Risk Management, First Edition. Jeffrey W. Herrmann.
© 2015 John Wiley & Sons, Inc. Published 2015 by John Wiley & Sons, Inc.
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9. Identify compensating and noncompensating solutions with justification
(Section 3.6).

10. Develop a valid objective function that corresponds to a decision maker’s
preferences for compensation (Section 3.6).

When a decision maker is concerned about multiple criteria, it may be difficult
to determine directly a ranking over the alternatives that have been identified. Con-
sider, for instance, the glass selection example introduced in Chapter 2. Three criteria
(which we also call “attributes’) are important to Joe (the decision maker) in this con-
text: the strength of the glass, the ease of installation, and the cost of the glass. Each
type of glass can be evaluated on these three criteria. Some types of glass are stronger,
some are easier to install, and some have a lower cost. Which one will Joe prefer? Of
course, he would prefer a type of glass that is very strong, very easy to install, and
costs very little. If he could find glass that has all three qualities, he would prefer it
to any other type of glass. The situation presented in Chapter 2 is more common in
practice, however: the types that cost the least are not strong, and the strongest types
are expensive. Thus, it is not clear which is the best, and Joe has to make a tradeoff
by considering his preferences.

Naturally, if the decision maker had another objective that was much more impor-
tant, it would be useful to determine how changing the values of the attributes affects
that objective and evaluate every alternative on that objective, which would simplify
the problem. For example, instead of evaluating and comparing multiple alternatives
for anew product (and selecting one) on the attributes of time-to-market, development
cost, unit cost, and product performance, all of which affect the expected profitability
of a new product, it would more relevant to estimate each alternative’s expected prof-
itability and select the most profitable one, because that is the manufacturing firm’s
most important financial objective. In a simpler case, the attributes may include the
initial investment cost (which is spent now), the net revenue (or savings) in future
years, and a future decommissioning cost. The techniques of engineering economics,
based on the time value of money, allow one to convert all the expenditures and rev-
enues in this cash flow into a net present value. The alternative with the greatest net
present value has the best financial performance.

Unfortunately, there are cases in which the decision maker may not have a single
most important objective or may be unable to express how the attributes that can be
measured are related to the most important objective. Thus, the decision maker is left
with a multicriteria decision.

In the context of designing a complicated product, multicriteria decisions occur
with almost every component. For instance, when designing the Pinto, a subcompact
car that was produced starting in 1971, Ford engineers were faced with a decision
about the location of the fuel tank (Birsch, 1994). The two competitive alternatives
were (1) placing the fuel tank above the rear axle of the car (the over-the-axle tank)
and (2) placing the fuel tank underneath the trunk between the rear bumper and the
rear axle (the behind-the-axle tank). The over-the-axle tank was less likely to rupture
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in a rear-end collision, but it required a circuitous filler pipe, which was more likely to
disconnect in a collision. Moreover, it was closer to the passengers, it raised the car’s
center of gravity, it reduced trunk space, and it could not be used in the hatchback
and station wagon versions of the car. The behind-the-axle tank was more likely to
rupture in a rear-end collision, but it was not as close to the passengers. Furthermore,
the behind-the-axle tank did not raise the car’s center of gravity, it allowed more trunk
space, and it could be used in the hatchback and station wagon versions of the car.

Based on the number of alternatives and the number of criteria, four cases of mul-
ticriteria decisions can occur, and we can identify the typical strategy for making
each type of decision: (1) when the number of alternatives is small and the number
of criteria is small, a decision maker may be able to compare the alternatives directly
and make the tradeoffs implicitly without resorting to formal methods; (2) when the
number of alternatives is small, but the number of criteria is large, a decision maker
may use a method similar to Franklin’s “prudential algebra” (Section 2.7) to weigh
the advantages and disadvantages of the alternatives; (3) when the number of alter-
natives is large and the number of criteria is small, a decision maker may identify the
nondominated alternatives (Section 2.5) and then make the tradeoffs implicitly with-
out resorting to formal methods; and (4) when the number of alternatives is large and
the number of criteria is large, a decision maker may use formal techniques (such as
those discussed in this chapter) to identify the best alternative after comparing them
on a common scale.

In this chapter, the examples will be relatively small to illustrate the approaches
efficiently. As discussed in the previous paragraph, it may be possible to identify the
best alternative in such situations without resorting to formal techniques. Still, these
examples illustrate the most important aspect of these techniques, which is how they
model the decision maker’s preferences.

When the decision maker’s fundamental objectives are hard to quantify, it may be
useful to use surrogate metrics that are related to means objectives. It is important to
choose these surrogate metrics carefully, however, because optimizing the metric that
is used could lead to poor choices. For instance, one could evaluate a power tool’s
weight as a surrogate for its ease of use or use fuel economy (measured in miles
per gallon or kilometers per liter) as a surrogate for the environmental impact of an
automobile. A lightweight power tool may still be difficult to use, however, if the
trigger mechanism is poorly designed or the handle is too small to grip comfortably.
An automobile that gets more miles per gallon may still have a relatively large envi-
ronmental impact if the advanced composites used to save weight (and improve fuel
economy) require a manufacturing process that consumes a great deal of energy and
emits excessive pollution.

The first four sections of this chapter cover formal multicriteria decision-making
techniques: the Pugh matrix, the Analytic Hierarchy Process (AHP), multiattribute
utility theory (MAUT), and conjoint analysis. No technique is ideal for every situa-
tion, and they all have limitations, as discussed in the sections below. Still, they can
be useful.
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Understanding how organizations make tradeoffs when human lives are at stake
(Section 3.5) is an important topic, especially in policy making. Some decision mak-
ers have strong preference for (or against) compensating solutions, so being able to
identify those solutions and model those preferences can improve decision making
(Section 3.6).

Note that some authors use the term “multiple-criteria decision making,” and oth-
ers call this topic “multiattribute decision making.” Despite the different terms, the
key feature is that there are multiple criteria (attributes) for evaluating the alterna-
tives. The central challenge is to specify a measure that is consistent with the decision
maker’s preferences about the individual criteria and the tradeoffs between the crite-
ria. We assume that the alternatives are technologically feasible and are not illegal or
unethical.

In general, we can formulate the problem as follows: Let n denote the number of
alternatives; let m denote the number of criteria (attributes). For alternative i, let X
denote the value of attribute j (measured on the relevant scale).

A typical way to express a particular decision is as a table, with one row for each
alternative and one column for each attribute, such as Tables 2.1-2.4 (more are given
later in this chapter). Such a table presents the facts of the decision. It does not, how-
ever, express the decision maker’s preferences. For each attribute, the decision maker
may prefer larger values, smaller values, or values closer to a target. The “perfor-
mance” of an alternative on an attribute is the relative desirability of its value on that
attribute. For instance, the Standard SS and Standard DD types of glass perform well
on the cost attribute because they are both low cost, which the decision maker prefers.
In general, let x;; > x;; denote the fact that the decision maker prefers, for attribute j,
value x;; to value x;; or is indifferent between them. As discussed in Chapter 2 (but
with this slightly different notation), alternative 4 dominates alternative j if and only
if Xpj Z X for every attribute j = 1, ... ,m and there exists some criteria k such that
Xy 7 Xji and the decision maker is not indifferent between them.

In addition to preferences about values for each attribute, the decision maker may
prefer alternatives that have very good performance on the first attribute to those
that are very good on the second attribute, or vice versa, or may prefer alternatives
that have adequate performance on all the attributes to those that have very good
performance on some attributes but poor performance on the others. This will be
discussed more in Section 3.6.

3.1 PUGH CONCEPT SELECTION METHOD

The Pugh concept selection method is a useful way to compare alternatives when
there are many attributes and little information about the performance of the alterna-
tives on these attributes. Thus, it can be used in concept selection, where the alter-
natives are not completely specified (see, for instance, Dieter and Schmidt, 2012).
Generating a Pugh matrix requires making only simple comparisons (worse, same,
or better). Because it uses this simple scale, it ignores the strength of the decision
maker’s preferences about the differences. This might be acceptable when little infor-
mation exists, but using this simple approach would be inappropriate when more
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specific information is accessible and sufficient time is available for more analysis.
A Pugh matrix also ignores the importance of the attributes to the decision maker.
Thus, it should be used only with attributes that are all approximately equally impor-
tant to the decision maker. The decision matrix is way of organizing the strengths
and weaknesses of the alternatives, which provides information to help the decision
maker select one.

After the designers have generated multiple possible design concepts (the alter-
natives) and verified that they meet critical customer requirements, the Pugh concept
selection method includes the following steps (given by Clausing, 1995):

1. Choose the criteria (attributes) by which the concepts will be evaluated.

2. Formulate the decision matrix (rows for the criteria, columns for the alterna-
tives).

3. Clarify the design concepts (so that everyone understands them; this may also
generate more good concepts).

4. Choose the datum concept from the set of alternatives. (Dieter and Schmidt
recommend choosing one of the better alternatives as the datum.)

5. Compare the alternatives and the datum to complete the decision matrix. For
each attribute, the decision maker compares an alternative and the datum and
determines whether the alternative is better than, the same as, or worse than the
datum. It is common to use the symbols “+,” “=," and “—" to represent these
results in the Pugh matrix, but some authors suggest +1, 0, and —1. That is, if
alternative d is the datum and alternative i is the one being compared with the
datum, then, for attribute j, “+” (or +1) is used if Xjj = Xgj, “—"(or —1) is used
if Xij = Xgjs and “=" (or 0) is used if both conditions are true.

6. Evaluate the ratings to see which alternatives did well. The relative value of an
alternative can be estimated by the number of ways in which it is better than
the datum (the number of “+” symbols) and the number of ways in which it is
worse than the datum (the number of “—"" symbols). An alternative with many
more “+” symbols than “—" symbols can be viewed as superior to the datum. An
alternative with few of either can be viewed as close to the datum. An alternative
with many more “—" symbols than “+” symbols can be viewed as inferior to the
datum. An alternative with many “+” symbols and “—" symbols is an interest-
ing case, because it has not only many advantages but also many disadvantages
(relative to the datum); thus, it could be seen as a compensating alternative
(cf. Section 3.6). Examine the inferior alternatives and identify their good fea-
tures, which could be to improve other alternatives, and their poor features,
which could be improved using ideas from other alternatives.

7. Establish a new datum (the best alternative), eliminate the worst alternatives,
include any new and improved alternatives, and repeat Step 5. This provides a
different perspective and may identify more good features to improve the best
alternative.

8. Examine the selected alternative for improvement opportunities.
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TABLE 3.1 Pugh Matrix for Comparing Six Sites for a Biological and Agricultural
Research Facility.

Site New York Kansas Texas Georgia Mississippi North Carolina
Safety risk Datum - - - - -
Security risk Datum = = = = =
Near workforce? Datum = + = +
Near research? Datum + = = — +
Available acquisition, Datum + = = + _
construction, operations?
Community acceptance? Datum + + + + =
Pluses 0 3 2 1 2 2
Minuses 0 1 1 1 3 2

Example 3.1 Consider the evaluation of the six sites for a biological and agricultural
research facility (discussed in Exercise 2.23). The existing facility was in New York,
so let New York be the datum. Table 3.1 shows a Pugh matrix based on the data in
GAO (2009). These results imply that the Kansas and Texas sites are the superior
alternatives because they have the most “+” symbols and only one “—"" symbol.

Clearly, the Pugh concept selection method is limited: it uses a simple ordinal
scale for each attribute and treats all the attributes the same. Still, it can be useful
for eliminating inferior concepts and for identifying the good and bad features of the
alternative concepts, which could be combined in some cases to generate even bet-
ter alternative concepts. The process of constructing the Pugh matrix and discussing
the results brings a team together to share information, generate new ideas, and build
consensus. Bucciarelli (1994) described a conversation of this type by a team of engi-
neers at a firm that designed automated color photoprinting equipment. The engineers
wanted to use the Pugh method to select (from a set of 14 alternatives) a few possible
concepts that would be studied in more detail. In particular, their discussions of the
alternatives helped them identify the relevant criteria.

3.2 ANALYTIC HIERARCHY PROCESS

AHP is a popular approach for helping a decision maker analyze a multicriteria deci-
sion. For instance, Faulin e al. (2013) used AHP to select the most appropriate
transportation route through a region based on economic, social, and environmental
criteria. AHP is a systematic method for comparing alternatives on multiple attributes
(Saaty, 1994). The three primary AHP functions are structuring complexity, measure-
ment, and synthesis (Forman and Gass, 2001). AHP structures complexity through
the use of a hierarchy, it measures judgments using a ratio scale, and it synthesizes
these judgments using the hierarchy.

AHP uses an additive linear value function to model the decision maker’s prefer-
ences. A decision maker uses AHP to estimate, for each attribute, the relative values of
the alternatives (on that attribute) and to estimate the relative weights of the attributes.
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To distinguish between the values of the attributes and the relative value used to
evaluate the alternatives, we will use the term “score” to refer to these relative val-
ues. The scores are measured on a ratio scale. The scores are the relative worth (the
usefulness or value to the decision maker). Because an alternative could be worthless
to the decision maker, the scale has an absolute zero.

A key feature of AHP is the use of pairwise comparisons for estimating the scores
and the weights. To perform a pairwise comparison, the decision maker directly com-
pares two items and determines the ratio of their performance on a ratio scale. This
simple comparison is repeated for every pair of items to yield a pairwise compari-
son matrix. The elements of this matrix are used to generate the relative scores (or
weights) on a ratio scale. The redundancy of comparing every pair of items reduces
the risk of inaccurate scores. This is similar in spirit to the practice of measuring and
comparing the diagonals of a rectangular object or structure to ensure that the shape
is true. In addition, relative judgments (the ratios) are generally more accurate than
absolute judgments (Forman and Gass, 2001).

In particular, let S; be the total score of alternative i. Let s;(x) be the score function
for attribute j. This assigns a score based on the value of the attribute. Then,

i=1

For comparing the attributes, most texts on AHP state that one should compare
the relative “importance” of the attributes. Here, however, we consider a modified
approach designed specifically for multicriteria decision making (Dyer, 1990a, b, also
proposed modifications to the AHP). The following paragraphs describe the steps of
the procedure; an example follows to illustrate the process.

Step 1. For each attribute, form a pairwise comparison matrix with one row and one
column for each distinct value of that attribute. Do not, however, include any values
that the decision maker considers worthless. Each entry in the pairwise comparison
matrix is the ratio of the worth of two values of that attribute. Let xj,;; be the Ath
distinct value of attribute j. Then, A’};i is the ratio of the worth of x;; to the worth of
X7 Note that A}, = 1/A7, and A7, = 1 for all i.

More precisely, let SJ0 be the score of a hypothetical alternative, which has a worth-
less value for attribute j, let S]h be the score of a hypothetical alternative, which is the
same as the first hypothetical alternative on every other attribute but has the value x;;
for attribute j, and let Sé be the score of a hypothetical alternative, which is the same
as the first hypothetical alternative on every other attribute but has the value x;; for
attribute j. (Recall that the values X{nj and Xp;); are not worthless.) Then,

Ay = (S}, = SO/ (S; = Sp) = s/ Cxy)-
Note that it is not necessary to determine the absolute worth of any value; the ratio

is sufficient. (Traditional descriptions of the AHP recommend using odd numbers
suchas 1, 3, 5, 7, and 9 for the pairwise comparisons; here, however, we recommend
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using the positive number that best represents the decision maker’s assessment of
the ratio.) After completing A/, the pairwise comparison matrix for attribute j, find
the eigenvector of A/ that corresponds to an eigenvalue that is near n, the number of
rows and columns. The eigenvalue 4; will be a real root of the characteristic equation
det(A’ — 4;I) = 0, where det is the determinant of a square matrix. The eigenvector v,
will satisfy A’v; = A;v;. Normalize the eigenvector v; so that the largest value in the
vector equals 1. Then, the score s;(x(;;;) equals the ith value in the eigenvector v;. If a
value is worthless, its score equals 0.

Step 2. Create a set of hypothetical alternatives. Each hypothetical alternative has
the best value for exactly one attribute (the value that corresponds to a score of 1 on
that attribute) but is “worthless” on the other attributes. Thus, the number of hypo-
thetical alternatives equals m, the number of attributes. Form a pairwise comparison
matrix B with one row and one column for each hypothetical alternative. Each entry
in the pairwise comparison matrix is the ratio of the worth of two hypothetical alter-
natives. That is, By; is the ratio of the worth of the Ath hypothetical alternative to the
worth of the ith hypothetical alternative. Due to the way that the hypothetical alterna-
tives are defined, this ratio should equal w;, /w;. (Note that traditional descriptions of
the AHP recommend comparing the attributes directly based on their “importance,”
but considering the possible range of values on an attribute avoids problems that might
occur if all the alternatives have approximately the same value on an attribute.) After
completing B, find the eigenvector of B that corresponds to an eigenvalue that is near
m, the number of hypothetical alternatives. The eigenvalue A will be a real root of
the characteristic equation det(B — Al) = 0, where det is the determinant of a square
matrix. The eigenvector w will satisfy Bw = Aw. Normalize the eigenvector so that
the sum of the values in the vector equals 1. Then, the attribute weight w; is the jth
value in the eigenvector.

Step 3. Combine the scores to calculate S, for every alternative. S; = ZJ";] w;s;(x;7)-
The alternative with the greatest total score is the most preferred alternative.

Given a pairwise comparison matrix A, one can use the elements of the eigenvec-
tor as estimates of the relative weights. Because the decision maker may be slightly
inconsistent, the eigenvalue may be slightly greater than n. The difference between the
eigenvalue and »n increases as the pairwise comparisons become more inconsistent.
Let n be the number of items being compared. The n(n — 1)/2 pairwise comparisons
are used to form a matrix A, where A;; is the comparison of item / with item j. The
ideal matrix A would be perfectly consistent; that is, the components of A would be
the ratios of the scores s” = [s;, ... ,s,]:

If this was the case, then one can easily verify that As = ns and s would be an
eigenvector of A corresponding to the eigenvalue n. The eigenvector is not the only
way to derive the weights. If the matrix A is perfectly consistent, then taking the
average of every row would also yield values proportional to the weights, and some
texts recommend taking the average of every row instead of deriving the eigenvector.
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One can also estimate the relative weights by taking the geometric mean of each row;
if the matrix is perfectly consistent, the geometric mean will give the correct relative
weights.

Although perfect consistency is not necessary, the results generated from a pair-
wise comparison matrix may be inappropriate if the entries of the pairwise compar-
ison matrix are excessively inconsistent. To evaluate the consistency, Saaty (1994)
proposed calculating the consistency index (CI) and the consistency ratio (CR). Given
the eigenvalue A, Cl=(A—n)/(n—1)=(A—-1)/(n—1)—1, and CR = CI/RI(n),
where RI(n) is the random index for a matrix with n rows and columns. It is com-
mon to say that a pairwise comparison matrix is sufficiently consistent if its CR is not
greater than 0.10.

Values for RI(n) were calculated by Saaty by randomly generating pairwise com-
parison matrices and determining the corresponding CI. The calculated values are
RI(3) = 0.52; RI(4) = 0.89; RI(5) = 1.11; RI(6) = 1.25; RI(7) = 1.35; RI(8) = 1.4;
RI(9) = 1.45; and RI(10) = 1.49.

If a pairwise comparison matrix A has been analyzed by averaging the entries in
each row, then one can estimate the eigenvalue 4. Let s be the vector of scores found by
averaging the values in each row of the pairwise comparison matrix and normalizing
by dividing by the greatest value (thus, the greatest value equals 1). After calculating
the vector As and dividing each entry in the product As by the corresponding entry in
s, the average of these ratios is an approximate eigenvalue A. Normalizing the values
in s will not change this approximate eigenvalue.

Example 3.2 Consider the selection of a two-phase cooling technology for a micro-
processor cooling system. Rose (the decision maker) compared four different tech-
nologies on three attributes: temperature, power consumption, and volume required.
The performance of these technologies is given in Table 3.2. Lower temperature, less
power consumption, and smaller volume are preferred.

Tables 3.3-3.5 show the pairwise comparison matrices A', A%, and A3 for these
three attributes. For instance, consider Table 3.5, the pairwise comparison matrix for
volume, the third attribute. On this attribute, Rose determined that the worth of the
volume when it equals 300 is three times the worth of the volume when it equals 600,
five times the worth of the volume when it equals 700, and nine times the worth of the
volume when it equals 1200. Thus, the first row of the pairwise comparison matrix
is [1, 3, 5, 9]. The reciprocals of these values form the first column of the pairwise

TABLE 3.2 Four Cooling Technologies and Their Performance.

Technology Temperature (°C) Power (Watts) Volume (mm?)
Impinging jet 55 10 600
Pool boiling 65 1 1200
Air cooling 75 2 300

Flow boiling 55 10 700
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TABLE 3.3 Pairwise Comparison of the Cooling Technologies’

Temperatures.

Temperature (°C) 55 65 75
55 1 1.5

65 2/3 1 1.5
75 12 2/3 1

TABLE 3.4 Pairwise Comparison of the Cooling Technologies’ Power.

Power (Watts) 1 2 10
1 1 1.2 9
2 5/6 1 8
10 1/9 1/8 1

TABLE 3.5 Pairwise Comparison of the Cooling Technologies’ Volumes.

Volume (mm?) 300 600 700 1200
300 1 3 5 9
600 1/3 1 9
700 1/5 172 1 7
1200 1/9 1/9 1/7 1

comparison matrix. Note that Rose also determined that the worth of the volume
when it equals 600 is nine times the worth of the volume when it equals 1200. This
matrix is therefore not perfectly consistent, and it has an eigenvalue that equals 4.21.
The corresponding eigenvector (scaled so that the largest value equals 1) is [1, 0.44,
0.27,0.06]. The CI of this matrix equals 0.07, and the CR equals 0.08, so the pairwise
comparisons are sufficiently consistent.

Rose performed similar analyses for the other two attributes. For temperature, the
eigenvector is [1, 0.69, 0.48]. The eigenvalue equals 3.00, and the CI and CR both
equal 0.00 because this set of pairwise comparisons is very consistent. For power, the
eigenvector is [1, 0.85, 0.11]. Again, the eigenvalue equals 3.00, and the CI and CR
equal 0.00 because this set of pairwise comparisons is also very consistent.

To compare the attributes, Rose compared three hypothetical alternatives: A, B,
and C. Hypothetical alternative A has superior performance (its score equals 1) on
the temperature attribute, but it is worthless on the other two attributes (power and
volume). Hypothetical alternative B has superior performance (its score equals 1) on
the power attribute, but it is worthless on the other two attributes (temperature and
volume). Hypothetical alternative C has superior performance (its score equals 1) on
the volume attribute, but it is worthless on the other two attributes (temperature and
power). Table 3.6 summarizes the scores of the hypothetical alternatives on the three
attributes.
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TABLE 3.6 Three Hypothetical Alternatives.

Hypothetical Alternative  Score for Temperature ~ Score for Power ~ Score for Volume

A 1 0 0
B 0 1 0
C 0 0 1

TABLE 3.7 Pairwise Comparison of Three Hypothetical Alternatives.

A (Temperature) B (Power) C (Volume)
A (Temperature) 1 3 5
B (Power) 1/3 1 2
C (Volume) 1/5 172 1

As shown in Table 3.7, the pairwise comparison matrix B includes the decision
maker’s assessments of the relative worth of the three hypothetical alternatives. Rose
stated that the worth of hypothetical alternative A is three times the worth of hypo-
thetical alternative B, the worth of hypothetical alternative A is five times the worth
of hypothetical alternative C, and the worth of hypothetical alternative B is twice
the worth of hypothetical alternative C. The pairwise comparison matrix B is very
consistent, and the eigenvalue equals 3.0037. The corresponding eigenvector (scaled
so that its sum equals 1) is [0.65, 0.23, 0.12]. To check the consistency, note that
CI = (3.0037 — 3)/2 = 0.0018. Because RI(3) = 0.52, the CR = 0.0036, which is
much less than 0.10, so we have no reason to view these pairwise comparisons as
unreasonably inconsistent. (Averaging the pairwise comparison values to find the
weights yields the weights 0.64, 0.24, and 0.12, and the approximate eigenvalue
equals 3.0049.)

Rose used these weights to combine the scores and determined the follow-
ing total scores: The score for the impinging jet alternative S; = 0.65(1) +
0.23(0.11) + 0.12(0.44) = 0.73. The score for the pool boiling alternative
S, =0.65(0.69) + 0.23(1) + 0.12(0.06) = 0.69. The score for the air cooling
alternative S; = 0.65(0.48) + 0.23(0.85) + 0.12(1) = 0.63. The score for the flow
boiling alternative S, = 0.65(1) 4+ 0.23(0.11) + 0.12(0.27) = 0.71. The score of the
impinging jet is the best, and that alternative should be selected.

One criticism of AHP is that some versions of AHP (unlike traditional multiat-
tribute utility approaches) determine the weights for the criteria without considering
the alternatives. This can be resolved by making the decision maker consider the range
of values that might occur for each criterion (when determining the relative impor-
tance of the criteria) and by scaling the scores on each criterion into a 0—1 scale (Dyer,
1990a, b), as the approach presented above does. This should eliminate the impact of
adding or removing alternatives. Concerns about the validity of the assumptions that
were used to justify the process and Saaty’s definition of different types of ratio scales
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have been raised, and others have observed that the process can generate unexpected
results (see, for instance, Schoner and Wedley, 1989; Warren, 2004). Harker and Var-
gas (1987) answered some objections to AHP, and later Forman and Gass (2001) and
Gass (2005) reviewed the debate over the AHP but emphasized its usefulness.

3.3 MULTIATTRIBUTE UTILITY THEORY

For a general discussion of multiattribute utility functions, see Clemen and Reilly
(2001). This discussion will use the term “utility functions.” Note, however, that Dyer
and Sarin (1979) used the term “measurable value functions” for problems with no
uncertainty. They showed, however, that the value function and the utility function
are the same under certain conditions. It is possible to use a value function to express
the decision maker’s preferences about tradeoffs between multiple attributes and a
utility function to express the decision maker’s preferences about risk (Nikolaidis
etal.,2011).

There are many works describing the application of MAUT. Edwards (1977) pro-
vided examples of using utility functions to make decisions about land use, research
programs, and water quality. Dyer et al. (1998) and Butler et al. (2005) discussed the
use of multiattribute utility to help officials in the United States and Russia decide
how to dispose of surplus weapons-grade plutonium.

The most straightforward utility function is an additive utility function, which
gives each alternative a utility on each attribute and then combines these utilities with
a weighted sum to get an overall utility for that alternative. This function is valid if
the corresponding tradeoff condition is satisfied (Keeney and Raiffa, 1993). Essen-
tially, this condition states that the decision maker’s preferences about changes in one
attribute do not depend upon the values of the other attributes.

More complex utility functions have been used when the additive model is not
an appropriate model of the decision maker’s preferences. In particular, when the
decision maker’s preferences about the values of one attribute depend upon the value
of another attribute, a multiplicative utility function may be a more appropriate model.
Unfortunately, such functions have more parameters to estimate and usually require
more effort to determine. For more information, see, for example, Keeney and Raiffa
(1993).

An additive utility function can be expressed as follows. Let U, be the aggregate
utility of alternative i. Let u;(x) be the utility function for attribute j. This assigns a
utility based on the value of the attribute. Let k; be the weight of attribute j. Then,

m

=

The key to using this technique is to have good utility functions for each attribute
and a good way to combine them. A natural starting place is to use natural metrics
such as cost, profit, and wealth and performance attributes such as capacity, expected
lifetime, and maximum speed.
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Given a metric, the utility function must have anchors that give fixed points on the
scale. If the utility function will be 0—1, where is the zero? What is a 1? Both should
be specific and well-understood points. The attribute value of which the utility equals
0 can be a physical constant (similar to the freezing point of water), the current state,
a worst-case scenario, or the value of a benchmark product. At the other end of the
scale, the attribute value of which the utility equals 1 can be another physical con-
stant (similar to the boiling point of water), the best case, or another benchmark (best
practice). All the individual attribute utility functions should have the same direction
and magnitude: O (worst) to 1 (best), for instance. Using a 0—1 scale for utility is not
necessary, however. Changing the scale does not change the approach, just the val-
ues used; it is similar to changing the units from meter to kilometer or from degree
Fahrenheit to degree Celsius.

When using a 0—1 scale, it is beneficial to have utility functions in which the utility
of values near the worst and best plausible outcomes are close to 0 and 1. This makes
distinguishing between outcomes easier. For instance, if the utility of absolute zero
equals O and the utility of the temperature of the surface of the sun (say, 6000 K)
equals 1, the utility of most outcomes on temperature will be very close to each other,
which does not help the decision maker.

An exponential function is a common utility function to map values in the interval
[a, D] to the range [0, 1]. Let y be the shape parameter for the utility function. Then,
if the utility increases from O to 1 as x increases from a to b

1 — e 70—
ulx) = —1 Ep—
As y approaches 0, this function becomes nearly linear; u(x) = (x —a)/(b — a) is
the linear function. If y is positive, then the increase in utility (the marginal utility)
decreases as x increases. If y is negative, then the increase in utility (the marginal util-
ity) increases as x increases. Assessing the utility of a value of x somewhere between
a and b will provide enough data to determine the value of y. In particular, if the
decision maker can assess the utility ' of the point X’ = (a + b)/2, which is in the
middle of the range, then one can immediately find the value of y:

2 n u'
U 1-u )

Example 3.3 Consider an increasing exponential utility function over the range
[100, 150]. By definition, #(100) = 0, and u(150) = 1. If the decision maker deter-
mines that the utility of the value 125 equals 0.7, then y = 0.034.

Combining individual attribute utility functions requires a way to give weights to
the different utility functions, and there are many such techniques (see, e.g., Clemen
and Reilly, 2001). The idea of swing weighting is to compare some hypothetical alter-
natives that make clear the decision maker’s preferences about the attributes. Here we
assume that, for each attribute, the utility of the best plausible value equals 1, and the
utility of the worst plausible value equals 0.
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1. Let m be the number of attributes. Define m + 1 hypothetical alternatives as fol-
lows. For i = 1 to m, the performance of hypothetical alternative i on all the
attributes (except attribute i) is the worst plausible (the utility equals 0); on
attribute i, its performance is the best plausible (the utility equals 1). Thus, each
hypothetical alternative corresponds to exactly one attribute. The performance
of hypothetical alternative O (the “benchmark™) on all the attributes is the worst
plausible.

2. Rank the m + 1 hypothetical alternatives from the most desirable to the least
desirable. The least desirable will certainly be the benchmark (which performs
poorly on every attribute).

3. Give the hypothetical alternatives ratings from O (for the least desirable) to 100
(for the most desirable of these hypothetical alternatives). These ratings should
be consistent with the rankings. That is, if hypothetical alternative i is ranked
ahead of hypothetical alternative j, the rating of hypothetical alternative i should
be greater than that of hypothetical alternative j. As discussed below, a choice
between hypothetical lotteries can be used to determine these ratings.

4. Sum the ratings, and divide each rating by this sum to determine the aggregate
utility of the hypothetical alternatives. The weight k; for attribute i equals the
aggregate utility of hypothetical alternative i.

Because the hypothetical alternatives are carefully constructed so that the aggre-
gate utility of hypothetical alternative i equals k;, this method yields the relevant
weights directly. This procedure finds the aggregate utilities of the hypothetical alter-
natives and uses this data to determine the attribute weights.

Kirkwood (1997) suggested that the decision maker consider the increases in value
that changing each attribute yields. In particular, there are m increases in utility; each
one is the increase in utility from the least desirable hypothetical alternative to one of
the m hypothetical alternatives. Kirkwood advised the decision maker to identify the
increase that has the least value and then determine the relative utility of every other
increase as a multiple of the smallest increase (this is a type of pairwise comparison in
which ratios are directly assessed, as they are in AHP). The weights for the attributes
should be proportional to the utilities of the corresponding increases, so enforcing the
constraint that the sum of the utilities of the increases equals 1 leads to a set of simple
linear equations that can be solved to determine the weights.

It is important to note that an attribute’s weight is not the overall or fundamental
importance of that attribute; instead, it represents the importance of the change (or
“swing”) in that attribute from the worst value being considered to the best value being
considered. If all the alternatives have nearly the same value for the most important
attribute, then the change in that attribute will be relatively less important, and the
attribute will have a relatively small weight.

“Pricing out” is an alternative technique for determining the weights on multiple
criteria (Clemen and Reilly, 2001). The decision maker determines how much of one
attribute he would give up to increase another attribute. For instance, if the decision
maker wants to minimize cost and time, he should be asked, “How much would you be
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willing to spend to reduce the time to complete the project by 1 month?” This provides
the information needed to create a multiattribute utility function over cost and time.
Unfortunately, this technique can be difficult to use when considering changes in
utility values.

Example 3.4 Consider again the decision discussed in Example 3.2: the selection of
a two-phase cooling technology for a microprocessor cooling system. According to
Louis (the decision maker in this case), the performance of the different technologies
have the utilities shown in Table 3.8. (These were assessed directly; attribute utility
functions were not generated in this case.)

Because there are m =3 attributes, the swing weighting procedure created
m + 1 = 4 hypothetical alternatives (listed in Table 3.9). Louis preferred lower tem-
perature, less power consumption, and smaller volume. He ranked the hypothetical
alternatives as follows: A(best), B, C, and D(worst). Then, he gave the hypothetical
alternatives the following ratings: 100, 30, 20, and 0. Because the sum of these
ratings was 150, the aggregate utilities of the hypothetical alternatives are 0.667,
0.2, 0.133, and 0. Thus, the weights for temperature, power, and volume are 0.667,
0.2, and 0.133, respectively, and the aggregate utility function is the following
expression:

U; = 0.667u;(x;1) + 0.2u5(x;5) + 0.133u5(x;3).

This utility function can be used to calculate the aggregate utility of the actual
alternatives, which yields the following values: the total utility of the impinging
jet U; =0.667x14+0.2x040.133x0.7 =0.760, the total utility of pool boil-
ing Uy, =0.667%x14+0.2x140.133x0=0.867, the total utility of air cooling
U; =0.667x09+4+0.2x09+0.133 x 1 =0.913, and total utility of flow boiling
U, =0.667x14+0.2x040.133 0.6 =0.747. Thus, if these values represent his
preferences accurately, Louis should choose the air cooling technology.

TABLE 3.8 Four Cooling Technologies and Their Utilities.

Technology Temperature Power Volume
Impinging jet 1 0 0.7
Pool boiling 1 1 0

Air cooling 0.9 0.9 1
Flow boiling 1 0 0.6

TABLE 3.9 Four Hypothetical Cooling Technologies and Their Performance.

Alternative Temperature Power Volume
A 55 10 1200
B 120 1 1200
c 120 10 300
D 120 10 1200
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A choice between hypothetical lotteries can be used to determine a decision
maker’s utility for an attribute value or a hypothetical alternative. The basic idea is
to setup a choice between two options. The first option is a sure thing: the decision
maker will certainly get the alternative with the unknown utility. The second option
is a lottery between two alternatives; one alternative has a utility that is known and
high and the other has a known low utility. The probability of receiving the high
utility alternative is varied until the decision maker is indifferent between the sure
thing and the lottery. At this point, the utility of the sure thing must equal the
expected utility of the lottery, which can be calculated.

Example 3.5 Consider again the decision discussed in Example 3.4: the selection
of a two-phase cooling technology for a microprocessor cooling system. Under the
assumptions that make an additive utility function appropriate, one can determine
the utility of the values of one attribute independently of the utility of the values
of the other attributes. Consider, for instance, the volume attribute. The value of
300 is the best volume, so u3(300) = 1. The value of 1200 is the worst volume, so
u3(1200) = 0. Now, setup the following choice: the first option is a sure thing: Louis
will certainly get a cooling technology with volume equals 600 (this has unknown
utility). The second option is a lottery between two alternatives; one alternative is
a cooling technology with volume equals 300 (the utility of which equals 1) and a
cooling technology with volume equals 1200 (the utility of which equals 0). (The
cooling technologies are alike in every other way.) Let p be the probability of getting
the low-volume (high-utility) cooling technology. Then, the probability of getting the
high-volume (low-utility) cooling technology equals 1 — p.

When p is very close to 1, then Louis is highly likely to get the low-volume cooling
technology, which he prefers to the cooling technology with volume equals 600, so
he will choose the lottery. On the other hand, when p is very close to 0, then the
decision maker is highly likely to get the high-volume cooling technology, but he
prefers the cooling technology with volume equals 600, so he will reject the lottery
and choose the sure thing. There is a value of p between 0 and 1 that makes the
decision maker indifferent between the two choices. For any smaller value, he will
prefer the sure thing, and for any larger value, he will prefer the lottery. At this point,
the utility of the sure thing must equal the expected utility of the lottery. That is,
u3(600) = p X u3(300) + (1 — p) X u3(1200) = p.

This procedure can be repeated by replacing the cooling technology with volume
equals 600 with a cooling technology with volume equals 700. This is less desirable,
so the value of p at which Louis is indifferent between the two choices will be smaller.

When comparing the hypothetical alternatives created to determine the weights, a
similar procedure can be used. In this example, let Uy, Uy, U, U, be the utilities of
the four hypothetical alternatives. Because D has the worst values on every attribute,
Up = 0. The other utilities are unknown, but, because they are equal to the weights,
their sum should equal 1. That is, U, + Up + U = 1. Without loss of generality,
assume that the decision maker prefers hypothetical alternative A to any of the other
hypothetical alternatives; thus, U, > Uz and U, > U..
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Create a choice between hypothetical alternative B and a lottery over hypothet-
ical alternatives A and D. Let p’ be the probability at which the decision maker is
indifferent between the two choices. Thus, Uy = p’ X U, + (1 = p') x Up, = p’ X U,.
In a similar way, create a choice between hypothetical alternative C and a lottery
over hypothetical alternatives A and D. Let p’’ be the probability at which the deci-
sion maker is indifferent between the two choices. Thus, U- = p” X U, + (1 — p"") X
Up = p” x Uy. (If the decision involved more attributes and more hypothetical alter-
natives, additional choices would be required to determine additional relationships,
but the approach remains the same.)

After substituting these expressions into the constraint on the sum, solving for
U, yields the following expressions that can be used to determine the utilities of the
hypothetical alternatives, which are the weights for the attributes:

Uy+Ug+Up =1
Uy +p Uy +p'U, =1
Uy=1/01+p" +p")
Up=p'/(A+p"+p")
Uc=p"/(+p" +p").

3.4 CONJOINT ANALYSIS

The AHP and MAUT approaches construct a function that represents the decision
maker’s preferences by identifying functions for each attribute and then combining
these attribute-level functions to form the complete function over all the attributes.

Conjoint analysis, in contrast, is a decompositional approach that begins by cre-
ating a complete function that represents the decision maker’s preferences (Green
and Srinivasan, 1978). The term “conjoint” refers to the fact that the approach looks
at the joint effect of the attributes. Conjoint analysis looks at the decision maker’s
preferences for complete choices (that specify values for all the attributes) and then
analyzes these data to construct a complete function that includes functions for every
attribute and the importance weights of these attributes.

In general, a conjoint analysis proceeds through the following steps (Green and
Srinivasan, 1978):

Select a model that specifies the structure of the preference function.

Select a method for collecting data about the decision maker’s preferences.
Construct a stimulus set (an appropriate set of choices).

Present the stimuli to the decision maker.

Construct a measurement scale to describe the decision maker’s preferences.

AN e

Estimate the parameters of the preference function.
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Conjoint analysis is an important technique in the area of marketing research,
where it is used to identify heterogeneity within a market and to estimate the util-
ity functions of the consumers in the market so that firms can predict the desirability
and profitability of their products. The popularity of conjoint analysis has led to a
wide variety of techniques that are focused on marketing applications.

Marriott International used a large conjoint analysis study during the develop-
ment of its Courtyard by Marriott hotel chain (Green ef al., 2001). Marriott was
targeting business travelers, and the study included 50 attributes in the areas of
price, external décor, room décor, food service, lounge facilities, general services,
leisure activities, and security features. Survey participants were shown pictures,
three-dimensional models, and prototype rooms as cues for their responses. Marriott
used the results to guide its design choices. The first Courtyard opened in 1983, and,
by 2012, there were over 900 Courtyards in 37 countries (Marriott International,
2012).

Conjoint analysis is appropriate for constructing a preference function over the
ranges of attributes where the decision maker will make tradeoffs (giving up a lit-
tle on one attribute to get more of another). It would be inappropriate to construct
a preference function over values that are completely unacceptable to the decision
maker.

For details about the different techniques that have been used, see, for example,
Green and Srinivasan (1978), Lenk ez al. (1996), Allenby et al. (2005/2013), Grissom
et al. (2006), Orme (2006), Abernethy et al. (2008), and Resende ez al. (2012).

Conjoint analysis has been used to model the preferences of an individual decision
maker. Example 3.6, which is adapted from one in Orme (2006), shows one way to
do this.

Example 3.6 There is a generic “product” that has three important attributes: brand,
color, and price. There are three distinct brands (A, B, and C) and two different col-
ors (red and blue). Price can range between $50 and $150. The decision maker is
given nine different hypothetical versions of this product. Each version is described
by its brand, its color, and one of the three prices ($50, $100, and $150). The decision
maker considered the nine choices and gave each one a rating on a scale from 0 (least
preferred) to 10 (most preferred). The conjoint analysis procedure treats this degree
of preference as an interval scale, but this assumption is difficult to justify because
there is no technique for measuring this degree of preference. It would be reasonable
to determine the relative value of the hypothetical alternatives using the techniques
discussed in Sections 3.2 and 3.3.

Dummy coding converts the discrete values of the attributes into separate binary
variables. Each binary variable represents the presence of a “feature” (a specific
brand, color, or price). To eliminate confounded variables, one binary variable for
each attribute is dropped. This leaves five binary variables (xg,Xc, Xp1ues 1005 X150)
that represent the presence of B, C, blue, $100, and $150, respectively.

This analysis assumes that the preference function is a linear function over these
binary variables. Thus, it has six parameters that must be estimated. Let Y be the
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preference for the alternative, b, be the constant (intercept), by, b,, b3, b4, b5 be the
coefficients of the binary variables, and e be the error term:

Given the ratings shown in Table 3.10, one can use linear ordinary least squares
regression to find the parameters. The results are the following coefficients:

by=5.11
b, =233
by =3.00
by=1.17
b, =—2.00
by = —3.67.

The coefficient of determination R? = 0.96, which indicates that the points fit the
linear function well. The utility of each attribute value equals the coefficient of the
corresponding binary variable, whereas the utility of any attribute value that was
excluded equals 0. Thus, it appears that the decision maker prefers brand C (which
has a utility of 3.00) to brands B (which has a utility of 2.33) and A (which has a
utility of 0) and prefers the color blue (which has a utility of 1.17) to red (which has
a utility of 0). Naturally, the decision maker prefers a $50 price (which has a utility
of 0) to $100 and $150 (which have negative utilities).

The decision maker can use this function to evaluate and compare other alterna-
tives. The utilities of the different brands and colors are specified, and the utility of a
price can be determined by interpolating between the specified values.

Not all conjoint analysis techniques require rating alternatives on a scale.
Choice-based conjoint analysis (also known as discrete choice analysis) can con-
struct a preference function from data about the decision maker’s choices without

TABLE 3.10 Hypothetical Alternatives Rated in a Conjoint Analysis.

Alternative Brand Color Price Rating
1 A Red $50 5
2 A Blue $100 5
3 A Blue $150 2
4 B Blue $50 9
5 B Red $100 5
6 B Blue $150 5
7 C Blue $50 9
8 C Blue $100 7
9 C Red $150 5
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using a rating scale. The decision maker is given two (or more) alternatives at a time
and asked to identify the preferred one. A set of responses over a sufficiently diverse
set of pairs yields the data needed to construct a preference function. Although the
technique is inefficient compared with other conjoint analysis techniques, it should
be reasonable if there is only one decision maker to model. Logit, latent class,
and hierarchical Bayes analysis techniques can be used to estimate the preference
function (Orme, 2006).

3.5 VALUE OF A STATISTICAL LIFE

A particularly interesting (and somewhat controversial) issue in multicriteria decision
making appears when one of the attributes is the number of lives saved (due to a new
safety regulation or new safety features) and another is the expected cost. Clearly,
most decision makers want to maximize the number of lives saved and minimize the
expected cost. However, the safety regulations (features) that save the most lives often
cost the most. In some cases, the decision alternatives are to (1) do nothing (which
saves no one and costs nothing) or (2) adopt the safety regulation (which saves some
lives but costs something). Should the safety regulation be adopted or not?

Note that this discussion is not relevant to decisions in which one particular per-
son’s life is directly at risk. Instead, it is relevant to decisions that could make small
changes to the mortality risk of large numbers of people (National Center for Envi-
ronmental Economics, 2013).

To approach this issue, it is useful to note that many people make decisions about
whether or not to spend money to reduce the likelihood of dying. For instance, some-
one looking for a new car may consider spending more to buy a safer car. Home-
owners purchase and install new smoke detectors in their houses. The typical person
does not explicitly quantify the value of a life; they implicitly weigh the reduced risk
versus the cost and make a decision.

Government agencies, however, cannot make these decisions implicitly. They
must use explicit criteria. The advantages of using explicit criteria include increasing
the transparency of the decision (i.e., people can better understand the rationale for
the decision) and the consistency of the agency’s decisions. Moreover, it can help
them spend a limited amount of money on the activities that will have the most
benefit.

Government agencies may do a cost—benefit analysis in these cases. For instance,
the Environmental Protection Agency (EPA), like other government agencies, must
decide whether the benefits of a new program or regulation are worth the cost. Con-
sider a case in which the agency predicts that a regulation will cost $120 million but
will save 100 lives. Is this benefit worth the cost?

One way to answer that question is to translate the expected reduction in mortality
(the 100 lives saved) to a monetary value using the value of a statistical life (VSL).
In 2004, the EPA adopted a value of about $7,200,000 for its VSL. (This value has
changed over time and is adjusted for inflation.) Using this VSL, one can state that
the benefit is equivalent to 100 times $7.2 million, which equals $720 million, which
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is greater than the cost. If the benefit were only 10 lives (equivalent to $72 million),
then one would state that the benefit is not worth the cost.

There are many methods for determining an appropriate value for a VSL (Dockins
et al., 2004). The following excerpt describes the process: “Researchers try to figure
out how much money it takes for people to accept slightly bigger risks, such as a
more dangerous job. They also look at how much people will pay to make their daily
risks smaller—such as buying a bicycle helmet or a safer car. ‘How much are you
willing to pay for a small reduction ... in the probability that you will die?” asked
Joe Aldy, a fellow at the Washington-based think tank Resources for the Future. The
rest is more or less multiplication: If someone will accept a 1-in-10,000 chance of
death for $500, then the value of life must be 10,000 times $500, or $5 million”
(Fahrenthold, 2008).

3.6 COMPENSATION

Many decision methods use linear functions to evaluate the overall value (utility) of
alternatives because such functions are easier to assess and use. Linear functions,
however, may fail to capture the decision maker’s preferences about compensation.
In general, in a multicriteria decision, each alternative has a degree of compensa-
tion. An alternative may be a compensating solution because great performance on
one attribute compensates for poor performance on another. Another alternative may
be a noncompensating solution because it has good performance on every attribute.

Example 3.7 Consider selecting a car from a car rental company. The first choice is
a dependable subcompact that should deliver great mileage and sturdy construction
for only $19 per day. The second choice is a full-size sedan that has plenty of room
and many great features for $24 per day. And the third choice is a sports car with
“futuristic styling” that “promises a fun ride” for $40 per day.

In this case, the subcompact and the sports car are compensating solutions. The low
price of the subcompact compensates for its small size and poor horsepower, whereas
the styling and performance of the sports car compensate for its high price. The sedan,
which has a moderate price, space, and performance, is a noncompensating solution.

Example 3.8 A more subtle preference for compensating solutions appeared in the
2012 Olympic Games. In the women’s gymnastics all-around finals, two women (Aly
Raisman and Aliya Mustafina) tied for third place with the same total score (59.566).
Raisman’s scores on the vault, uneven bars, balance beam, and floor exercise were
15.900, 14.333, 14.200, and 15.133. Mustafina’s scores were 15.233, 16.100, 13.633,
and 14.600. The tie-breaker procedure dropped each gymnast’s lowest score. Because
Raisman’s lowest score (14.200) was higher than Mustafina’s lowest score (13.633),
Raisman’s new total (45.466) was lower than Mustafina’s new total (45.933). Musta-
fina won the bronze medal (third place) because her high score on the uneven bars
(16.100) compensated for her low score on the balance beam (13.633). By dropping
the lowest score, the tie-breaker procedure rewarded the compensating solution.



72 MULTICRITERIA DECISION MAKING

Scott and Antonsson (2005) presented a way to consider aggregate utility and the
degree of compensation. This discussion is for only two criteria, measured using 0—1
utility functions, where more utility is preferred, but the approach can be generalized
to more criteria.

Given weights w; and w, (both non-negative with a positive sum) and a compen-
sation parameter s, then the aggregate utility P (u, u,; w, w,) of an alternative that
has utility u; and u, is determined as follows:

s s\1/s
wiu, + w2u2>

s =
wq + %)

As the parameter s — —oo, this function becomes the minimum:
P_ o (uy,uy; wi,wy) = min{uy, u,}.
As s — 0, then this function approaches the geometric mean:
. — ("1, 2\ (wy +
Po(uy, ups wi, wy) = (uy ') [Owi4wa)

Withw; =w, =0.5and s =0:

Po(ul,uz;WI,WZ) =/ Uiy,

If s = 1, the function is the weighted sum:
Wlul +W2M2

Pi(uy,uyswi,wy) = | ——m8m ).

1y, Ups Wi, Wo < Wi+ w,

As the parameter s — oo, this function approaches the maximum:
P+oo(uls Uys Wy, Wz) = max{ul, uz}.

Changing s changes the relative desirability of a noncompensating solution.
A larger value of s means that the decision maker prefers more compensation: a
compensating solution with great performance on one attribute compensates for
poor performance on the other. This may be good when getting something “special”
is very important because of its uniqueness or extreme qualities. A noncompensating
solution is desirable if it has good performance on all the attributes, which may be
good for groups.

Table 3.11 shows the aggregate utility for three solutions under three different
values of s when w; = 0.4 and w, = 0.6. Note that the aggregate utility of the extreme
points changes significantly as the compensation factor s changes. A low value of
s causes the compensating solutions to be less desirable than the noncompensating
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TABLE 3.11 The Aggregate Utility P (u,,u,;w,,w,) for Three
Solutions Under Three Different Values of s (w;, = 0.4 and w, = 0.6).

(uy,uy) s=-1 s=1 s=2
(0.94, 0.08) 0.126 0.424 0.598
(0.51,0.41) 0.444 0.450 0.453
(0.01, 0.99) 0.024 0.598 0.767

one. At s = 1, the compensating solutions and the noncompensating one are about
the same. A high value of s causes the compensating solutions to be more desirable
than the noncompensating one.

Scott and Antonsson (2005) showed that, for a given set of nondominated alter-
natives and a specific alternative in that set, there is a specific combination of values
for s, w;, and w, that makes that alternative optimal. That is, it is possible to choose a
ratio of weights and a degree of compensation to select any particular nondominated
point.

To assess the aggregate utility function P, given the individual attribute utility
functions, the following procedure can be used. First, the decision maker needs to
consider four hypothetical alternatives:

Alternative A has u; =0 and u, = 0.
Alternative B has u; = 1 and u, = 0.1.
Alternative C has u; = 0.1 and u, = 1.
Alternative D has u; = 1 and u, = 1.

Let P(A)=0 and P(D) = 1. Assume, without loss of generality, that w; +
w, = 1. Then, the decision maker must assess the utility of alternatives B and C; let
b = P(B) and ¢ = P(C). (Note that both b and ¢ should be greater than 0.1 because
the aggregate utility of an alternative with #; = 0.1 and u, = 0.1 must equal 0.1, and
both alternatives B and C dominate such an alternative.) If s = 0, then bc should
equal 0.1. If bc does not equal 0.1, then s is not 0. Then, from the definition of P, we
know the following:

w15 + w,0.1915 = b,
W 0.1° + wy 1D/ = ¢
We can combine these equations to eliminate the weights (because their sum

equals 1) and find that 1 + 0.1° = b* + ¢*. If there is a nonzero value of s that solves
this equation, then we can find the weights as follows:

w, = (b° —0.1/(1 = 0.1%).
wy = (¢* = 0.1%)/(1 = 0.1%).
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These values of s, w, and w, model the decision maker’s preferences and can be
used to determine the aggregate utility of the alternatives.
If no nonzero value of s solves the equation, then s must be 0. In that case,

Pouys g3 wi, wy) = (uy uy ) /001072,
Because w; + w, = 1, we can determine the weights as follows:

w; =Inc¢/1In0.1.
w, =1nb/In0.1.

Example 3.9 For instance, suppose b =PB)=0.5 and c=P(C)=0.38.
Because bc does not equal 0.1, s is not 0. Solving 1+0.1° =b° +¢* yields
s = 1.6. Then, w; =0.31 and w, =0.69, and the aggregate utility function is
Py(uy,uy) = (0.31u® +0.69u)0)/16,

3.7 THE IMPACT OF CHANGING WEIGHTS

The set of weights used to express the relative importance of different attributes is a
critical component of a multicriteria decision-making method. It is natural to wonder
how changes to these weights would influence the results of a method (the scores
of the alternatives that are being considered). Exploring this question is a type of
sensitivity analysis.

The simplest sensitivity analysis is to vary the weights by small amounts (while
enforcing the constraint that the sum of the weights equals 1) and determine which
alternatives have the highest score. If the same alternative always has the highest
score, the decision maker’s confidence in the alternative should increase because its
superiority is robust.

One approach is to vary the weights over all possible combinations and, for each
combination, determine the scores of the alternatives and identify the alternative with
the highest score. The space of all combinations can be then divided into regions,
where each region is the set of combinations in which one alternative has the highest
score. Dyer et al. (1998) generated this type of policy map as part of their analysis of
the alternatives for disposing of surplus weapons-grade plutonium.

If the number of attributes is large, an exhaustive search can be time consuming. In
such cases, a Monte Carlo approach that randomly selects combinations of weights
can give some insight into the conditions under which different alternatives have the
highest score. To generate combinations of m weights according to a uniform distribu-
tion over the space of feasible weights, first randomly select m — 1 values according
to a uniform distribution over the interval [0, 1] and list these from smallest to largest.
Then add the value O to the beginning of the list and the value 1 to the end of the list.
The m differences between consecutive values in this list are a feasible combination of
weights (they sum to 1 and are non-negative) from the uniform distribution (Devroye,
1986). Butler ef al. (1997) demonstrated this approach for multiattribute decisions.
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If the number of attributes is small and the number of competitive alternatives is
small, it may be feasible to determine analytically the regions in which each alterna-
tive has the highest score. Let v;; be the score (or utility) of alternative i on attribute j.
Let V; be the total score (or aggregate utility) of alternative i.

Then, alternative 7 has the highest score for weights (wy, ... ,w,,) if the following
is true for all other alternatives h =1, ..., nbuth # i:

m m
Z WiV > Z WiVpi.
J=1 J=1

Example 3.10 Consider the decision considered in Example 3.4: the selection of a
two-phase cooling technology for a microprocessor cooling system. One can deter-
mine the range of weights for which the air cooling technology has the greatest
aggregate utility as follows. Note also that wy = 1 —w; — w,.

First, the aggregate utility of air cooling will be greater than or equal to the aggre-
gate utility of impinging jet if and only if the following is true:

0.9w; + 09w, + w3 > wy +0.7w;.

In addition, the aggregate utility of air cooling will be greater than or equal to the
aggregate utility of pool boiling if and only if the following is true:

0.9W1 + 09W2 + W3 Z Wi + ws.

Finally, the aggregate utility of impinging jet will be greater than or equal to the
aggregate utility of pool boiling if and only if the following is true:

wy + 0. 7wz > wy +w;.

After substituting to remove ws and rearranging terms, the above constraints are
equivalent to the following:
—4w +6w, > =3
Liw+1.Iw, <1
Twi+1Tw, < 7.
The regions in which each alternative two-phase cooling technology has the

greatest aggregate utility are shown in Figure 3.1. The boundaries are segments of
the specific constraints given above and the general constraints that both weights
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Segment 1 (Air cooling = Pool boiling)
----- Segment 2 (Air cooling = Impinging jet)
—— Segment 3 (Impinging jet = Pool boiling)
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Figure 3.1 The regions in which each alternative two-phase cooling technology has the great-
est aggregate utility. Weight 1 is w,, the weight for the temperature attribute; weight 2 is w,,
the weight for the power attribute.

must be non-negative, and their sum must be less than or equal to 1. When
(Wi, Wy, w3) = (% %, %), then all three alternatives have the same aggregate
utility. Note that the nominal weights, where air cooling has the greatest aggregate
utility, are close to the boundary with the region where pool boiling has the greatest
aggregate utility. If the first two weights (the weights for the temperature and power
attributes) increased (and the weight for the volume attribute decreased), then pool
boiling would have the greatest aggregate utility. The fact that the region in which
air cooling has the greatest aggregate utility is the largest region does not imply that
air cooling is the best alternative. The relative desirability of the alternatives depends
upon the decision maker’s preferences.

EXERCISES

3.1. InFiscal Year 2011, the US Patent and Trademark Office (USPTO) began offer-
ing “prioritized examination,” a procedure for expedited review of a patent
application. An additional fee of $4800 is charged for prioritized examination;
if the applicant is a small business, the additional fee is $2400. According to the
USPTO, “The Office’s goal for prioritized examination is to provide a final dis-
position within 12 months of prioritized status being granted” (USPTO, 2012).
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3.2.

3.3.

34.

3.5.

Consider someone who plans to apply for a patent. Which criteria should be
considered when deciding whether to pay for prioritized examination?

In 2010, the National Highway Traffic Safety Administration (NHTSA) pro-
posed arule to expand federal requirements for rear visibility in passenger cars,
trucks, and other motor vehicles. This rule, when enforced, would effectively
require manufacturers to equip every new car sold in the United States with a
rear-mounted video camera and an in-vehicle visual display. The regulations
are intended to decrease accidents in which vehicles back over people who
are immediately behind the vehicle and not visible to the driver. On average,
228 people are killed in back-over accidents (Lowy, 2013), but the NHTSA
estimated that the total cost to consumers would be $1.9-$2.7 billion per year
and that the benefits include avoiding 95—112 fatalities and 7072—-8374 injuries
per year (DOT, 2013). Assume that $7,200,000 is an appropriate VSL. Is the
benefit (saving 100 lives a year) worth the cost ($1.9-$2.7 billion a year)?

The US Federal Motor Carrier Safety Administration planned in 2013 to issue
rules that would limit the number of hours per week that truck drivers can
work; the agency estimates that the rules will cost the trucking industry $500
million per year and will save 19 lives per year (Mitchell, 2013). Assume that
$7,200,000 is an appropriate VSL. Is the benefit (saving 19 lives a year) worth
the cost ($500 million a year)?

Proposed EU legislation would prohibit “beaching” old EU-flag ships, which
is done to dismantle them and recover scrap metal and other valuable compo-
nents; instead, ships would be dismantled in dry docks or at piers. The industry
employs about a million workers. India, Pakistan, and Bangladesh are the pri-
mary locations for this work. Beaching is a dangerous activity (40 deaths in
these three countries in 2012) and can lead to spills of toxic wastes (includ-
ing asbestos and other carcinogens) into the ocean (Paris and Mukherji, 2013).
Workers accept the hazardous conditions in return for a steady income. Ship
owners could change the flags on their ships to other countries to avoid the pro-
posed ban. What objectives are relevant and should be considered by the EU
when deciding whether to adopt this legislation?

(This is based on an example in Parnell and West, 2008.) Joe is analyzing
three alternatives for a new rocket: the HW, the SC, and the PK. The three
most important attributes are the speed, number of payloads, and range. The
decision maker prefers more of each attribute. The raw data in Table 3.12 are
available. Joe plans to use the AHP to analyze the alternatives in Table 3.12.
After consulting the stakeholders, he determines that, for the payloads attribute,
four payloads is worth three times as much as three payloads, four payloads is
worth five times as much as two payloads, and three payloads is worth twice as
much as two payloads. Create a pairwise comparison matrix for the payloads
attribute and find a set of scores that correspond to these pairwise comparisons.
(Scale the scores so that the largest score equals 1.)
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TABLE 3.12 The Attributes of Three Rocket Alternatives (Parnell et al.,
2008).

Rocket Speed (kph) Number of Payloads Range (km)
HW 66 4 14
SC 45 3 55
PK 30 2 36

TABLE 3.13 The Attributes of Four Hypothetical Rocket Alternatives
(Parnell et al., 2008).

Alternative Speed (kph) Number of Payloads Range (km) Rating

1 30 2 14 0
2 66 2 14 15
3 30 4 14 35
4 30 2 55 100
. (Continued from Exercise 3.5.) After consulting the stakeholders, Joe deter-

mines that a rocket would be worthless if its speed were less than 15 kph, it
carried no payloads, and its range were only 1 km. Specify the attribute values
of the three hypothetical alternatives that should be compared to determine the
weights for the attributes.

Consider the rocket selection example again. Rose is also analyzing the three
alternatives listed in Table 3.12, but she decides to develop a multiattribute
utility function. After additional consultation with the stakeholders, Rose
determines the relative ratings of the four hypothetical alternatives shown in
Table 3.13. Construct a linear multiattribute utility function that is consistent
with this data.

(Continued from Exercise 3.7.) Rose needs to assess a utility function for the
Range attribute. She wants the utility to be in the range of [0, 1]. After consult-
ing the stakeholders, she determines that they would be indifferent between (a)
a rocket with a range of 36 km and (b) randomly choosing between a rocket
with a range of 14 km and a rocket with a range of 55 km if the probability of
getting the longer-range rocket was 60%. What utility should she assign to the
values 14, 36, and 55 km?

(Continued from Exercise 3.8.) If Rose uses an increasing exponential util-
ity function over the range (14 and 55 km), what is the appropriate value of
y (assume that the utility of 34.5 km is approximately the same as the utility
of 36 km)? Write out the complete utility function for range. Using this utility
function, calculate the utility of 50 km.

(Continued from Exercise 3.9.) After more consultation with the stakeholders,
Rose determines that the utility functions for speed and number of payloads
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3.11.

3.12.

are linear (and the utility of the worst value equals 0, and the utility of the best
value equals 1). Based on this information and the answers to Exercises 3.7,
3.8,and 3.9, calculate the total utility of each alternative. Under what conditions
(combinations of weights) does the optimal alternative remain optimal? (That
is, if the weights did not satisfy these conditions, the best choice would be
another alternative.)

Joe and Rose plan to send their daughter to an all-women’s college. They are
concerned with size (larger enrollment is better) and tuition and fees (lower is
better). They are considering the following colleges and have the data listed in
Table 3.14. Among the nondominated alternatives, which alternatives are com-
pensating solutions? Among the nondominated alternatives, which alternatives
are noncompensating solutions?

Louis, a program manager at a funding agency, is considering which of nine
proposals should be funded. A review panel has evaluated each proposal’s
intellectual merit and broader impacts on a 0—1 scale, with 0 being poor (no
intellectual merit or no broader impacts) and 1 being excellent (great intellec-
tual merit or tremendous broader impacts). Table 3.15 lists the proposals and

TABLE 3.14 Enrollment and tuition at eight women’s colleges
(Biemiller, 2013).

College Enrollment Tuition and Fees
Agnes Scott 871 $43,133
Cedar Crest 1620 $40,357
Cottey 323 $23,100
Mary Baldwin 1783 $35,590
Notre Dame of Maryland 2929 $40,710
Pine Manor 343 $36,554
Spelman 2170 $37,974
Wilson 745 $39,850

TABLE 3.15 The Evaluation of Nine Proposals.

Name Intellectual Merit Broader Impacts
Barthle 0.2 0.6

Gude 0.3 0.5
Ullrich 0.3 0.4
McSweeney 0.35 0.25
Garrity 04 0.35
Renuart 0.4 0.45
Marek 0.45 0.25
Warner 0.45 0.55

Martin 0.5 0.5
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and evaluations on each attribute. (The “Name” is the last name of the person
submitting the proposal.) Louis would like to fund proposals that have high
scores on both attributes. He plans to use a linear additive function to combine
the two evaluations (IM and BI) into a total score S as follows: S =w IM +
(1 —w) BL If w = 0.6, which proposal will have the highest score? For what
range of w will the Warner proposal have the highest score? (Hint: it may help
to graph the nondominated proposals to determine which proposals should be
considered.)

3.13. This example is based on one in Mustajoki e al. (2005). Table 3.16 lists the
attribute values for five jobs. Construct a Pugh matrix for these offers. Does
any job offer appear to be the best? Use the AHP to identify the job offer that
you would most prefer. Use a multiple attribute utility function to identify the
job offer that you would most prefer.

3.14. This example is based on data given in Levitt (2013). In 1851, the United States
Lighthouse Board conducted a study to estimate the costs of replacing the exist-
ing reflectors in American lighthouses with much brighter Fresnel lenses. The
net cost of installing the lenses was estimated to be $410,000. The annual sav-
ings (compared with operating the reflectors) were estimated to be $112,000
due to lower expenses in oil, supplies, and transportation. Calculate the net
present value of installing and operating the Fresnel lenses (assume a 10% dis-
count rate and a 10-year time horizon). Would replacing the reflectors with
Fresnel lenses be a reasonable choice?
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GROUP DECISION MAKING

Learning Objectives:

After studying this chapter, the reader will be able to do the following:

1.
2.

Use ranking as a group decision-making technique (Section 4.1).

Use the Kemeny—Young method as a group decision-making technique
(Section 4.1).

Identify the strengths and weaknesses of ranking as a group decision-making
technique (Section 4.1).

4. Use scoring as a group decision-making technique (Section 4.2).

Use majority judgment as a group decision-making technique (Section 4.2).

. Identify the strengths and weaknesses of scoring as a group decision-making

technique (Section 4.2).
Describe the implications of Arrow’s impossibility theorem (Section 4.3).

Because engineers work in teams and committees and other situations in which the

preferences of other persons influence a decision, they encounter group decision mak-
ing. A group decision occurs when the individual decisions of the persons in a group

Engineering Decision Making and Risk Management, First Edition. Jeffrey W. Herrmann.
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are combined to make a collective decision. This assumes, as might be expected, that
the members of the group individually agree to participate in the decision-making pro-
cess and accept its results. The decision-making process to be used may be imposed
by existing rules, precedents, or some other authority, or it may be chosen by the
group.

In engineering firms, many decisions involve multiple people, but not all those
decisions are group decisions. In some cases, when no other sources of data are avail-
able (or acquiring them is impractical), it may be reasonable to ask multiple persons
to estimate a specific quantity like a sales forecast and then combine (aggregate) these
individual judgments into an estimate for that quantity, which will be used to evaluate
one or more alternatives. This process can reduce the error of the estimate (cf. Ashton
and Ashton, 1985), but it is not a group decision.

In other cases, the members of the group provide different types of information.
For instance, when a product development team needs to select a concept, they may
ask the marketing analyst about what the customers want, ask the reliability engineer
for durability test results, ask the manufacturing engineer for unit cost estimates, and
then use this information as the input to a decision-making technique that identi-
fies the best concept. Multiple people provided information, but this is not a group
decision.

In some cases, after the members of the group provide their information or evalu-
ations, the decision is actually made by the boss, the general, the CEO, or some other
leader. Despite the input of many persons, this is not a group decision.

In other cases, the decision-making process includes different decisions that are
made by different persons, but this sequence of decisions is not a group decision.
(Chapter 7 discusses separations, and Chapter 10 discusses decision-making systems
in more detail.)

This chapter discusses decisions in which a group of peers must select an alter-
native. The members of the group express their preferences for the alternatives, and
these preferences are combined to select an alternative. The members have agreed to
(or must comply with) the procedure for combining these preferences.

During the planning of the Mariner spacecraft missions to Jupiter and Saturn
and their moons, the trajectories for the two spacecrafts were chosen by a group of
scientists in 10 discipline-specific science teams who had different priorities (pref-
erences) about the importance of different attributes for the trajectories and different
levels of risk aversion (Dyer and Miles, 1976). Each team was treated as a single
decision maker; the group was formed of the science teams. The project manager
required that the teams achieve a consensus, so they had an incentive to partici-
pate in the decision-making process. He also required that the process should be
“conceptually simple,” which discouraged the decision analysts from constructing
a multiattribute utility function for trajectory pairs. Thus, the problem was treated as
a group decision-making situation.

A team of engineers developed a diverse set of 32 attractive candidate trajectory
pairs that met physical and financial constraints. Each science team first ranked these
candidates and then assigned a utility by determining a probability so that the team
was indifferent between that candidate and a lottery involving their most-preferred
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and least-preferred candidates (this is one of the methods presented in Section 3.3).
The decision analysts then used different rules (including ranking and scoring meth-
ods similar to those discussed in this chapter) to find a group ranking of the candidates.
Due to the correlation of the rules and some similarities of the science teams’ prefer-
ences, the evaluations of different candidates substantially agreed (for instance, all the
rules ranked the same three candidates in the top three). A meeting of representatives
from the 10 science teams reviewed the results of the rules and agreed to select one
candidate as the preferred trajectory pair after it was modified to improve its perfor-
mance on one attribute that was very important to one science team. In a postdecision
survey, 9 of the 10 teams stated that the selected trajectory pair was good for them,
and 8 of the 10 teams stated that the selection process was fair (the other two were
neutral).

A design review can be a group decision, which is especially useful when the eval-
uation criteria include aesthetic and other subjective aspects. Because such aspects
can be difficult to measure when evaluating building design proposals, some jurisdic-
tions ignore them all together and evaluate the appropriateness of a building design
using a limited set of objective measures related to zoning, building code, and similar
regulations. Because concentrating the responsibility to assess the aesthetic aspects
of a design in a single person could lead to arbitrary decision making (especially
when the responsible person leaves and a new person, with a different view, arrives),
a group design review is an effective process. For instance, the US Commission of
Fine Arts (CFA) reviews design concepts for federal buildings and other projects in
Washington, DC (CFA, 2013). It ensures that the concepts are visually, culturally,
and historically appropriate and promotes high design and construction standards
(Lewis, 2005). The CFA can approve, suggest improvements to, or reject a design.
The commissioners have different views about the designs based on their experience
and values, and the performance measures are subjective. Despite these complexities,
however, because the CFA is a group of qualified persons who have no conflicts of
interest and are committed to well-defined (though imprecise) goals, they are able to
address aesthetic and subjective aspects in an effective way.

Some group decisions are much easier, however. Suppose, for example, that
an organization needs to choose a gift that will be presented to visitors like those
who give a technical talk to the engineering staff. A short list of four reasonable,
cost-feasible objects has been compiled, and an ad hoc committee of five employees
has been formed to pick exactly one of these. The alternatives are an ink pen, a coffee
mug, a box of candy, and an USB external drive (all featuring the organization’s
name and logo). All members of the committee agree that the gift is intended to show
the organization’s appreciation for what the visitor has contributed. The ad hoc,
subjective nature of the situation makes it unlikely that the group will spend time
using a formal decision-making technique (such as those discussed in Chapter 3).

In a group decision, the individuals in the group have their preferences, and the
problem is to combine their preferences in some “fair”” way so that the group’s deci-
sion reflects the individuals’ preferences. Unfortunately, there is no procedure that is
objectively fair in all cases. For instance, Arrow’s impossibility theorem (Section 4.3)
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states that any process that converts individual rankings into a group ranking, espe-
cially by voting, has some shortcomings.

Effective group decision making relies upon the members of the group sharing
a set of values and communicating to coordinate their cooperation (Simon, 1997).
That is, after the members agree on the objectives that they are trying to achieve
(e.g., collect valuable scientific data, maintain a beautiful city, or leave a visitor with
a good impression), the question is one of means: what should be done to reach this
objective and how?

Potential problems with group decision making include groupthink and shared
information bias. When groupthink occurs, the members of the group fail to evaluate
alternatives correctly. In particular, group norms that create illusions of unanimity
and invulnerability bolster morale but cause the members to avoid criticizing their
peers’ ideas and to set aside their own concerns about the emerging consensus (Janis,
1971). Moreover, such a group fails to generate many alternatives, fails to consider
the possibility of failure, ignores warnings and other negative information, and fails
to reconsider and revise rejected ideas. In addition, some groups (especially those that
value consensus more highly than criticism) have a shared information bias (Postmes
etal.,2001). That s, they value and use only information that is known to all members
and ignore information known initially to individual members, even when it is shared
with them, which causes them to evaluate alternatives incorrectly.

The following steps form a group decision-making process that avoids the prob-
lems identified by Frisch (2008):

1. The group should state, discuss, and acknowledge the key objectives and real
constraints that are relevant to the decision situation.

2. The group should identify a diverse set of feasible alternatives, impartially eval-
uate the advantages and disadvantages of each alternative, and discuss their
characteristics and ability to achieve the relevant objectives.

3. The members of the group should state their individual preferences (ranks or
scores) for the alternatives that are being considered.

4. These ranks or scores should be combined (aggregated) and the alternatives
should be ranked based on this aggregation. The best alternative should be
selected.

5. If desired, search for more alternatives or more information, develop new alter-
natives that combine the best features of the existing ones, and return to Step 2.
Otherwise, end.

This chapter will discuss different ways for the members to state their preferences
and different ways to aggregate them.

4.1 RANKING

Ranking is a common group decision-making approach. In a ranking procedure, each
member ranks the alternatives (from best to worst), and then some algorithm is used
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to combine the rankings. Ranking is desirable because it is relatively simple and
requires less effort than other techniques. Unfortunately, it has many possible prob-
lems because the individual rankings convey little information. The ranks (unlike
scores) do not describe the magnitude of the differences between alternatives.

Example 4.1 The 2002 Winter Olympics provided a memorable example of group
decision making using ranking. The women’s figure skating competition included two
parts: the short program and the free skate (long program). In each part, nine judges
ranked the skaters, and the ranks were combined by summing them. For instance,
in the short program, Michelle Kwan was ranked first by five judges and second by
four judges, whereas Irina Slutskaya was ranked first by four judges, second by two
judges, and third by three judges. The sum of Kwan’s ranks was 13, and the sum of
Slutskaya’s ranks was 17, so Kwan finished first in the short program, and Slutskaya
finished second. Sasha Cohen finished third, and Sarah Hughes finished fourth. In
the free skate, Hughes was first, Slutskaya second, Kwan third, and Cohen fourth. To
determine the medals, these two rankings were combined by dividing the rank in the
short program by two and adding it to the rank in the free skate. Thus, Hughes had
24 1 =3 points, Slutskaya had 1 +2 = 3 points, Kwan had 0.5 4+ 3 = 3.5 points,
and Cohen had 1.5 +4 = 5.5 points. Because Hughes was ranked ahead of Slut-
skaya in the (more important) free skate, Hughes won the gold medal, and Slutskaya
received the silver medal, while Kwan, who won the (less important) short program,
received the bronze medal. (Postscript: a scandal in the figure skating pairs competi-
tion occurred that year after a judge allegedly gave two Canadian skaters improperly
low scores, and skating officials started using a new judging system two years later.)

The ranking methods start with the following information: each voter (i = 1,...,n)
gives a rank R;; to each alternative (j = 1,..., N). R; = 1 if voter i believes that alter-
native j is the best alternative, R;; = 2 if voter i believes that alternative j is the second
best alternative, ..., and R,-j = N if voter i believes that alternative j is the worst alter-
native.

The plurality vote counts the number of times that each alternative was ranked first.
More precisely, let P;; = 1 if and only if R; = 1 and 0 otherwise. The alternatives
are ranked by the sums: alternative j is ranked ahead of alternative k if )| P>
>, P;. Because it ignores the rest of each person’s ranking, the plurality vote uses
very little information (i.e., it is frugal). The best (highest-ranked) alternative is the
one with the largest sum (the largest number of first place votes). Simple elections
work this way. Each voter specifies only a first place choice, which is the only needed
information.

The Borda count includes all the information in the rankings. Let B; = N + 1 — R;;
be the number of points that alternative j gets from voter i. An alternative gets N points
for being ranked #1, N — 1 points for being ranked #2, and so on, down to 1 point for
being ranked #N. (The scale can be changed without any change in the result.) The
Borda count of alternative j equals the sum of these points:

n n
BC;= ) By=n(N+1)- ) R;.
=1 i=1
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The alternatives are ranked by the Borda counts: alternative j is ranked ahead of
alternative kif BC; > BC}. The best alternative is the one with the largest Borda count.
The alternative with the largest Borda count also has the smallest average rank (the
average of the R;;) if no alternatives are given the same rank.

Among ranking procedures, the Borda count, which was designed to alleviate the
problems with other types of voting schemes, has many desirable characteristics. The
Borda count aggregates the results over all pairs (an alternative gets more points for
being superior to more options). The Associated Press college football poll works this
way: a team gets 25 points for a first place vote, 24 points for a second place vote,
and this continues down to 1 point for a 25th place vote.

Using the Borda count to generate a complete ranking can yield inconsistent
results, however. Consider an example with a group of 1000 people ranking three
alternatives. Suppose 333 voters give the ranking [A, B, C] (from best to worst); 333
voters give the ranking [B, C, A]; 333 voters give the ranking [C, A, B]; and one
voter gives the ranking [A, C, B]. The Borda count scores are BC,, = 1001 points
for A, BC¢ = 1000 points for C, and BCy = 999 points for B. Thus, it is reasonable
to declare A the winner (A also wins the plurality vote with 334 votes). A complete
ranking of [A, C, B] may not be reasonable, however, because, if A were removed,
then the fact that 666 voters ranked B ahead of C (and only 334 voters ranked C
ahead of B) seems to contradict ranking C ahead of B. This example shows that the
Borda count is not “rank compatible” (Balinski and Laraki, 2007). Moreover, using
the Borda count may not choose, when it exists, the Condorcet alternative, which
is the alternative that defeats every other alternative in pairwise simple majority
voting (Condorcet, 1785; Young and Levenglick, 1978). The Borda count is useful
for choosing a winner, but it is not appropriate for computing a complete ranking.

The Kemeny—Young method evaluates all possible rankings and evaluates each
one by its “distance” from the voters’ rankings (Young and Levenglick, 1978). The
“least-distant” ranking is recommended as the group’s aggregate ranking. Instead of
evaluating the distance, implementations of this method often evaluate the similarity
(the opposite of distance), in which case the best ranking is the one that is most sim-
ilar. The similarity between two rankings is the number of times the rankings agree
on the relative ordering of pairs of items. For instance, the ranking [pen, mug, candy,
drive] and the ranking [pen, candy, drive, mug] have four similarities: both agree on
ranking the pen ahead of the mug, the candy, and the drive, and both agree on ranking
the candy ahead of the drive. The problem is to find the ranking that has the greatest
total similarity, which is the sum of the similarities with the voters’ rankings.

The Kemeny—Young rule can be expressed more precisely as follows. Let N be the
number of items (alternatives) and n be the number of voters, all of whom rank-order
the items. Let E(a, b) be the number of voters who ranked item a ahead of item b (i.e.,
R;, < R;;,). Note that E(b, a) = n — E(a, b). It may be useful to view a voter’s ranking
as a matrix M; that has a row and a column for every item (alternative). Every entry
in this matrix is either 0 or 1, where M;(a, b) = 1 if and only if voter i ranked item a
ahead of item b. For two distinct items a and b, either M;(a,b) =1 or M;(b,a) =1,
and E(a,b) = Y| Mi(a, b).
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Consider a group ranking 7, and let 7; be the ith item in ranking 7 (i.e., the item is
ranked ahead of n — i items). The total similarity of = equals Zfi_ll ZJIL 1 E(7, 7).
This measures how often the group ranking z agrees with the rankings by the vot-
ers. If all n voters have the same ranking, then E(z;, Tj) = nfor all i < j, and the total
similarity of that ranking equals n(N — 1)N/2. The Kemeny—Young rule chooses,
from among the N! possible rankings, a ranking that maximizes the total similarity.
This is a Condorcet method, which means that, if there is an alternative a, such that
E(a,b) — E(b,a) > 0 for all other alternatives b, then this alternative will be the high-
est ranked in any ranking that maximizes similarity (Young and Levenglick, 1978).

The computational effort of the Kemeny—Young method depends primarily upon
the number of alternatives and is reasonable for a small number of alternatives (even
if the number of voters is large). Motivated by the problem of scouting professional
baseball players, Streib et al. (2012) developed a variation of the method for the sit-
uation in which the number of alternatives is large but the number of voters is small.

Example 4.2 To illustrate and compare these methods, consider the gift selection
scenario. Suppose that each of the five committee members (each a voter) ranks the
four alternatives from #1 (the best) to #4 (the worst). Table 4.1 shows the results.

The pen wins the plurality vote because it received three first place votes
(i.e., Z?zl P; yen = 3). The Borda counts of the alternatives are the following: BC ., =
3x4+2x1=14 (because the pen received three first place votes, which have
a value of 4, and two fourth place votes, which have a value of 1); BCmug =
4x34+1x1=13; BCypay =4+3+3%x2=13; and BCyj,=4+2X2+
2 x 1 =10. Thus, the pen has the largest Borda count. It is not obvious, however,
how to rank the four alternatives, although two rankings seem to be the most
appropriate: [pen, mug, candy, drive] and [pen, candy, mug, drive].

To use the Kemeny—Young method to evaluate the similarity of these two rankings,
first record that E(pen, mug) =3 because three voters ranked the pen ahead of the
mug. Likewise, E(pen, candy) =3, E(pen, drive) =3, and E(mug, drive) =3. Three
voters ranked the mug ahead of the candy, so E(mug, candy) = 3; the other two voters
ranked the candy ahead of the mug, so E(candy, mug) = 2. Finally, because four voters
ranked the candy ahead of the drive, E(candy, drive) =4.

Consider the two rankings suggested by the Borda counts. The total similarity
of the ranking 7, = [pen, mug, candy, drive] equals E(pen, mug) + E(pen, candy) +
E(pen, drive)+ E(mug, candy)+ E(mug, drive)+ E(candy, drive)=19. The total

TABLE 4.1 Five Rankings of the Four Gift Alternatives.

Voter #1 #2 #3 #4
Voter 1 Pen Mug Candy Drive
Voter 2 Pen Mug Candy Drive
Voter 3 Pen Candy Drive Mug
Voter 4 Candy Mug Drive Pen

Voter 5 Drive Mug Candy Pen
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similarity of the ranking 7, = [pen, candy, mug, drive] equals E(pen, candy) + E(pen,
mug) + E(pen, drive) + E(candy, mug) + E(candy, drive) + E(mug, drive) = 18. Thus,
7,, the first ranking, is more similar to the voters’ rankings. (The reader can confirm
that no other ranking has a greater similarity in this instance.)

4.2 SCORING AND MAJORITY JUDGMENT

Scoring is another common method for group decision making. Each member of the
group (a “voter”) gives each alternative a score (on a common scale), the scores are
combined (aggregated) using a function (the social grading function) that calculates
a single group score from the voters’ scores, and the group selects the alternative with
the highest group score. It is very common to use the sum of the scores or the average
score as the aggregation function.

The benefit of scoring is that it captures the magnitudes of the differences between
alternatives. Thus, an alternative that is scored just lower than another is not greatly
punished. (However, the scores need to be anchored so that individuals are consistent
between alternatives and from one to another.)

Example 4.3 Consider again the gift-selection decision from Example 4.2. Sup-
pose that the five voters (the members of the committee) have each scored the four
alternatives from 1 (very poor) to 10 (excellent). Table 4.2 lists the scores (which are
consistent with their rankings in Table 4.1). If the sum of the scores is used as the
aggregation function, the pen’s total score equals 26, the mug’s total score equals 27,
the candy’s total score equals 25, and the drive’s total score equals 24.

The validity of adding the scores can be questioned, however, if the scores are
merely values on an ordinal scale (such scales were discussed in Chapter 2). For
example, if “10” is a symbol that means “excellent,” “9” means “very good,” and so
forth, then what does “excellent” + “very good” mean? The scores need to be on an
interval scale to be summed or averaged.

If each member of the group individually considers the alternatives and their char-
acteristics and determines his utility for the alternatives, then the different utility
values for an alternative can be combined (aggregated) using a weighted sum, and
the alternative with the greatest weighted sum should be chosen (Keeney, 2013).

TABLE 4.2 The Scores of Five Voters on Four Alternatives.

Voter Pen Mug Candy Drive
Voter 1 10 9 8 7
Voter 2 5 4 3 2
Voter 3 7 1 3 2
Voter 4 3 8 9 7
Voter 5 1 5 2 6
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This procedure is consistent with specific but reasonable assumptions about the mem-
bers and the group, but it requires the group to decide collectively on weights for the
members. Members can also strategically misrepresent their preferences to promote
a specific alternative although complete transparency may mitigate this risk. In par-
ticular, a member may assign an unreasonably large utility to a favorite alternative or
give an unreasonably small utility to a disliked alternative.

The majority judgment method avoids the problem of adding scores (Balinski and
Laraki, 2007, 2010). The majority judgment method identifies the alternative with
the largest majority grade as the most desirable alternative in the social choice con-
text. The majority judgment method uses as a social grading function the middlemost
interval, which provides protection against outcome manipulation by individual vot-
ers and is valid on any ordinal scale that is common to all the voters. This function
is monotone (increasing one score for an alternative does not lower that alternative’s
ranking) and, if a majority of voters assigns an alternative the same score, assigns
that alternative that score. Balinski and Laraki (2007) described other properties of
the method and showed that no voter has an incentive to assign a grade other than the
one that he believes is correct.

The method works as follows: each voter (i = 1,...,n) gives a score rij to each

alternative (j = 1,...,N). The scores are on a common ordinal scale such that any
two scores can be compared to determine whether one is greater than, equal to, or
less than the other. A higher score is better.
Let f%(r 1j»+++ » I'yj) D& the majority grade of alternative j. This majority grade com-
bines the n scores that the n voters gave to alternative j by finding the middlemost of
these scores. In particular, if n is odd, the majority grade is the median score (there will
be (n — 1)/2 scores greater than or equal to the median score, and another (n — 1)/2
scores less than or equal to the median score). If n is even, the majority grade is the
lower-middlemost score (there will be n/2 scores greater than or equal to this score,
and another n/2 — 1 scores less than or equal to this score). In either case, if the grade
were strictly larger than the majority grade, then more than half of the voters would
consider it too large; at the same time, if the grade were strictly less than the majority
grade, then more than half of the voters would consider it too small.

More precisely, let rj;;; be the Ath highest score given to alternative j. Then, if n is

Odd,fmaj(rlj, ey I’”j) = r[(n+])/2]/; ifnis eVen,f’naj(}"U, ey rnj) = r[”/z_'_]]j.

Example 4.4 Table 4.3 shows the sorted scores of the four alternatives in the
gift-selection decision described in Example 4.3. Because n = 5, the majority grade
of each alternative is its third highest score. The majority grade of the pen equals 5.
The majority grade of the mug equals 5. The majority grade of the candy equals 3.
The majority grade of the drive equals 6. (Note that, if the drive’s grade were 5, then
three voters would consider this too low; if its grade were 7, then three voters would
consider this too high.) The drive has the largest majority grade. Only two voters
gave a grade lower than 6 to the drive, and only these two would consider the grade
of 6 too high for the drive. For any other alternatives, however, three voters gave the
other alternative a grade that is lower than 6 and would, therefore, consider the grade
of 6 too high for that alternative.
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TABLE 4.3 The Sorted Scores of Four Alternatives.

Pen Mug Candy Drive
10 9 9 7

7 8 8 7

5 5 3 6

3 4 3 2

1 1 2 2

The majority judgment method ranks the alternatives by their majority grades;
the resulting ranking is the majority ranking. One alternative will be ranked above
another if the first alternative’s majority grade is greater than second alternative’s
majority grade. (Note that the relative ranking is independent of the other alterna-
tives.) If multiple alternatives have the same majority grade, then a score that equals
the majority grade is removed from the set of scores for each alternative in the tie,
and the alternatives are ranked based on the majority grades of the reduced sets of
scores. This process is repeated as necessary. (Thus, this is a type of lexicographic
ordering.) Only alternatives that have identical sets of scores will remain tied. Thus, it
is unlikely that two alternatives will tie. A tie in this method, if it does occur, implies
quite a lot about the scores of the tied alternatives, whereas the equality of two sums
(or averages) implies little about the scores of the tied alternatives.

For instance, suppose n = 4. Alternative j will be ranked ahead of alternative k
if one of the following conditions is true: (1) rz; > rzp; (2) 13y = rzp and rpy; >
s G) Tay = Mg M2y = Tage A 14y > T O (4) 73y = g Ty = Mg
T4y = Tape a0 gy > 1y

In Example 4.4, for instance, the majority judgment method will rank the drive
first and the candy last. The pen and the mug have the same majority grade (5). After
removing one score of “5,” the majority grade of the remaining four scores for the
pen equals 3. After removing one score of “5,” the majority grade of the remaining
four scores for the mug equals 4. Thus, this method will rank the mug ahead of the
pen. The aggregate ranking is [drive, mug, pen, candy].

The majority judgment method never adds the scores. It requires merely an ordinal
scale that all the voters use. If the ordinal scale contains only two values (for instance,
“Good” and “Bad”), then the majority judgment method will rank the alternatives by
the number of “Good” scores.

When there are a large number of voters, then it can be convenient, if every voter
gave a score to every alternative, to first describe the scores given to alternative j as
the triple (p;, @;, g;), which Balinski and Laraki call a majority gauge, where p; is the
number of voters who gave alternative j a score better than its majority grade, a; is the
majority grade for alternative j, and g; is the number of voters who gave alternative j
a score worse than its majority grade. (The number of voters who gave alternative j a
score equal to its majority grade equals n — p; — ¢;.) Given these triples, one can break
ties quickly between two alternatives with the same majority grade. If @; = &, then
alternative j will be ranked ahead of alternative k if one of the following conditions is
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Alternative 1 | |

Alternative 2 | I I

Alternative 3 | |

Figure 4.1 The majority gauges for Example 4.5. The gray bars represent the votes that are
better than the majority grade. The white bars represent the votes that are equal to the majority
grade. The black bars represent the votes that are worse than the majority grade.

true: (1) p; > g; and py < q;; (2) p; > q; and p; > g, and p; > py; or (3) p; < g; and
Py S gg and g; < g

Example 4.5 Consider a case in which 100 voters scored three alternatives, and
the majority gauges (triples) for alternatives 1, 2, and 3 are (44, “Good,” 30), (39,
“Good,” 41), and (38, “Good,” 46). Figure 4.1 visualizes and compares these majority
gauges. Note that, for alternative 1, the grades that are better than “Good” are closer
to the median than the grades that are worse than “Good,” but the opposite is true
for alternative 3. Although all three have the same majority grade, in the majority
ranking, alternative 1 is ranked ahead of the other two because p; > ¢, but p, < ¢,
and p; < ¢5. Alternative 2 is ranked ahead of alternative 3 because g, < ¢5.

The set of scores used should be a common language for those who provide the
scores, and research on human’s abilities to judge distinct values suggests that there is
a natural limit on the number of distinct scores that should be used. Although skilled
experts may be able to use scales with more values (over 20, say), in more common
situations a scale with around seven values is more likely to be a common language
in which voters can make absolute judgments (Balinski and Laraki, 2010).

4.3 ARROW’S IMPOSSIBILITY THEOREM

An important result in the area of group decision making is Arrow’s general
possibility theorem (Arrow, 1951), which is also known as Arrow’s impossibility
theorem. When we consider the group decision-making problem (with more than
two choices), it is clear that it would be nice to have a “fair” procedure that combined
the individuals’ preferences about the alternatives (expressed as rankings) into a
statement about the group’s preferences about the alternatives while preserving the
autonomy of each individual. Arrow very carefully defined what a “fair” procedure
should do:

1. Each individual is free to order the alternatives in any way (this is known as the
property of “unrestricted domain”).

2. If a set of orders ranks alternative A before alternative B, and those who ranked
B before A switch, then A is still before B (positive response).
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3. If A is before B, then A is still before B if a third alternative C is ignored or
added (independence of irrelevant alternatives).

4. There must be social orders with A before B and vice versa (not imposed).

5. Itis not allowed to have one individual whose decisions dictate the social order
(not dictatorial).

Arrow then showed that, in the general case, there exists no such procedure that
satisfies all the criteria for a “fair” procedure. In particular, any social choice function
that satisfies Axioms 1, 2, and 3 must be either imposed or dictatorial. That is, there
is no social choice function that satisfies all five axioms.

This result raised some important questions about the rationality of social choices
in the real world. Arrow introduced a special case in which one of the axioms is
no longer valid and a fair procedure can be generated. In this special case, which
is called “single peakedness,” the alternatives can be ordered on some external
one-dimensional ordinal scale (like size or position on the political spectrum), and
each individual has a preferred value on this scale and orders the alternatives based
on their “distance” from this preferred value. If two alternatives are both on the
same side of the preferred value (either both are smaller, or both are larger), then the
one that is farther away is less preferred. This is one way of limiting the freedom of
individuals to order the alternatives.

Balinski and Laraki (2007) noted that Arrow’s theorem shows that no collective
decision exists when no common language exists. That is, Arrow’s requirement that
individuals need to state only their preferences as an ordering of the alternatives does
not require a common language in which the individuals describe their evaluations of
the alternatives on a scale that is understood by everyone.

Although multicriteria decision making in engineering settings has some similar-
ities to group decision making, it is important to note that they are fundamentally
different. In particular, the axioms of Arrow’s theorem do not necessarily apply to
multicriteria decision making. Therefore, this famous theorem should not be allowed
to prevent one from using multicriteria decision-making methods or to make them
appear irrational (Scott and Antonsson, 1999). However, it does indicate that methods
be explicit and systematic, not arbitrary.

EXERCISES

4.1. Describe the tradeoff between using a ranking approach and using a scoring
approach to select the best alternative using the preferences of the members of
a group.

4.2. Consider again the rankings of the four gifts shown in Table 4.1. Suppose that
the first voter changes his ranking to [pen, candy, mug, drive] (i.e., the ranks for
the candy and the mug are switched). How does that affect the Borda count?
Use the Kemeny—Young method to calculate the similarities of the possible
rankings. Which ranking(s) would have the largest similarity value?
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4.3.

44.

4.5.

4.6.

Write a computer program or program a spreadsheet to perform the
Kemeny—-Young method by evaluating the similarity of all possible rankings.
The program input is a complete ranking for every voter. The output is the
similarity of every possible ranking.

A faculty search committee with five members (whose initials are DD, AG, BH,
JH, and MY) evaluated 10 applicants for a faculty position at Enormous State
University. Each member gave each applicant a grade of “A” (highly qualified),
“B” (qualified), or “C” (unqualified). Ten applicants (listed by codes) and the
grades are shown in Table 4.4. Use the majority judgment method to rank these
10 applicants from best to worst.

Consider again the example in Problem 4. Suppose that two more members
(KK and HB) join the committee and evaluate the 10 applicants. KK gives
every applicant the grade of “A,” but HB gives every applicant the grade of
“C.” How will the ranking generated using majority judgment change?

Consider a situation (based on one presented in Balinski and Laraki, 2010) in
which 1000 voters scored four candidates on a scale from “excellent” to “to
reject.” The number of voters giving each score is given in Table 4.5. Verify
that all four candidates have the same majority grade. Determine the majority
gauges for these candidates and use this information to rank the four candidates.

TABLE 4.4 The Grades of the 10 Applicants from 5 Faculty Members.

Applicant DD AG BH JH MY
SA1 A B A B B
DB2 B B B B B
AC3 C C B C C
MC4 B B B B A
ID5 A A B A A
SK6 A B C A A
MM7 A B B A A
AMS C B A A C
LS9 C C C C C
GZA B B B B C

TABLE 4.5 The Number of Voters Who Gave Each Score to Four Candidates.

Bové Laguiller Besancenot Buffet
Excellent 15 20 41 25
Very good 60 53 99 76
Good 114 102 163 125
Acceptable 160 166 160 206
Poor 257 259 226 264

To Reject 394 400 311 304
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4.7.

4.8.

4.9.

4.10.

GROUP DECISION MAKING

Consider the rankings and utility scores of the 10 science teams given in Table II
of Dyer and Miles (1976). Find a group ranking of the trajectory pairs by sum-
ming the teams’ ranks. Assume that all the teams have equal status, and find a
group ranking of the trajectory pairs by sorting by the sums of the teams’ util-
ities. Finally, consider the utility scores as a common language for the teams,
and use the majority judgment method to generate the majority ranking of the
trajectory pairs.

A consortium of three companies (A, B, and C) funds research at Enormous
State University. A representative from each company evaluates every pro-
posal on the following ordinal scale (from worst to best): poor, fair, good, very
good, and excellent. This year, the company representatives gave the proposals
from seven researchers the scores shown in Table 4.6. Use the majority judg-
ment method to order these seven proposals from best to worst. Convert these
scores into ranks (each representative ranks the proposals from #1 to #7; break
ties arbitrarily). Combine the rankings using the Borda count and using the
Kemeny—Young method.

An undergraduate program at Enormous State University evaluated student
applicants in the following way: each member of the evaluation team rated
each applicant as “excellent,” “very good,” “good,” or “unqualified.” These
ratings were converted into numerical values (from 1 to 4), and the values for
each applicant were summed together to generate the applicant’s “total score.”
What is the problem with the method that the program used? Which method
would be more appropriate?

In 2004, a committee of 10 athletic directors selected the 34 Division I men’s
basketball teams that should receive at-large bids for the NCAA tournament.
To do this, the committee members had dozens of secret ballots in which they
voted on the teams (Svrluga, 2004). After some eligible teams were nominated,
the committee members voted: each member voted for their top eight teams
(the ones most worthy of an at-large bid). Any team that received at least seven
votes was moved to the “In” category. Each member then ranked the top eight
teams not moved to the “In” category. These ranks were summed (one point for

TABLE 4.6 The Evaluations of the Seven Proposals.

Faculty Name A B C
Barthle Excellent Good Excellent
Gude Very good Very good Fair
Ullrich Good Good Poor
McSweeney Excellent Excellent Very good
Garrity Very good Very good Very good
Warner Very good Excellent Very good

Martin Fair Poor Very good
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a #1 ranking, etc.), and the four teams with the smallest totals were moved to
the “In” category. Similar votes occurred until 34 teams were “In,” but at some
points, the committee voted to remove teams from the “In” category. Suggest
a group decision-making process that would require less effort to identify the
34 teams that should receive at-large bids.
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DECISION MAKING UNDER
UNCERTAINTY

Learning Objectives:

After studying this chapter, the reader will be able to do the following:

1.

Identify aleatory and epistemic uncertainties and describe the difference
(Section 5.1).

2. Assess a subjective probability (Section 5.2).

Determine whether an alternative stochastically dominates another (Section
5.4).

Create a decision tree for a decision with uncertainty (Section 5.5).
Evaluate a decision tree and find the optimal policy (Sections 5.6 and 5.7).

Generate a valid utility function to represent a risk-averse decision-maker
(Section 5.8).

7. Define different types of robustness measures (Section 5.9).

10.

11.

Identify ways to estimate uncertainty in the outputs of a model given uncer-
tainty in the inputs (Section 5.10).

Use sensitivity analysis to propagate uncertainty (Section 5.10).

Use the method of moments to estimate the uncertainty of a model output
(Section 5.11).

Use Monte Carlo simulation to estimate the uncertainty of a model output
(Section 5.12).

Engineering Decision Making and Risk Management, First Edition. Jeffrey W. Herrmann.
© 2015 John Wiley & Sons, Inc. Published 2015 by John Wiley & Sons, Inc.
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Although life is full of uncertainties, it is unnecessary and impossible to consider
all of them all of the time. The decision situations that were considered in the previous
two chapters did not explicitly include any uncertainties. Although uncertainties were
present, the evaluation of different attributes was done using expected values or most
likely outcomes or somewhat vague or imprecise measurements.

When the uncertainties can have a significant impact on the outcome that results
from choosing an alternative (and thus make the alternative more or less desirable
relative to the others), it is prudent to consider them. We will first consider decisions
in which the desirability of an alternative is affected by an event that has multiple
possible outcomes, and the decision-maker can describe a probability distribution for
these outcomes. Some authors refer to this situation as “decision making under risk”
(Luce and Raiffa, 1957).

Note that this chapter deals with uncertainty due to random events (aleatory
uncertainty) or uncertain knowledge (epistemic uncertainty). A very different case
arises if the uncertainty is due to the as-yet-unknown action of another rational
decision-maker. This type of uncertainty has been called “strategic uncertainty”
(Golany et al., 2009). In this situation, a decision-maker should consider game
theory approaches to help identify the best alternative (Chapter 6 discusses this
topic).

In the basic risky decision (Clemen and Reilly, 2001), the decision-maker must
choose one of the two alternatives: the first is something safe, but the second is some-
thing risky (its outcome is uncertain). Suppose Joe must choose between two com-
ponents for a system. Component A is a well-known component whose performance
is certainly good but more expensive. Component B is an innovative, less-expensive
component that has just appeared in the market. Its manufacturer claims that it per-
forms much better than Component A, but Joe cannot independently verify this claim,
so its performance is uncertain. There is a risk that Component B will not perform
well at all, which will drive up costs. Joe faces a risky decision. Which should he
choose?

During the planning of the Mariner spacecraft missions to Jupiter and Saturn and
their moons, the trajectories for the two spacecrafts were chosen by consensus of a
group of scientists in 10 discipline-specific science teams. Most of the teams preferred
complementary missions that collected different types of data (and more overall), but
one team was more risk averse and preferred redundant trajectories that both col-
lected only the most important data (Dyer and Miles, 1976). In the context of a risky
decision, the choice of redundant trajectories is the “safe” alternative, because it is
highly likely that the most important data will be collected by at least one of the
spacecrafts. The choice of complementary missions is the “risky” alternative because
neither spacecraft will collect all of the most important data. If one spacecraft fails,
only some of the most important data will be collected; if both succeed, however,
additional valuable data will be collected.

Another common situation occurs when “the true state of nature” is unknown.
The true state is not affected by the alternative, but the total cost of any alterna-
tive will depend on the true state, which is not known for certain until after the
decision-maker chooses an alternative and implements it. For instance, consider the



TYPES OF UNCERTAINTIES 103

following example (from Benjamin and Cornell, 1970): as part of the process of cre-
ating a foundation for a building, Mary must decide whether to drive a 40-foot (12-m)
steel pile or a 50-foot (15-m) steel pile into ground, where the depth of the bedrock
is either 40 or 50 feet (12 or 15 m). The alternatives are the different piles. The pos-
sible states of nature are the different depths of the bedrock. Each alternative and
state-of-nature combination has a different cost (including the cost of the pile and the
pile driving).

e If she chooses the 40-foot pile and the bedrock is 40 feet deep, then there is no
additional cost.

e If she chooses the 40-foot pile and the bedrock is 50 feet deep, then the addi-
tional costs include those for the idle equipment and crew and the cost of splic-
ing and welding the pile to the correct length.

e If she chooses the 50-foot pile and the bedrock is 40 feet deep, then the addi-
tional cost is that for cutting off the pile to the correct length and scrapping the
unnecessary piece.

e If she chooses the 50-foot pile and the bedrock is 50 feet deep, then there is no
additional cost.

In general, risk management (discussed in Chapter 9) requires making risky deci-
sions. Making risky decisions occurs in many areas besides engineering, of course.
For a discussion of gambling and insurance, for example, see Kaplan and Kaplan
(2006). Gathering more information can reduce uncertainty, but this costs time and
money, so deciding to get more information is another challenge (cf. Chapter 8).

5.1 TYPES OF UNCERTAINTIES

Although uncertainty is acknowledged as an important factor in decision making,
there are many different ways to describe and model uncertainty. The two key types
of uncertainty can be described as aleatory uncertainty and epistemic uncertainty.
Aleatory uncertainty refers to an uncertainty about a value or an outcome in which the
variability is inherent due to randomness in the environment or the system and which
cannot be reduced by obtaining further data. For instance, a natural phenomenon may
be poorly understood and therefore unpredictable. Aleatory uncertainty is tradition-
ally treated using classical probability theory. For instance, a manufacturing process
may be inherently random due to the complex, dynamic interaction of the machin-
ery and the materials involved, and we may describe its performance as random and
model that randomness using a normal distribution. (This distribution would depend
on the precision of the machine and the quality of the materials.)

Epistemic uncertainty refers to an uncertainty about a value or an outcome due
to a lack of knowledge about the object or system; thus, data can be used to reduce
the uncertainty. An engineer may lack knowledge about the true state of nature (for
instance, what is the true depth of the bedrock?) or the future (for instance, will the
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component perform adequately?). Swiler et al. (2009) described a situation in which
epistemic uncertainty about the properties of a rubber material filled with glass bal-
loons existed. When a surrogate model is used to predict the performance of a product
or system design, epistemic uncertainty may exist due to the limited number of obser-
vations to which the model was fitted. In these cases, one could gather data (via
experiments or other means) to reduce the uncertainty about the unknown value. Even
when one can observe an event or object, there may be uncertainty about it due to lim-
itations in the observation process (which may be incomplete or lack detail) or a lack
of knowledge about how to classify an object, which could be due to vague or impre-
cise terms (Groen and Mosleh, 2005). Epistemic uncertainty can be modeled using
subjective probabilities, and these can be updated when new data become available.

In practice, uncertainties may contain elements of both types of uncertainty. For
example, if the reliability of a product (which will be used under typical conditions)
depends on the location where it was manufactured and assembled (because of differ-
ences in the processes used), then the lifetime of a particular unit is uncertain. There
is epistemic uncertainty about the location, which affects the distribution of the life-
time, but this can be determined by a label, its serial number, or other data. There is
aleatory uncertainty about the actual lifetime that cannot be reduced, only observed.

The likelihood of an uncertain event is expressed as a probability, and probabili-
ties can be determined and manipulated using standard probability theory. However,
there are multiple ways to view probabilities. The following operational definitions
of probability were given by Cooke (2004):

e (lassical interpretation (attributed to Laplace): a probability equals “the number
of favorable cases divided by the number of equi-possible cases.” This interpre-
tation is the simplest and describes rolling dice, drawing names from a hat, and
similar activities.

e Frequentist interpretation: a probability is the relative frequency of the event in
a random sequence (von Mises, 1957). This interpretation underlies the use of
test results and other experimental activities to estimate probabilities.

e Subjective interpretation: a probability is “the degree of belief of a rational sub-
ject,” measured on a scale from O to 1. A probability statement expresses an
“opinion regarding the likelihood” of an event occurring (Jordaan, 2005). One
can measure the degree of belief by observing the decision-maker’s choices.
This interpretation is the most appropriate for the likelihood of one-time events
(like whether the component will perform adequately). The odds set by gam-
bling institutions (such as horse racing tracks) directly reflect these beliefs. For
more about the subjective view, see de Finetti (1964).

Other interpretations of probability have been proposed, including the logical and
propensity interpretations, and every interpretation has various versions that attempt
to handle different difficulties (Lyon, 2010). In some cases, a decision-maker may
reject using probabilistic methods on the grounds that the information available is
not sufficient to create a distribution of any kind. If so, then the decision-maker can
compare alternatives by considering the worst possible outcomes (cf. Section 5.9).
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5.2 ASSESSING A SUBJECTIVE PROBABILITY

There are multiple ways to assess a subjective probability (see, e.g., Clemen and
Reilly, 2001). The simplest is to ask the decision-maker for the probability. Unfor-
tunately, people often have difficulty quantifying uncertainties. When assessing the
probability distribution for an unfamiliar quantity, people can be overconfident and
generate distributions that are too narrow (Alpert and Raiffa, 1982).

For assessing a continuous distribution, we can assess various cumulative proba-
bilities for specific values that are in the range of the random variable. For instance,
consider a situation in which the weather forecast calls for a freeze that could damage
a farmer’s crop. There is uncertainty about the damage that the freeze will cause. To
assess the probability distribution, we could assess the probability that the damage
will be less than $20,000, $25,000, and so forth. Some techniques, however, assess
the values that correspond to the probabilities 5%, 25%, 50%, 75%, and 95% (or the
probabilities 10%, 50%, and 90%).

Although the technique is simple for a single probability, rigorous protocols for
acquiring expert probability assessments are needed to avoid problems that can occur
due to bias or inconsistencies between different experts (see, e.g., Kirkwood, 1997;
Merkhofer, 1987; Spetzler and Staél von Holstein, 1975).

A common indirect technique for assessing a single probability proceeds as
follows:

1. Let E denote the event with the subjective probability. Let Prizes A and B be two
outcomes that affect the decision-maker such that the decision-maker prefers
Prize A to Prize B.

2. Let p be the current estimate of the subjective probability. Initially, set p = 0.5.

3. Ask the decision-maker to state a preference between the following two
lotteries:

In Lottery 1, the decision-maker receives Prize A if E occurs and Prize B if not.

In Lottery 2, the decision-maker receives Prize A with probability p and Prize B
with probability 1—p, using a random number generator (such as a spinner
or drawing a number from an urn or a bowl).

4. If the decision-maker is indifferent, then p is a reasonable estimate for the prob-
ability of event E. Stop.

5. If the decision-maker prefers Lottery 1, then p is too low; increase p and return
to Step 3. If the decision-maker prefers Lottery 2, then p is too high; decrease
p and return to Step 3.

The assessment method adjusts the probability p in the second lottery until
the decision-maker is indifferent between the two lotteries. This value of p is the
decision-maker’s subjective probability that event E will occur.

Example 5.1 Consider a manufacturing firm that is developing a new product and
consider building a factory to build it. The manufacturing yield of the new facility
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(if built) is a key uncertainty in deciding whether to build a factory or license the
technology to another firm. To assess the probability of obtaining an excellent yield
(a range that the company defines), Rose, the chief manufacturing engineer, was
asked to choose between the following two lotteries: In Lottery 1, she will receive
a new smartphone if the manufacturing yield is excellent, but she will receive a new
mechanical pencil if not. (Clearly, she prefers the new smartphone to a new mechan-
ical pencil.) Lottery 2 involves drawing a number from 1 to 100 out of a bowl; she
will receive the smartphone if the number is less than 100 and the mechanical pencil
otherwise.

Rose chose Lottery 2, in which the chance of receiving the smartphone is 99/100,
which must be greater than the probability that the manufacturing yield will be excel-
lent. (Otherwise, there would be very little uncertainty about it.)

This was simple, but then Lottery 2 was changed so that Rose will receive the
smartphone if the number is less than or equal to 50 and the mechanical pencil other-
wise. At this point, she again chose Lottery 2 because she believes that the probability
that the manufacturing yield will be excellent is less than 50/100. Lottery 2 was
changed again and again until the probability of receiving the smartphone was 10/100.
At this point, she was indifferent between the two lotteries because she believed that
both gave her the same probability of receiving the smartphone. When Lottery 2 was
changed so that she will receive the smartphone if the number is less than or equal
to 5, she preferred Lottery 1; this implies that the probability 5/100 is too small. Thus,
the subjective probability that the manufacturing yield will be excellent equals 0.10.
(To be more precise, it would be necessary to choose between Lottery 1 and other ver-
sions of Lottery 2 in which the probability of receiving the smartphone was 6/100,
7/100, and other values near 0.10.)

Another technique focuses on the maximum amount that the decision-maker
would pay for a contract in which there is a reward of $S if the event E occurs and
nothing otherwise (Jordaan, 2005). (The amount $S is usually significant but small
to avoid risk aversion.) Let $P be the maximum amount that the decision-maker
would pay. If the price for the contract were small (less than $P), then it would be
preferred to doing nothing; if the price for the contract were large (greater than $P),
then doing nothing would be preferred. Because the decision-maker is indifferent
between paying $P for the contract and doing nothing, then the probability of the
event E equals P/S.

Example 5.2 Consider again the problem (from Example 5.1) of assessing the prob-
ability of obtaining an excellent yield. In Lottery 3, Rose, the chief manufacturing
engineer, will receive $100 if the manufacturing yield is excellent, but she will receive
nothing if not. She is asked if she would pay $1 for a contract that guaranteed her the
outcome of Lottery 3. She will say “yes.” The price is increased from $1 until she
says that she would not pay that much for the contract. (The search can be abbreviated
by choosing the prices carefully to find the maximum acceptable price more quickly.)
Suppose that she would pay $10 for the contract but not more. Then her subjective
probability that the manufacturing yield will be excellent equals $10/$100 = 0.10.
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A third approach, presented by Ramsey (1964), used a choice between a sure thing
and a situation with uncertainty. Suppose that Joe will receive a reward of $S if the
event E occurs and a reward of $7 otherwise (where S > T'). Joe has the opportunity
to guarantee the reward of $S if he pays for it. Clearly, if Joe is certain that event E will
occur, then he would not pay much for the sure thing; in contrast, if Joe doubts that
event E will occur, the guaranteed reward will be attractive. Let $D be the maximum
amount that Joe will pay. The two alternatives (keep the lottery and pay $D for the
sure thing, which yields a profit of $S — $D) have the same expected monetary value.
Let P{E} be the subjective probability that event £ will occur. Thus, S — D = P{E} X
S+ (1 = P{E}) X T, from which we can see that P{E} =1 —-D/(S - T).

5.3 IMPRECISE PROBABILITIES

Generally, we think of probabilities as precisely known numbers, but various
researchers have found this definition to be too limited when the information
available is incomplete or conflicting. In the domain of risk analysis, Paté-Cornell
(1996) discussed using a family of curves to represent epistemic uncertainty about
the risks. Moreover, as Chapter 9 discusses, probability terms such as “likely” or
“possible” are inherently imprecise. The three-color problem in Ellsberg (1961)
involves imprecise probabilities. In this problem, a decision-maker must choose one
of the two colors (red or black) before a ball is drawn from an urn. Suppose that
Louis is the decision-maker. Louis will win a prize if the color of the ball matches
his choice. Before he chooses a color, he is told that the urn has 30 red balls and 60
other balls; some (but not all) of the other balls are black, and the rest are yellow. A
reasonable decision-maker might say that the probability of drawing a red ball is 1/3
(30/90). The probability of drawing a black ball is unknown, but Louis can say that
it is between 1/90 (if only one ball is black) and 59/90 (if only one ball is yellow).
If Louis wants to maximize the probability of winning the prize, which color should
he choose?

In theories of imprecise probabilities, a probability can be an interval, not merely
a precise number (Walley, 1991; Weichselberger, 2000; Dempster, 1967). The upper
probability and lower probability are bounds on the subjective probability. For a
random variable, the imprecise probability distribution can be drawn as a p-box
(Aughenbaugh and Paredis, 2006; Ghosh and Olewnik, 2013). Imprecise probabilities
can become precise probabilities when more evidence is collected.

Another way to deal with an unknown probability distribution is to discretize the
distribution and assess a range of probabilities for each interval. The lower bound on
this range is called the “belief” that the random variable will be in that interval. The
upper bound on this range is called the “plausibility” that the random variable will be
in that interval. Such an approach is an example of the use of evidence theory (Shafer,
1976). Swiler et al. (2009) used evidence theory to describe the uncertainty about the
elastic modulus of a material.

Analyzing a decision with an imprecise probability is similar to doing a sensitivity
analysis on the unknown probability. The use of bounds implies that there may be no
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best choice. One can then look at the worst case and select the alternative that has
the best worst-case performance (here, worst case means the worst expected perfor-
mance over the range of the imprecise probability, not the worst case over the possible
outcomes).

Using imprecise probabilities can help an engineer avoid making incorrect
decisions, but it can also significantly delay correct decisions (Aughenbaugh and
Herrmann, 2009). This approach reflects the tradeoffs between the quantity and
the quality of available information, which can be important when communicating
uncertainty and managing information.

Aughenbaugh and Paredis (2006) presented a pressure vessel design example to
show the value of using imprecise probabilities to model uncertainty when one has
only a small set of sample data.

5.4 CUMULATIVE RISK PROFILE AND DOMINANCE

When the outcomes of the alternatives can be modeled as probability distributions
over continuous variables (such as strength or time or cost), then one can directly
compare the cumulative distribution functions to determine whether one alternative
stochastically dominates another. (The distributions may be discrete or continuous.)
Some authors and analysts use the term “cumulative risk profile” to refer to the cumu-
lative distribution function of the outcomes of an alternative.

Stochastic dominance is an approach for identifying the best of two alternatives
with uncertain outcomes without knowing the decision-maker’s utility function
(Hadar and Russell, 1969). This is very useful because one can reduce the number
of alternatives that need to be further considered. If one alternative dominates all of
the others, then it can be selected.

This section will briefly describe two types of stochastic dominance: first-degree
stochastic dominance and second-degree stochastic dominance.

First-degree stochastic dominance is the following property: Let Y; and Y repre-
sent the random outcomes of alternatives i and j. The decision-maker prefers a greater
value and therefore wants to maximize the probability of a greater value, which is
equivalent to wanting to minimize the probability of a smaller value. Thus, a random
outcome that is less likely to be small is preferred. More precisely, Y; stochastically
dominates Y; in the first degree if and only if P[Y; < y] < P[Y; < y] for all possible
outcomes y. That is, the value of the cumulative distribution function for Y; never
exceeds the cumulative distribution function for ;. If one graphed these two cumu-
lative distribution functions, the one for Y;, which dominates, would be below (and to
the right of) the one for ¥}, which is dominated. If the decision-maker prefers a greater
value, then alternative i should be preferred because the probability of a small value
(an undesirable outcome) is smaller (and the probability of a greater value is greater)
than it would be if alternative j were chosen. This holds for any utility function that
monotonically increases (i.e., more is better).

Example 5.3 Consider Figure 5.1, which shows the cumulative distribution func-
tions for the outcomes of three alternatives: a, b, and c, all of which are normally
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Figure 5.1 The cumulative distribution functions for the outcomes of three alternatives: a, b,
and c, all of which are normally distributed random variables.

distributed random variables. Both b and ¢ dominate a, but neither b nor ¢ dominates
the other one.

The same property holds for alternatives with discrete outcomes as well. For
example, consider Figure 5.2, which shows the cumulative distribution functions for
the outcomes of three alternatives: d, e, and f, all of which are random variables over
discrete values. Both e and f dominate d, but neither e nor f dominates the other one.
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Figure 5.2 The cumulative distribution functions for the outcomes of three alternatives: d, e,
and f, all of which are random variables over discrete values.
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Second-degree stochastic dominance is the following property: if the support of
Y; and Yj is contained within the closed interval [a, b], Y; stochastically dominates Yj
in the second degree if and only if, for all values of 7 in [a, b],

t t
/ PLY; < yldy < / PLY; < yldy.
a a

That is, the area under the cumulative distribution function for Y; never exceeds the
area under the cumulative distribution function for Y;.

If the decision-maker’s utility function is concave (which indicates that the
decision-maker is risk averse) and Y; stochastically dominates Y; in the second
degree, then alternative i will have a larger expected utility, and the decision-maker
should prefer alternative i to alternative j. Note, however, that this conclusion does
not rely upon the actual utility function (just its shape).

If there exists an alternative that stochastically dominates every other alternative,
then that alternative should be preferred.

One limitation of stochastic dominance is that it may happen that, for a pair of
alternatives, neither one stochastically dominates the other. Still, even when it can-
not identify a single most-preferred alternative, stochastic dominance can be used to
eliminate some inferior alternatives from further consideration.

5.5 DECISION TREES: MODELING

A decision tree shows details about the alternatives of a decision and the outcomes
of random events and represents the sequence in which decisions and chance events
occur. A square node represents a decision (a choice between alternatives), and on
its right are branches that correspond to the possible alternatives. A circular node
represents a chance event (which cannot be controlled by the decision-maker), and
on its right are branches for the possible outcomes. Associated with each outcome is
a probability.

The ability to put probabilities on the possible outcomes and calculate expected
values makes decision trees very useful. Expected value is the most common measure,
although other measures are also available. For instance, Barker and Wilson (2012)
presented a method for analyzing decision trees when the outcomes are specified
using intervals and when they have multiple attributes.

To draw a decision tree, first identify the decisions to be made and the uncertain-
ties to be considered. The first node on the left should be the first decision that must
be made (or the first uncertainty that is resolved before the first decision). Then, add
the branches to that node. Then, on each branch, add the next decision or chance
node (and its branches) and continue until all of the relevant decisions and uncertain-
ties have been added to every branch. Add the outcome (e.g., the gain or loss that
occurs for that sequence of alternatives and events) to the end of every branch on the
right-hand side. A single path from the root node on the left-hand side to the end of
a branch on the far right represents one possible future.
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A decision node may represent a specific choice or a set of choices that are made
together. For instance, a decision tree for a situation with two design variables that
need to be determined could include two separate decision nodes—one for the first
variable with branches for its possible values and one for the second variable with
branches for its possible values—or one decision node with branches for all possible
combinations of the two variables.

A chance node may represent a specific event or a set of events that are resolved
at the same time (with respect to the decision-maker). For instance, a decision tree
that incorporates tomorrow’s weather could include two separate chance nodes—one
for the amount of rain with branches for the possible values and one for the tempera-
ture with branches for its possible values—or one chance node with branches for all
possible combinations of the two events (e.g., “hot and dry” or “cold and wet”).

A chance node represents the resolution of the uncertainty, which occurs when
the decision-maker becomes aware of the result (even if the event occurred earlier).
Thus, a chance node should be placed after (to the right of) a decision node if the
decision-maker must select an alternative before the result of the uncertain event is
known. In contrast, a chance node should be placed before (to the left of) a decision
node if the result of the uncertain event is known before the decision-maker selects
an alternative. In some cases, an uncertain event may have no impact on the outcome
for some alternatives; in these situations, the chance node is not necessary on the
branches for the alternatives that are not affected.

Example 5.4 Suppose that Joe is designing a medical diagnostic device and is con-
sidering using a wavelength-specific high power light-emitting diode (LED) instead
of a traditional high-intensity flash lamp source for the device. The LED will cost
less, but he is unsure if it will provide adequate light intensity over the lifetime of the
device. If Joe chooses the LED, he will conduct accelerated life testing to determine
how quickly the LED’s optimal power decreases over time due to degradation of the
LED (Sawant, 2013). If testing shows that the power decreases too much too soon,
then he will have to redesign the device to use the flash lamp, which will increase the
development and unit costs.

Assume that the costs of developing and manufacturing the device with a flash
lamp are $11,000. The costs of developing and testing the device with the LED are
$6,000. If testing shows that the LED performance is adequate, then the additional
costs of manufacturing the device with the LED are $3,000. If testing shows that the
LED performance is inadequate, then the additional costs of redesigning and manu-
facturing the device (with the flash lamp) are $8,000. Based on published data about
the performance of such LEDs, the engineer believes that the probability that the LED
performance will be adequate is 75%.

Figure 5.3 shows a decision tree that can be used to model this decision. Decision
trees are usually read from left to right. In this example, either the device with the
LED will perform adequately or not. The probability of adequate performance is 75%
(0.75); the probability of inadequate performance is 25% (0.25).

Associated with each arrow is the immediate gain or loss associated with that
action or outcome. At the far right-hand side are the net gains (losses) associated
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Total cost
Adequate performance ($3,000; 0.75) $9,000
Inadequate performance ($8,000; 0.25) $14,000
Use LED ($6,000)
Use flash lamp ($11,000) $11,000

Figure 5.3 A decision tree for the decision described in Example 5.4.

with each outcome. In this example, if Joe decides to use the flash lamp, then the
costs will be $11,000. If Joe decides to use the LED and it performs adequately,
then the costs will be $6,000 + $3,000 = $9,000 (which is shown at the far right).
If Joe decides to use the LED and it performs inadequately, then the costs will be
$6,000 + $8,000 = $14,000 (which is shown at the far right).

Note that the node that represents the uncertainty about the LED performance is
included only on the “use LED” alternative because it affects the outcome of only that
alternative. The cost of using the flash lamp is not affected by the LED performance.

5.6 DECISION TREES: DETERMINING EXPECTED VALUES

A decision tree provides a way to evaluate the expected value of a decision. This cal-
culation proceeds from right to left. The expected value of an uncertain event equals
the expected value of the net gains and losses of its outcomes. The expected value of a
decision equals the best expected value of its alternatives because the decision-maker
can choose the best one.

Example 5.5 In Example 5.4, the expected value of the “use LED” event is
0.75 x $9,000 + 0.25 x $14,000 = $10,250. Figure 5.4 shows the decision tree
from Figure 5.3 “rolled up” to the “LED performance” event; the event and its
outcomes are removed and replaced with the expected value (shown in Figure 5.4).
This removes some details from the decision tree but simplifies further analysis.
The expected value of the “use LED” alternative equals $10,250. The expected
value of the “use flash lamp” alternative equals $11,000. Because the “use LED”
alternative has the smaller expected cost, Joe will choose that, and the expected value
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$10,250

Use LED

Use flash lamp $11,000

Figure 5.4 The decision tree from Figure 5.3 “rolled up” to the “LED performance” event.

of the decision equals $10,250. The optimal policy is to choose the “use LED” alter-
native.

If multiple attributes (criteria) will be used to evaluate the outcomes, then the
decision-maker should use a utility function to express his preferences about the
outcomes. The utility of each outcome on the right-hand side of the tree should be
determined. Then, the decision tree can be analyzed (rolled up) to find the policy that
provides the greatest expected utility.

Example 5.6 Consider Joe’s decision (from Examples 5.4 and 5.5). If development
time is also critical, then the time associated with each outcome should be determined
(testing the LED will add more time), and Joe should create a utility function for his
preferences about cost and time. For instance, suppose testing the LED will add 2
months to the development time, and redesigning and manufacturing the device with
the flash lamp will add another month. Then, the three outcomes are (1) the LED has
adequate performance, which costs $9,000 and delays development 2 months; (2) the
LED has inadequate performance, which costs $14,000 and delays development 3
months; and (3) using the flash lamp costs $11,000 and adds no delay. For the cost
attribute, less is better, so the utility of $9,000 equals 1, and the utility of $14,000
equals 0. Suppose Joe believes that the utility of $11,000 equals 0.5. For the devel-
opment time attribute, a smaller delay is better, so the utility of no delay equals 1,
and the utility of 3 months equals 0. Suppose Joe believes that the utility of 2 months
equals 0.5. Finally, suppose that Joe believes that weights for the utility of cost and
utility of development time should be 0.75 and 0.25.

Given his utility function, Joe determines that the utility of outcome (1) equals
0.875, the utility of outcome (2) equals 0, and the utility of outcome (3) equals 0.625.
Then, the expected utility of using the LED equals 0.75 X 0.875 4+ 0.25 X 0 = 0.656,
which is higher than the utility of using the flash lamp. The optimal policy is to choose
the “use LED” alternative. The optimality of this policy is sensitive to the utilities that
Joe chose, so a sensitivity analysis (cf. Section 5.10) should be conducted.
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5.7 SEQUENTIAL DECISION MAKING

In practice, there may be situations in which a decision-maker faces a series of deci-
sions. The decision-maker makes one decision, observes the outcome, makes a second
decision, observes its outcome, makes a third decision, and so on. An important prin-
ciple of decision analysis is that the decision-maker should consider and analyze
the future decisions before making the one that needs to be made now. Thus, the
decision-maker should already know which alternative should be selected when that
decision needs to be made.

In his discussion of football play-calling and decision making, Hurley (1998) con-
cluded that a football coach should never decide what to do on fourth down when his
team is on fourth down; the coach should have already made that decision when the
team had first down because the plan for fourth down (if the team got to that down)
would affect the play-calling on the first three downs.

In risk management, sequential decision making occurs when contingency plans
require making decisions after something bad has happened. Decision trees are par-
ticularly useful for modeling and analyzing these situations, although the decision
tree can become quite large if there are many decisions with many alternatives and
possible outcomes.

To model a sequential decision using a decision tree, add a decision node at those
places in the tree where the second-stage decision must be made. The path from the
initial decision to the second-stage decision should include any chance nodes that
will be resolved before the second-stage decision is made. The second-stage decision
may be irrelevant to some paths, so it should not be included on them. Like the value
at the initial decision node, the value at a second-stage decision node is the optimal
of the branches from that node.

Example 5.7 Consider the diagnostic device design decision with the following
change: if the LED performance is inadequate, Joe may either redesign the product
using the flash lamp, which will cost an additional $8,000, or test a different type
of LED, which will cost an additional $1,000. The performance of this LED is also
uncertain; it may be adequate or inadequate. If it is adequate, then the additional costs
of manufacturing the device with the LED are $3,500. If it is inadequate, then the
additional costs of redesigning and manufacturing the device (with the flash lamp)
are $8,500. Based on the published data about the performance of such LEDs, the
engineer believes that the probability that the performance of the new LED will be
adequate is 60%.

When considering whether to use the first LED, he needs to consider what he will
do if it is inadequate. Figure 5.5 is a decision tree model of the decision situation.
Note that the “Test another?” decision node appears only on the branch in which the
performance of the first LED is inadequate because that node is irrelevant if Joe uses
the flash lamp or the first LED is adequate.

If the performance of the first LED is inadequate, then the expected cost of testing
another LED equals $12,500, and the cost of not testing (and using the flash lamp)
is $14,000, so Joe should test another LED (it has the lower cost). This lowers the



MODELING RISK AVERSION 115

Total cost

Adequate performance ($3,000; 0.75) $9.000
Adequate performance

($3,500; 0.6) $10,500

Inadequate
performance
No more testing ($8,000) $14.000
Use flash lamp ($11,000) $11,000

Figure 5.5 A decision tree for the sequential decision described in Example 5.7.

expected cost of using the first LED to $9,875, which is less than the cost of using
the flash lamp.

The combination of the best choices at every decision node is called his “policy.”
Joe will still use the first LED; if it is inadequate, then he will test another; and the
expected value of the decision equals $9,875.

5.8 MODELING RISK AVERSION

In NASA’s trajectory design problem (mentioned in the Introduction of Chapter 4),
one team was more risk averse than the others, which affected the trajectory alterna-
tives that they preferred. In general, a decision-maker’s preferences for risky alter-
natives depend on whether the decision-maker is risk averse. This affects the actions
selected to mitigate risks, for a risk-averse decision-maker will usually prefer to avoid
or transfer a risk rather than to accept it.

For example, in the St. Petersburg Paradox (first presented by Daniel Bernoulli),
a lottery that has an infinite expected monetary value is not considered that valuable
by actual gamblers. In this game (or lottery), one pays an initial amount to play, a fair
coin is flipped until “heads” appears, and the player is paid 2" dollars (where n is the
number of coin flips). The expected monetary value is %(2) + i(22) + %(23) +---,a
series that does not converge. For a truly risk-neutral person, paying any finite amount
to play this game should be desirable. However, most people will not pay a large
amount because there is a large probability that they will lose money, and their risk
aversion makes the lottery worth much less to them. Indeed, paying only $3 to play
means that the probability of losing money is 50%.

Thus, when trying to make better decisions, it will be useful to have a way to model
the preferences of a risk-averse decision-maker that are (at least approximately)
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consistent with such behavior. Modeling risk is important because decision-makers
do not view gains and losses equally. Risk-averse decision-makers want to avoid
bad outcomes. (Extremely risk-averse decision-makers look only at the worst-case
scenario.) Utility functions are an established technique for modeling risk.

Utility is a numerical measure of welfare or satisfaction (Brown, 2005). The
decision-maker prefers more utility over less. A decision-maker can determine
the utility of an outcome based on his preferences and judgments. For instance, a
material that is both strong and inexpensive may have a utility of 100 while a weak
expensive material has a utility of 0, and a strong but costly material has a utility
of 70. A key concept is that utility is relative, not absolute, and it depends on the
decision-maker’s preferences. The perceived utility of a value will vary between
decision-makers and in different situations. There is no single utility function that is
valid for all decision-makers and in all situations.

Utility follows from a decision-maker’s preferences: because the decision-maker
prefers outcome A to B, the utility of A is greater than the utility of B. Given spe-
cific conditions about the consistency of the decision-maker’s preferences and rules
about combining utility values, one can use them to determine an ordering for com-
plex alternatives that is consistent with the decision-maker’s preferences. This order-
ing identifies the alternative that, if selected, would optimize the decision-maker’s
expected utility.

The ability to evaluate an alternative with multiple possible outcomes and sum-
marize its relative desirability by its expected utility is an important benefit of using a
utility function. This provides a scale that allows a decision-maker to compare many
alternatives with multiple possible outcomes.

Example 5.8 This example is adapted from one in Luce and Raiffa (1957). Joe may
choose one of the two lotteries, each over four possible prizes: (A) a new automobile,
(B) a trip to the beach, (C) a computer, and (D) dinner for four at the best restaurant
in town. Joe prefers A to B, B to C, and C to D. In the first lottery, every prize is
equally likely (the probabilities of winning A, B, C, and D are all 25%). In the second
lottery, the probabilities of winning A, B, C, and D are 15%, 50%, 15%, and 20%,
respectively, so the probability of the trip has increased. Which lottery should Joe
choose?

Luce and Raiffa (1957) provided a set of relevant axioms from which one can
justify using expected utility to compare alternatives similar to those in this example.
These will be briefly described here.

The first axiom states that (1) given two outcomes, the decision-maker can state
which one is preferred and (2) given three outcomes A, B, and C, if the decision-maker
prefers A to B and prefers B to C, then he prefers A to C. The second axiom states
that a lottery over multiple lotteries is equivalent (to the decision-maker) to a sim-
pler lottery over the outcomes in those lotteries if the probability of each outcome
is determined according to the rules of probability. The third axiom states that, if a
decision-maker prefers A to B and prefers B to C, then there is a lottery over the
outcomes A and C that is equivalent to the outcome B. The fourth axiom extends
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this idea and states that a lottery in which B is one possible outcome is equivalent
to a lottery in which B is replaced by the equivalent lottery over outcomes A and
C. The fifth axiom extends transitivity to lotteries. The sixth axiom states that, if the
decision-maker prefers A to C, then, for two lotteries over outcomes A and C, the
decision-maker prefers the lottery in which A is more likely.

From these axioms, it can be shown that any lottery is equivalent to a simpler
lottery involving only the best possible outcome and the worst possible outcome.
Moreover, when comparing two lotteries, the decision-maker should prefer the lot-
tery that is equivalent to the simpler lottery with the larger probability of the best
possible outcome. (That is, given two lotteries L1 and L2, L1 is equivalent to a sim-
pler lottery SL.1, and L2 is equivalent to a simpler lottery SL2. If the probability of the
best possible outcome in SL1 is greater than the probability of the best possible out-
come in SL2, then the decision-maker should prefer the original lottery L1.) Finally,
there exists a utility function that describes the preferences of a decision-maker who
accepts these axioms.

Example 5.9 Now, consider Joe’s choices from Example 5.8, which are both
lotteries over the same four outcomes. Joe’s preferences are consistent with all of
Luce and Raiffa’s axioms. The first step is to find, for outcome B (and then for
outcome C), an equivalent lottery over A and D (the best and worst outcomes).
The third axiom assumes that such lotteries exist. Joe is indifferent between the
trip and a lottery in which the probability of winning the automobile is 60% and
winning the dinner is 40%. In other words, B is equivalent to the lottery (0.6 A,
0.4 D). Joe is indifferent between the computer and a lottery in which the probability
of winning the automobile is 20% and winning the dinner is 80%. That is, C is
equivalent to the lottery (0.2 A, 0.8 D). Note that, in this lottery, the probability of
winning the automobile is lower than it is in the lottery that was equivalent to the
trip, which reflects the fact that the computer is less valuable to Joe than the trip.
Moreover, consider the lottery (0.5 A, 0.5 D), in which the probability of winning
the automobile is 50% and winning the dinner is 50%. Joe prefers the trip (B) to this
lottery but prefers this lottery to the computer (C).

By the fourth and fifth axioms, we know that, for Joe, the first lottery over all
four outcomes is equivalent to a simpler lottery over the best and worst outcomes
(the automobile and the dinner) and, in this simpler lottery, the probability of win-
ning the automobile equals 0.25 4 0.25(0.6) + 0.25(0.2) = 0.45, and the probability
of winning the dinner equals 0.25(0.4) + 0.25(0.8) + 0.25 = 0.55.

Moreover, for Joe, the second lottery is equivalent to a simpler lottery in which the
probability of winning the automobile equals 0.15 4+ 0.50(0.6) 4+ 0.15(0.2) = 0.48,
and the probability of winning the dinner equals 0.50(0.4) + 0.15(0.8) + 0.20
=0.52.

Because Joe’s preferences are consistent with all six axioms, then Joe
should prefer the second lottery because it is equivalent to the second simpler
lottery, which has a larger probability of winning the automobile (the best out-
come). Joe’s preferences can be described by the following utility function:
UA)=1, UB)=0.6, UCC)=0.2, UD) = 0. (This is not the only utility function
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consistent with Joe’s preferences.) The expected utility of the first lottery is 0.45,
and the expected utility of the second lottery is 0.48.

For outcomes involving money, one way to measure utility more precisely is to
let the decision-maker compare different risky situations and identify the one that is
preferred.

A common risk model is the exponential:

Ux)=1—e"R,

The parameter R, called the risk tolerance, is used to capture the degree to which
the decision-maker accepts risk (Clemen and Reilly, 2001). A decision-maker with
this risk model has a constant absolute risk aversion, and the absolute risk aversion
equals 1/R. A larger value of R (smaller 1/R) is more risk neutral; a smaller value of
R (larger 1/R) is more risk averse.

There are multiple ways to assess the risk tolerance. An organization’s risk toler-
ance may have the same magnitude as its budget (Walls ez al., 1995). By examining
previous risky decisions, one can determine the risk tolerance that is consistent with
these decisions. For instance, this type of analysis revealed that an oil exploration
group used a risk tolerance between $20 and $30 million for evaluating and ranking
drilling projects (Walls et al., 1995).

More directly, one can estimate a decision-maker’s risk tolerance by asking the
decision-maker to consider hypothetical decisions. Analyzing these choices will
reveal the risk tolerance.

Consider the following decision: Would the decision-maker prefer (over a no-loss,
no-gain certainty) a lottery in which there is a 50% chance of a gain of $Y and
a 50% chance of a loss of $Y/2? Note that the expected value of this lottery is
$Y /4, so arisk-neutral decision-maker should prefer it. A risk-averse decision-maker
should prefer it when the possible loss is small but reject it when the possible loss is
large. To determine the risk tolerance, one needs to know the values of Y for which
the decision-maker will prefer the gamble over the no-change certainty. The answer
should be a range of values of Y from 0 to some maximum value. Let M be the
maximum value. Because M is the largest value that makes the lottery desirable, the
expected utility of the lottery with Y = M should be 0. Thus, we have to find R such
that 0.5(U(M) + U(—M /2)) = 0. The only feasible answer is the following:

R= M

_ ~ 1.039M.
2In(1 + V/5) —2In2

For instance, if M = $4,000, then R = $4,156. If M = $10, then R = $10.39.

After estimating R for the decision-maker, one can analyze risky decisions in a
way that is consistent with the decision-maker’s preferences by calculating the util-
ity for every outcome, calculating each alternative’s expected utility (instead of the
expected monetary value), and identifying the best alternative (the one with the great-
est expected utility).
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Let EU(A) be the expected utility of an alternative A that has uncertain outcomes.
There is a sure value that has a utility equal to EU(A). This value is called the certainty
equivalent (or cash equivalent) of A and can be denoted as CE(A). In particular,

U(CE(A)) = EU(A).

If U(x) = 1 — e/, then CE(A) = —RIn(1 — EU(A)).

A decision-maker should be indifferent between the risky alternative A and its
certainty equivalent CE(A). For a risk-averse decision-maker, the certainty equivalent
will be less than the expected monetary value of A, which can be denoted EMV(A). (In
the diagnostic device design decision, the expected monetary value of using the LED
was —$10,250.) The difference between an alternative’s expected monetary value and
its certainty equivalent is called the risk premium, which can be denoted RP(A):

RP(A) = EMV(A) — CE(A).

Example 5.10 Consider the choice between two gambles: the first (A) has a $30 gain
or a $1 loss. The second (B) is a $2,000 gain or a $1,900 loss. In both, the probability
of a gain is 50%, and the probability of a loss is 50%. The expected monetary value
of A is EMV(A) = $14.50, and the expected monetary value of B is EMV(B) = $50.
It appears that B is better than A. However, a risk-averse decision-maker is likely to
choose A because there is no way to lose a lot of money. The risk model is consistent
with this behavior.

For instance, if R = $4,156, then the first gamble has an expected utility EU(A) =
0.5(0.007 — 0.000) = 0.003, and the second gamble has an expected utility
EU(B) = 0.5(0.382 — 0.580) = —0.099. Gamble A has a greater expected utility
than gamble B does, but gamble B has the greater expected monetary value. The
certainty equivalent of gamble A is $14.47, which nearly equals the expected
monetary value because the decision-maker’s utility function is nearly linear for
small gains and losses. The risk premium is only 3 cents. The certainty equivalent
of gamble B is —$391.61, which reflects the decision-maker’s risk aversion. Its risk
premium is $441.61. The greater risk premium reflects the fact that gamble B, for
this decision-maker, is riskier.

Consider again the lottery discussed in the St. Petersburg Paradox. If the lottery
costs $10 to play, then, for a decision maker who has R = $4,156, the expected utility
of the profit equals Y~ 2Ln(l — e~ @"=10/Ry ~ 0.000517, which is positive, so such
a decision-maker should be willing to play. (The certainty equivalent is a gain of
approximately $2.15.) If the lottery costs $20, however, the expected utility of the
lottery is approximately —0.00189, and such a decision-maker should be unwilling
to play. (The certainty equivalent is a loss of approximately $7.85, a drop of $10
because the utility function is nearly linear around 0.)

The exponential utility function is a model of constant absolute risk aversion
because the expected utility of the lottery does not depend on the decision-maker’s
wealth. To model decision-makers who will take larger gambles if they have
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more wealth, however, a different utility function is needed. Utility functions
that model constant relative risk aversion can be used. (The exponential func-
tion had constant absolute risk aversion.) The general form has a non-negative
parameter a:

l—a

Ux) = 2— forx > 0.

l—-a

The constant relative risk aversion equals @. When a = 0, the utility function is linear
and is appropriate for a risk neutral decision-maker. A larger value of « is appropriate
for a more risk-averse decision-maker. For « = 1, U(x) = Inx. For a > 1, U(x) is
always negative but increases toward 0. Note that U(x) is not the utility of the change
in the wealth; instead, it is the utility of the resulting wealth x, which is valid as long
as wealth remains positive.

Example 5.11 This example is based on one from Clemen and Reilly (2001). Rose
has $10,000 and has the opportunity to invest in a gamble that has the following
three outcomes: a 30% chance of gaining $10,000, a 25% chance of no change, or
a 45% chance of losing $5,000. The expected gain is $750, and the expected result-
ing wealth is $10,750. (The alternative is not investing, which would leave her with
$10,000.)

If Rose’s preferences about risk aversion can be models as In(wealth), then the
utility of her current wealth equals 9.2103. The utility of the $10,000 gain, which
would increase her wealth to $20,000, equals 9.9035. The utility of the $5,000 loss,
which would reduce her wealth to $5,000, equals 8.5172. The expected utility of the
investment is 9.1064, which is less than the utility of her current wealth, so she should,
to be consistent with her preferences, avoid the investment.

The certainty equivalent (cash equivalent) of this investment for Rose is the value
CE such that U($10,000 + CE) = In($10,000 + CE) = 9.1064. The value CE equals
—$987, a loss, which again indicates that she should avoid the investment. Although
the investment has a positive expected monetary value, it is equivalent to a certain loss
to Rose, a risk-averse decision-maker. The risk premium is the difference between the
expected monetary value of the lottery and the certainty equivalent. In this case, that
difference is $1,737.

If, however, Rose had $70,000, the utility of doing nothing equals 11.1563. The
expected utility of the investment is 11.1630, and the certainty equivalent is a $471
increase in wealth, so she should invest. The expected gain is $750, so the risk pre-
mium is now only $279. More wealth makes her less risk averse.

5.9 ROBUSTNESS
Robustness is related to the extent to which the performance (or feasibility) of an

alternative changes due to the impact of external (uncontrollable) variables. This is
especially relevant in product design; a robust product is one “that is insensitive to
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manufacturing, aging, and environmental noises” (Ullman, 1997). A robust design
can reduce risk by reducing the likelihood of undesirable outcomes and can be, there-
fore, a desirable risk management strategy.

Example 5.12 For example, consider the performance of a 4G LTE smartphone.
Different wireless carriers offer such phones, but the download speed depends on
the carrier and the location. Mossberg (2013) reported the following results of dif-
ferent carriers using an iPhone 5S: in New York City, AT&T averaged nearly 35
megabits per second (mbps), Sprint averaged about 4 mbps, T-Mobile averaged about
7 mbps, and Verizon averaged just over 18 mbps. In the suburbs of Washington, D.C.,
AT&T averaged 14 mbps, Sprint averaged about 7 mbps, T-Mobile averaged almost
20 mbps, and Verizon averaged 17 mbps. Finally, in Silicon Valley, California, AT&T
averaged 10 mbps, Sprint averaged just over 20 mbps, T-Mobile averaged 14 mbps,
and Verizon averaged 15 mbps. Thus, the performance (in these three areas) of the
four carriers can be compared as follows:

AT&T: 35, 14, and 10 mbps;
Sprint: 4, 7, and 20 mbps;
T-Mobile: 7, 20, and 14 mbps;
Verizon: 18, 17, and 15 mbps.

These data would indicate that the performance using some carriers (such as AT&T
and Sprint) varies greatly in different cities, while the performance using another
carrier (such as Verizon) varies little in different cities.

Let F(x) be the performance of alternative x on some attribute. The attribute may
be an objective function, or it may be a constraint such that the decision-maker prefers
that F(x) should be within the interval T. For example, a designer may want the safety
factor of a truss that is being designed to be greater than 2.

Generally there will some uncertainty about F(x) because it depends on the value
of one or more external (uncontrollable or unknown) variables. (In the smartphone
example, the performance varies by city, which can be considered an external variable
for people who travel a great deal.)

Let s be a scenario in which the uncertain variables are realized (the uncertainty
is resolved). Then, let F(x,s) be the performance of x in that scenario. Robustness
relates to the distribution of F(x, s) over the set S of possible scenarios. The scenarios
may span a range of values of an uncertain variable (like the actual dimension of a
part) or may be a set of distinct states.

A narrow distribution on F(x, s) means that x is a robust design on that attribute.
Of course, an alternative that is robust on one attribute (say, cost) may be not robust
on another attribute (say, reliability).

It may be possible to predict F'(x, s) from analytical engineering models or it may
be necessary to perform physical experiments to determine these (using statistical
models to fill in the gaps, as in response surface methods).
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5.9.1 Variance and Range

A key measure is the variability of F(x,s) over the set S of scenarios. Graphs of the
distribution or statistical measures such as the range or variance will give insight into
the robustness of an alternative.

If we have a probability distribution g(s) that describes the probability of each
scenario s, the mean p(x) = E[F(x, )] and variance 62(x) = Var[F(x, s)] can be deter-
mined as follows:

p(x) = E[F(x,$)] = )’ g()F(x,5)

seS

o> (x) = VarlF(x, )] = ) g()(F(x, ) = pu(x))*.

SES

The range R(x) is another useful way to describe the variability of F(x, s) over the
set S of scenarios:
R(x) = max F(x,s) — min F(x, s).
seSs ses

Example 5.13 Consider the smart phones from Example 5.12. The variance of the
performance of the different carriers can be determined from the performance in each
city (if we treat the three cities as three samples). For AT&T, the variance equals
180 mbps”. For Sprint, the variance equals 72 mbps®. For T-Mobile, the variance
equals 42 mbps”. For Verizon, the variance equals 2.3 mbps-.

The range of the performance of the different carriers can be determined as well.
For AT&T, the range equals 35 — 10 = 25 mbps. For Sprint, the range equals 20 —
4 = 16 mbps. For T-Mobile, the range equals 20 — 7 = 13 mbps. For Verizon, the
range equals 18 — 15 = 3 mbps.

5.9.2 Robust Optimization

When comparing two alternatives, the decision-maker would prefer the alternative
that performs better in all scenarios, of course. That is, if the objective is to minimize
F(x), alternative y is preferred to alternative x if F(y, s) < F(x, s) for all s in S (this is
a type of dominance). Unfortunately, this may not occur, in which case there may be
a tradeoff: some alternatives perform better in some scenarios and worse in others.
Conceptually, one can consider maximizing robustness, in which case the key is to
define “robustness” precisely in order to formulate the objective function.

One possible objective is to optimize the worst-case scenario by finding the alter-
native x that minimizes the maximum (over s in S) of F(x,s), if minimizing F is
desirable. In contrast, if maximizing F is desirable, then the objective is find the
alternative x that maximizes the minimum of F(x, s).

Another possibility is to minimize the maximum regret, which is the difference
between F(x, s) and F*(s) = F(x"(s), s), where x*(s) is the optimal alternative for that
scenario. Minimizing the regret yields an alternative with a performance that is never
too far away from the optimal in any scenario. More precisely, the objective function
is to minimize the maximum (over s in S) of |F(x, s) — F*(s)|.
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Example 5.14 Consider the smart phones from Example 5.12. Maximizing down-
load speed is desirable. Because Verizon has the greatest minimum (15 mbps), it can
be considered robust. The performance using the other carriers is less than 15 mbps
in at least one city.

The best speed in New York City was 35 mbps, and the regret for each carrier
(in that city) is the difference between its download speed and 35 mbps: the regret
for AT&T is O mbps; for Sprint, 31 mbps; for T-Mobile, 28 mbps; and for Verizon,
17 mbps. In the suburbs of Washington, DC, the best speed was 20 mbps; the regret for
AT&T is 6 mbps; for Sprint, 13 mbps; for T-Mobile, 0 mbps; and for Verizon, 3 mbps.
In Silicon Valley, the best speed was 20 mbps; the regret for AT&T is 10 mbps; for
Sprint, 0 mbps; for T-Mobile, 6 mbps; and for Verizon, 5 mbps. The maximum regret
for AT&T is max{0, 6, 10} = 10 mbps; for Sprint, max{31, 13, 0} = 31 mbps; for
T-Mobile, max{28, 0, 6} = 28 mbps; and for Verizon, max{17, 3, 5} = 17 mbps.
AT&T has the minimum maximum regret.

5.9.3 Robust Feasibility

Feasibility robustness describes whether the alternative becomes infeasible in any
scenario. More precisely, given an interval 7', the decision-maker may require that an
alternative is feasible if and only if it satisfies the constraint that F'(x, s) is in 7 for all
sin S. Any design that fails to satisfy this constraint is not feasible. In the smartphone
example, if a user considers 10 mbps a good speed, then only AT&T and Verizon
are feasible carriers in these three cities. Both Sprint and T-Mobile fail to meet that
standard in at least one city.

5.9.4 Risk-Based Design

If it is not possible (or desirable) to satisfy the constraint that F(x, s) should be in
the interval T for all s in S, then the decision-maker may relax this constraint. If
there is a probability distribution over the s in S, then the decision-maker may require
instead that a feasible alternative must satisfy the constraint that the probability that
F(x,s) is in T is greater than or equal to a specific threshold, which guarantees that
the alternative is sufficiently likely to be feasible.

5.9.5 Tradeoff Between Robustness and Optimization

An alternative that has the best expected performance may fail to be robust because
the uncertainties lead to high probabilities of failure or because the performance
degrades quickly due to the uncertainties. Thus the performance measure or the con-
straints must be formulated to take into account the uncertainties.

Example 5.15 Consider the truss design problem from Scott and Antonsson (2005)
in which the load equals 10 kg. Figure 5.6 shows a schematic of the truss. Colleen,
the engineer designing the truss, must select values for the design variables, and the
objective functions include maximizing two safety factors (one for bending and the
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Figure 5.6 A schematic of the truss described by Scott and Antonsson (2005).

other one for compression) and minimizing mass. These outputs are nonlinear func-
tions of the design variables.

Suppose that the truss, after its manufacture and installation, will vary from the
nominal design, so there is uncertainty about the actual values of the variables and
the truss safety. In particular, suppose that the distance from the wall to the pin has
an error ¢ that is uniformly distributed between —0.01 and 0.01 m. This error affects
both X = x + ¢, the installed distance from the wall to the pin, and ¥, the installed
distance between the lower support and the upper support, which changes both safety
factors but not the mass. Note that the error does not affect the actual length of the
compression member; thus, 32 + 72 = x% + y2.

Moving the pin closer to the wall reduces the bending safety factor while moving
the pin away from the wall reduces the compression safety factor. The other design
variables are 7, the thickness of the bending member, 4, the height of the bending
member, and w, the width of the compression member. The other inputs, which are
fixed in this example, are the following: Young’s modulus E = 69 x 10° Pa, the den-
sity p = 2660 kg/m®, the yield stress o = 275 x 10° Pa, the distance from the lower
support to the upper support y = 0.5 m, the distance from the supported load to the
wall L = 1 m, and the supported load P = 10 kg.

In the following functions for the safety factor in bending, the safety factor in
compression, and the mass, all of the distances are in meters:

oth?

5= 2p@ -5

S 72E % yw*
¢ 12PL(x2 +yH)1s

M = p(htL + w* /X2 +2).
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TABLE 5.1 Four Truss Designs. x is the Nominal
Distance from Wall to pin (m). w is the Width of
Compression Member (mm). PR is the Probability
that Both Safety Factors Will be at Least 2.

x (m) w (mm) Mass (g) PR

0.8568 5.3234 141.3 0.00
0.8603 5.3631 142.6 0.67
0.8636 5.4020 144.0 0.84
0.8668 5.4401 145.3 1.00

The desired safety factor is 2; that is, both the bending safety factor and the
compression safety factor should be at least 2. Consider the four designs listed
in Table 5.1. (Both the thickness ¢ and the height % of the bending member equal
5 mm, but the nominal distance from the wall to the pin x and w, the width of the
compression member, is varied as shown in the table.) The first one is the design that
minimizes mass while satisfying this constraint if there is no error. Because some
error will occur, and one of the two safety factors will be reduced, the probability
that this design will satisfy the safety factor constraint equals zero.

The second design minimizes mass while satisfying that both safety factors will
be at least 2.05 if there is no error. As long as the error remains small, both safety
factors will be at least 2. The probability of this equals 0.67.

The third design minimizes mass while satisfying that both safety factors will be
at least 2.1 if there is no error. The probability that the error remains small enough
(so that both safety factors will be at least 2) equals 0.84.

The fourth design minimizes mass while satisfying that both safety factors will be
at least 2.15 if there is no error. In this case, the error is unlikely to reduce the safety
factors below 2, and the probability that both safety factors will be at least 2 equals
1.00.

These designs, therefore, illustrate a tradeoff between performance (minimizing
mass) and robustness (maximizing the safety factor). The designs that are more robust
(have a higher probability of being safe) also have more mass.

5.10 UNCERTAINTY PROPAGATION: SENSITIVITY ANALYSIS

In addition to uncertainty about future events, which was discussed earlier in this
chapter, decision-makers may face uncertainty about the information that they use for
making a decision (epistemic uncertainty). This information may be used in decision
models such as the MAUT models that were presented in Chapter 3 and the decision
trees presented in this chapter.

Uncertainty about the inputs to these models leads to uncertainty about their
outputs. A decision-maker should consider this uncertainty and therefore needs
methods for determining it. Because the uncertainty is propagated through a model
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(from its inputs to its outputs), the term “uncertainty propagation” is used for such
techniques.

This section discusses sensitivity analysis, a basic technique for determining how
much the outputs can change. Sections 5.11 and 5.12 present the method of moments,
which is useful when there is a specific equation that expresses the output as a function
of the uncertain input, and Monte Carlo simulation, which is an extremely general
procedure. Because it relies on knowing the function, the method of moments is a
type of intrusive model, whereas Monte Carlo simulation is a type of nonintrusive (or
black box) model (cf. Ghosh and Olewnik, 2013).

All of these techniques can be applied to multiple outputs. The techniques pre-
sented here are for one output and should be repeated as necessary to study multiple
outputs.

Let Y be the relevant output, and let x,...,x,, be the uncertain inputs that are
needed to determine Y. In general, the output is a function of the inputs, so there is
some function f such that Y = f(x,...,x,,). In some cases, it may be impossible to
write down the function as a mathematical expression, and determining the value of
Y requires running a computer program or some other procedure.

The simplest type of sensitivity analysis determines how the output changes as the
value of one input variable changes, but the other variables remain at given values. Let
351, ... ,?m be the given values of the input variables, and let S,,...,S,, be the ranges
of possible values for the input variables. Then, one can determine the sensitivity of
the output Y to input variable x; as follows:

PPN ~
glelgf(xl,...,xi,...,xm).

AY) = )r(nél;gf(?l,...,xi,...,fm) -
This value can be found by analyzing the function to determine its maximum and
minimum directly or by evaluating f(X,,...,X;,...,X,,) at different values of x; from
the range S;. The output is more sensitive to those input variables that correspond to
larger values of A;(Y).

One can also consider the rate of change by determining the partial derivative
0Y /ox; or by evaluating (f (X, ....X; + ;... X,) = f (X}, .... X}, ..., X))/ 8; for appro-
priate values of §;.

Tornado diagrams and spider plots can be used to show how the output variable
varies as each input varies over its range of values. See Eschenbach (1992) and Chelst
and Canbolat (2012) for more information about constructing these diagrams. (Note
that a spider plot is not the same as a spider chart, also known as a radar chart or star
plot, which is used to graph the values of multiple attributes on axes that radiate from
a common origin.)

Example 5.16 Consider the truss design problem from Example 5.15 (Scott and
Antonsson, 2005). Colleen, the engineer designing the truss, must select values for the
design variables, and the objective functions include maximizing two safety factors
(one for bending and the other one for compression) and minimizing mass. In this
example, we will consider the sensitivity of the output variables to uncertainties in
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TABLE 5.2 The Impact of Changes to Three Input
Variables on S,, the Safety Factor in Bending, S, the
Safety Factor in Compression, and the Mass M.

Input Variable S, S. M(g)

t Min 6.36 10.76 329.49
Max 6.68 10.76 338.00

Max—min 0.33 0.00 8.51

h Min 6.20 10.76 329.49
Max 6.85 10.76 338.00

Max—min 0.65 0.00 8.51

w Min 6.52 9.72 325.67
Max 6.52 11.87 342.02

Max—min 0.00 2.15 16.35

three input variables: 7, the thickness of the bending member, 4, the height of the
bending member, and w, the width of the compression member.

The other inputs, which are fixed in this example, are the following: Young’s mod-
ulus E = 69 x 10° Pa, the density p = 2660 kg/m?, the yield stress o = 275 x 10° Pa,
the distance from the wall to the pin x = 0.82 m, the distance from the lower support to
the upper support y = 0.5 m, the distance from the supported load to the wall L = 1 m,
and the supported load P = 10 kg. The functions for the safety factor in bending,
the safety factor in compression, and the mass are the same as in the example in
Section 5.9.

Colleen is uncertain if the manufactured truss will meet the specified design vari-
ables. She believes that 7, h, and w will be in the range [7.8, 8.2] mm, but she is
concerned about how this uncertainty will create uncertainty in the safety factors and
the mass.

Changing one variable at a time over this range yields the results shown in
Table 5.2. Naturally, changes to ¢ and s, which are characteristics of the bending
member, do not affect S, the safety factor in compression; changes to w, which is
a characteristic of the compression member, do not affect S, the safety factor in
bending. Changes to ¢ or 47 make a small change to S;, but changes to w make a
significant change to S, although the safety factor is still quite large. Changes to
only ¢ or & change the mass by over 8 g, but changes to w change the mass by over
16 g. The mass is more sensitive to w than to ¢ and A.

5.11 UNCERTAINTY PROPAGATION: METHOD OF MOMENTS

The method of moments requires a mathematical function Y = f(x,...,x,,) that
expresses the relationship between the input and the output variables and its first and
second partial derivatives. Each input variable is modeled as a random variable. The
expected value of x; equals y;, and the variance equals S?(x;). The method estimates
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the expected value and variance of the output variable Y. The Taylor series expansion
of the function f(x|,...,x,,) is the basis of the method of moments, which assumes
that the input variables are independent.

The estimators for the expected value and variance of the output variable Y are the
following (Modarres, 2006):

1 — *f (X) 2
E Y ~ N sy Mgy ~ S i
) & f(pys oot Hzg}l ox? LZ,,A "
m a X 2
w3 L] s,
=1 b=

L

Example 5.17 Consider again the truss design problem from Example 5.16. The
width w = 8 mm, and Colleen is not considering any uncertainty in that variable. The
uncertainty about the actual value of the variable % is modeled as a random variable
that is uniformly distributed over the range [0.78, 0.82] mm. The uncertainty about
the actual value of the variable 7 is modeled in the same way. The expected value of
both is 8 mm, and the variance of both is 1/75 mm?.

To apply the method of moments to the safety factor in bending, determine the
following partial derivatives:

ﬂ _ 20th

oh  1000°(12P)(L — x)
5251; _ 20t

0h?  1000°(12P)(L — x)’

aS,, oh?

— = ,and

ot 1000°(12P)(L — x)
28 _

or?

When each of these evaluated for the given values and the expected values of &
and ¢, they yield the following:

2S,
— =0.8148, and
ot

%S,

or?
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When & and ¢ equal 8 mm (their expected value), then S, = 6.519.

1 1
E(S,) = 6.519 + ~(0.2037)— = 6.520.
(Sp) +5( )7s

1 1
Var(S,) = (1.6296)> — + (0.8148)>— = 0.04426.
ar(S,) = ( )75+( )75

To apply the method of moments to the mass M, determine and evaluate the fol-
lowing partial derivatives:

om ptL

om _ = 0.02128,
oh  1000?
om _ L _ 02128, and
ot 10002
Pn _ o _
oh? or?

When £ and ¢ equal 8 mm (their expected value), then the mass M = 0.334 kg.
Because the second derivatives are both zero, the expected value of the mass
E(M) =0.334kg = 334g. The variance of the mass Var(M) = (0.02128)2% +

(0.02128)2% = 1.208 x 107> kg® = 12.08 2.

Other numerical techniques for propagating uncertainty have been developed. For
example, the equivalent cash flow decomposition technique can use the moments of a
stochastic annual cash flow and create a complete distribution of the payback period
without simulation (Kim et al., 2013).

5.12 UNCERTAINTY PROPAGATION: MONTE CARLO SIMULATION

Unlike the method of moments, Monte Carlo simulation does not require a mathemat-
ical equation; it requires only some procedure (usually implemented as a computer
program) that can calculate the output variable(s) given values for the input vari-
ables. The method does not require approximating the output with a simpler, surrogate
model.

Monte Carlo simulation generates a large number of samples of each uncertain
input; using these samples, it generates a large number of samples of each uncer-
tain output. Then, one can view the distribution of the outputs and use a variety of
statistical techniques to analyze the results. The text by Fishman (2006) covers the
details of various Monte Carlo techniques, including sample generation and variance
reduction.

The basic Monte Carlo approach works as follows: Let n be the number of samples.
For i = 1,...,n, choose a random sample for every input variable and evaluate the



130 DECISION MAKING UNDER UNCERTAINTY

output variable to get ¥}, the randomly generated sample. Determine the sample mean
Y and the sample variance S” as follows:

=_ZY

From these statistics, the (1 — a) 100 percent conﬁdence interval on the expected value
of the output equals [¥ — a7 Y+ 2007 ] For a 95% confidence interval, use

20,005 = 1.96; for a 90% conﬁdence interval, use 2005 = 1.645.

Example 5.18 For the truss design problem (considered in Examples 5.16 and 5.17),
Colleen generated 5000 samples of # and S000 samples of ¢, all selected from a uni-
form distribution between 7.8 and 8.2 mm. From these samples, she calculated 5000
values for mass and 5000 values for safety of bending. Figures 5.7 and 5.8 display
histograms of these results. For the safety factor in bending, the sample mean was
6.524, and the sample variance was 0.04416. This yielded a 90% confidence interval
of [6.519, 6.528]. For mass, the sample mean was 0.3338 kg, and the sample variance
was 1.197 x 107> kg?. This yielded a 90% confidence interval of [0.3337, 0.3339].

1200
1000 |
800 |
600 1
400

200 -

Number of values (out of 5000) in this bin

0.327 0.329 0.331 0.333 0.335 0.337 0.339 0.341 0.343
Upper bound of bin for mass (kg)

Figure 5.7 A histogram of 5000 values for mass.
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900 1
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200 1

Number of values (out of 5000) in this bin

100 H

o 4
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Upper bound of bin for safety of bending

Figure 5.8 A histogram of 5000 values for safety of bending.

Note that these confidence intervals are close to the means estimated using the method
of moments.

Monte Carlo simulation can be used to explore the how uncertainties about the
attribute values affect the relative desirability of the alternatives. Leber and Herrmann
(2012) presented a Monte Carlo simulation technique for doing this and applied it
to the problem of selecting and deploying the best technology for use in an airport
radiation detection system. Limited experimental testing yielded uncertainty about
the performance of the technology on critical tasks; some of the attributes in the
decision-making model measured this performance. Leber and Herrmann randomly
generated 1000 samples of the uncertain attributes. Each alternative specified particu-
lar technologies and how to deploy them. For each set of samples, they determined the
overall utility of every alternative and identified the best alternative (the one with the
highest overall utility). Then they determined which alternative was the best one most
often. They also compared the distribution of the utility for the top six alternatives
but saw that no alternative stochastically dominated the others in this case. However,
the similarity of the top six alternatives provided guidance to the best technologies to
select.

Monte Carlo simulation can also be used to explore the impact of changes to
the weights in a multiattribute utility function. Dyer et al. (1998) described the
multiattribute utility function used to compare alternatives for disposing of surplus
weapons-grade plutonium. They randomly generated 5000 sets of 37 weights
that were consistent with the ordering of the assessed weights. For each set of
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sample weights, they ranked the alternatives and then determined each alternative’s
distribution of ranks in order to show that the rankings generated using the assessed
weights were robust because the same alternatives had the best ranking.

EXERCISES

5.1.

5.2.

5.3.

5.4.

5.5.

Consider an uncertain event that will occur in the near future: a baseball or foot-
ball game, an election, or the weather. Assess your subjective probability for
the outcomes of that event. Do the same with a colleague, friend, or classmate.
Are your probabilities the same? Why not?

Consider the example in which Joe must choose between two lotteries with
four possible prizes (Example 5.8). Does either lottery stochastically dominate
the other?

Consider the situation in Exercise 2. Suppose that a third lottery is presented to
Joe. In this lottery, the probabilities of winning A, B, C, and D are 20%, 20%,
30%, and 30%, respectively. Do either of the first two lotteries stochastically
dominate this one?

When Advanced RISC Machines (now ARM) was founded in 1990, the micro-
processor engineering firm faced a decision about how to compete with Intel
and other firms in the integrated circuit (chip) business: they could manufacture
and sell the chips that they designed or they could license their designs to chip
manufacturers (Manjoo, 2013). A key uncertainty related to the yield of a new
chip fabrication facility, which would affect the sales and profits. Assume the
following: if ARM licenses their designs, then they will make $400 million.
If they build a facility to manufacture their chips, they will have to invest $1
billion. The facility’s yield is uncertain, which creates uncertainty in their rev-
enue. If the yield remains low, their revenue will be only $100 million. If the
yield is moderate, their revenue will be $1 billion. If the yield is excellent, their
revenue will be $2 billion. The firm estimates that the probability of low yield
equals 0.4, the probability of moderate yield equals 0.5, and the probability of
excellent yield equals 0.1. Draw a decision tree corresponding to this decision.
What is the expected revenue of the two alternatives? What is the best policy?

(This problem is based on one in Benjamin and Cornell, 1970.) Mary is design-
ing a cofferdam to reduce the likelihood of flooding at a borrow pit from which
embankment material was being taken to build a dam in Chihuahua, Mexico.
She considered two different heights for the cofferdam: 3 and 4.5 m. If the cof-
ferdam were 3 m high (which would cost $15,600), then flooding would occur
only if the river’s flow exceeded 200 m?3/s, which had occurred in 43 of the last
45 years. If the cofferdam were 4.5 m high (which would cost $18,600), then
flooding would occur only if the river’s flow exceeded 550 m?/s, which had
occurred in 32 of the last 45 years. The delay caused by flooding would cost
the contractor $30,000. Draw a decision tree that includes the above decision
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5.6.

5.7.

5.8.

and uncertainty. What is the expected total cost of the two alternatives? If Mary
wants to minimize the expected total cost, which alternative should she choose
(how high should the cofferdam be)?

(This problem is based on one presented by Toczek, 2012.) Louis owns 1,000
acres (400 hectares) and must make the following decisions: whether to plant
corn or soybeans, whether to buy crop insurance, and whether to use fertilizer.
(All of these decisions must be made before the upcoming planting season.)
Insuring 1,000 acres of corn costs $35,000; insuring 1,000 acres of soybeans
costs $20,000. Fertilizing 1,000 acres of corn costs $30,000; fertilizing 1,000
acres of soybeans costs $10,000. If Louis plants corn and the crop fails, then he
will lose $190,000; otherwise he will gain $190,000. If Louis plants soybeans
and the crop fails, then he will lose $170,000; otherwise he will gain $170,000.
(These are in addition to the insurance and fertilizer costs.) If Louis uses fertil-
izer but does not buy insurance, then there is a 5% chance that the crop will fail
due to a disaster. If Louis uses fertilizer and buys insurance, then there is no
chance that the crop will fail. If Louis does not use fertilizer and does not buy
insurance, then there is a 15% chance that the crop will fail due to a disaster or
a failure to grow. If Louis does not use fertilizer but buys insurance, then there
is a 10% chance that the crop will fail due to a failure to grow. Draw a decision
tree that represents Louis’s decision situation. What is the best policy? What is
Louis’s expected profit if he follows that policy?

Mary is considering two different designs for a bridge across a river than floods
every year. The amount of the flood varies from year to year. Assume that the
flood amount is either “small,” “moderate,” “large,” or “very large” and that
Mary can estimate the probabilities of such floods. When a flood occurs, the
bridge could fail, but the likelihood depends on the type of flood. Assume that
Mary can estimate, for each bridge design, the probability of the bridge failing
in any of the four types of floods. If the bridge fails, it will be rebuilt. Draw a
decision tree for this decision problem over a 1-year time horizon in which each
branch has two chance nodes: one for the type of flood and the other one for the
bridge failure. Draw another decision tree for the same problem in which each
branch has a single chance node with eight outcomes (flood type and bridge
failure). Finally, draw a third decision tree for the same problem in which each
branch has a single chance node with only two outcomes (the bridge failure). In
this last tree, how should one calculate the probabilities of each branch of the
chance node? (A numerical instance of this problem can be found in Benjamin
and Cornell, 1970.)

(This problem is based on an example described by Hartman (2007), and all
values have been converted to present values. In this problem, we will not con-
sider any uncertainties.) Peabody Energy was considering building a power
plant in Illinois and believed that demand would increase over time. In the first
year, the firm could decide to start construction then, to cancel the project, or
delay another year. If they cancelled, they would not gain or lose anything. If
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they delayed in the first year, then they would face the same decision in the
second year. If they delayed in the second year, then they would face the same
decision in the third year. If they delayed in the third year, then they would
face the same decision in the fourth year, but, in the fourth year, the only two
alternatives were to start construction or to cancel the project. If they started
construction in the first year, the firm would lose $51 million over 20 years. If
they started construction in the second year, the firm would lose $12 million
over 20 years. If they started construction in the third year, the firm would gain
$12 million over 20 years. If they started construction in the fourth year, the firm
would gain $28 million over 20 years. Draw a decision tree that corresponds
to the situation faced by Peabody Energy.

This problem is based on an example described by Hartman (2007). Renesas
Electronics is planning to expand a factory in which it makes flash memory.
The factory can currently make 9,000 wafers per month. The expansion will
increase capacity to 12,000 wafers per month. It can sell everything it makes.
The expansion can start now or be delayed. If it is delayed, the firm can decide
3 months from now whether to start expansion at that point or to wait another 3
months (6 months from now). During the expansion, which will take 3 months,
the factory will still make 9,000 wafers per month. Because the firm origi-
nally planned to start 6 months from now, they will have to pay $2,000,000
extra to start the expansion 3 months early (3 months from now) or $4,000,000
extra to start the expansion 6 months early (now). The profit per wafer in the
next 6 months is uncertain and will not be known until after the decision to
start now or delay is made. If the expansion is delayed (not started now), then
this value will be known before the next decision. The firm estimates that the
probability that profit will be $320 per wafer (for the next six months) equals
60%; the probability that profit will be $310 per wafer (for the next 6 months)
equals 40%. After 6 months, the profit per wafer will be $300. Because the firm
will certainly expand, ignore the cost of expansion. Consider the profit over
the next 12 months (the profit from the wafers sold minus any extra cost for
starting early). Draw a decision tree that corresponds to the situation faced by
Renesas Electronics. Evaluate this tree to determine the optimal policy. What
is the expected profit?

Louis is going skiing. He does not know how many days he will be skiing, but
he will need skis every day. He can rent skis at $40 per day, or he can buy skis
for $200. He can rent skis for a few days and then buy skis; once he buys some
skis, he would not need to rent skis again. Although the number of ski days
is unknown, he wants to minimize the total amount spent on skis (under the
constraint that he will need skis every day that he skis). There are two ways
to model this problem. First, we can model this is as a sequence of decisions:
at the beginning of every day, Louis must decide whether to rent or buy, and
there is uncertainty at the end of every day about whether he will be back the
next day. Second, we can model this as a one-time decision: At the beginning
of the first day, Louis picks a specific day on which he will buy skis if he is still
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5.11.

5.12.

5.13.

5.14.

skiing. (There is still the uncertainty about how many days he will ski.) Draw
decision trees that correspond to these two views of the situation that Louis
faces. Because Louis has no probability distribution for the number of days for
which he will ski, his objective is to minimize the maximum regret. If Louis
will pick a specific day on which to buy skis, which alternative(s) minimize the
maximum regret?

Consider the following game that involves a fair coin (the probability of heads
equals 0.5; the probability of tails equals 0.5). The coin will be flipped; if it is
heads, the player gets $2,000; if it is tails, the coin will be flipped a second time.
If the second flip is heads, the player gets $4,000; if it is tails, the coin will be
flipped again. If the third flip is heads, the player gets $8,000; if it is tails, the
coin will be flipped again. If the fourth flip is heads, the player gets $16,000; if
it is tails, the coin will be flipped again. If the fifth flip is heads, the player gets
$32,000; if it is tails, the game ends, and the player gets nothing. Joe (who is
risk neutral in this situation) is given the opportunity to play this game under
the following conditions: he will pay $3,000 and then win some amount or
nothing based on the coin flips. Draw a decision tree for Joe’s decision; should
he play?

Consider the game that was described in Exercise 5.11. Rose (who is risk averse
in this situation; her risk tolerance is $5,000) is given the opportunity to play
this game under the following conditions: she will pay $3,000 and then win
some amount or nothing based on the coin flips. Should she play? For Rose,
what is the certainty equivalent of playing this game?

Rose is a risk-averse decision-maker and faces a decision involving the oil
rights on a piece of land. A decision analyst helps her determine an appropriate
utility function by asking her to consider what she would do in some hypothet-
ical situations. In the first hypothetical situation, she is given the opportunity
to take the following gamble: there is a 50% chance of a gain of $200,000 and
a 50% chance of a loss of $100,000. In this situation, she would prefer the
gamble to doing nothing. In the second hypothetical situation, she is given the
opportunity to take the following gamble: there is a 50% chance of a gain of
$500,000 and a 50% chance of a loss of $250,000. In this situation, she does
NOT prefer the gamble; she prefers to do nothing. If she will model her utility
with the following exponential utility function U(x) = 1 — ¢~/ then which
of the following values of the risk tolerance R yields a utility function that is
consistent with her preferences: $50,000, $100,000, $400,000, or $800,000?

(This problem is adapted from one in Pratt et al., 1995.) Joe has inherited an
option on a plot of land and must decide whether to drill on the site before the
option expires or abandon the rights. (If he abandons the rights, there is no gain
and no loss.) He is not sure if there is oil or not. Drilling will cost $100,000
whether or not there is oil. If oil is found, then it will generate $450,000 in
revenue. The likelihood of finding depends on the subsurface structure. If the
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subsurface structure is type A, then there is certainly oil. If the subsurface struc-
ture is type B, then the probability of finding oil is only 10%. In that area, the
probability of a type A structure is 80%; the probability of a type B structure
is 20%. Before deciding to drill, Joe can decide to pay $10,000 for a seismic
sounding that will reveal whether the subsurface structure is type A or type B.
He can get the results in time to review them before making the drilling deci-
sion. (However, he does not have to get the seismic sounding.) Draw a decision
tree that includes the above decisions and uncertainties. Use it to find the opti-
mal policy. In this situation, Joe is risk neutral.

Suppose Rose has inherited the option described in Exercise 5.14. Use the
appropriate risk tolerance value from Exercise 5.13 to determine what Rose
should do.

Show that R = 1.039 M is the appropriate risk tolerance such that 0.5(U(M) +
U(-M N/ 2)) = 0 (as discussed in Section 5.8). (Hint: make the substitution of

a = e2k and solve for a and then R.)

Consider the four truss designs described in Example 5.15. For each design
and both safety factors, determine the smallest and largest values of each safety
factor across the range of the error. How does the range of the safety factors
vary? Which design has the least range of the safety factors?

Consider again the ARM example (Exercise 5.4). Assume that the probability
of low yield is 0.4, but the probabilities for moderate yield and excellent yield
are uncertain. For what range of these probabilities does the manufacturing
alternative have a greater expected revenue than the licensing alternative?

For each of the following statements about ways to propagate uncertainty, state
whether it best describes (1) the method of moments or (2) Monte Carlo sim-
ulation:

(a) Can be used with any type of model
(b) Requires a model that can be differentiated
(¢) Can require significant computational effort

(d) Is based on the Taylor series expansion of the model.

This exercise is based on one in Hartman (2007). A pharmaceutical company
needs to use a supercomputer to run simulation models as part of its research
on cures for AIDS, cancer, and other diseases. The firm expects to perform
thousands of simulation runs per year for the next 3 years. The firm can pur-
chase a supercomputer for $2.5 million; the annual operating and maintenance
costs are $200,000 per year, and the supercomputer can perform 15,000 runs
per year. For every simulation run above 15,000 in a year, the operating costs
rise $1,000 per year to cover the needed overtime. A second alternative is
to outsource the simulation runs to an IT firm that offers supercomputing
services on demand. They will charge the pharmaceutical company $400 per
simulation run. Consider a 3-year time horizon, and assume that the number of
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5.21.

5.22.
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runs per year is the same every year. The firm is not sure how many simulation
runs they will need to perform each year. What is the range of total cost if the
number of simulation runs varies from 10,000 to 20,000 runs per year? For
what range of activity (number of simulation runs per year) is purchasing a
supercomputer the lowest cost alternative?

Consider the supercomputer example from Exercise 5.20. The firm is not sure
about some of the relevant costs. The following probability distributions reflect
their beliefs about the uncertain costs: the annual operating and maintenance
costs are uniformly distributed on the range [$150,000, $250,000]; the addi-
tional operating costs for simulation runs above 15,000 per year are uniformly
distributed on the range [$500, $1500] (per run per year). Use the method of
moments to estimate the mean and variance of the costs if the firm purchases
the supercomputer and they perform 20,000 runs per year. Use Monte Carlo
sampling to estimate the distribution of costs if the firm purchases the super-
computer and they perform 20,000 runs per year.

Consider the analysis of a thermocouple that will be used to measure the tem-
perature of a gas stream (Ghosh and Olewnik, 2013). The time #j o9 that it
will take the thermocouple to reach 0.99 of the gas stream temperature, under
certain conditions, depends on the junction density p, the thermocouple diam-
eter D, the specific heat capacity ¢, the convection coefficient 4, the initial
temperature 7}, and the gas temperature 7, as follows:

pDC Tl
thoo = — In | 100 — 100— | .
0.99 h n( T )

oo

All six inputs are uncertain, so there is uncertainty about the value of the
time 7, 99. Suppose that the uncertainties about all six inputs are modeled
as normally distributed random quantities in which the standard devia-
tion equals 4% of the mean. At their mean values, p = 8400 kg/m3, D =
0.0007 m, ¢ =400J/kgK, h =200 W/m?K, T; = 300 K, andT,, = 470 K.
Use Monte Carlo sampling to determine a 95% confidence interval on the
mean of 7 g9.

The reliability of a system of systems depends on the reliability of the
systems that make up the whole system of systems. Consider, for example,
a missile defence system that will, when fielded, include 3 control stations,
5 radar systems, and 12 launcher systems (Tamburello, 2013). The system is
considered operational if at least 2 of the 3 control stations, 3 of the 5 radar
systems, and 9 of the 12 launcher systems are operational. The key reliability
measure is the reliability at the end of a 24-hour mission. Let R, be the
reliability of a control station. Let R, be the reliability of a radar system. Let
R, be the reliability of a launcher system. Let Rggg be the reliability of the
entire missile defence system. This can be calculated as follows:

3

_ 3! i 3-i
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Suppose that there is uncertainty about these systems’ reliability, and that
this uncertainty is modeled as follows: R has a beta distribution with & =9
and f = 1. R, has a beta distribution with @ =99 and f = 1. R;; has a beta
distribution with @ = 48 and f = 2. Use Monte Carlo sampling to generate
5000 samples for Rgng. What type of distribution do the sample values for
Rgos form? What is the estimated likelihood that Rgng will be at least 0.987

5.24. Consider the decision of whether to use an LED for a diagnostic device
(Example 5.6). The analysis with multiple objectives required Joe to assess a
multiattribute utility function. In particular, Joe had to state the utility of a cost
of $11,000 and the utility of a delay of 2 months. For what values of these two
utilities (which must be between 0 and 1) is the expected utility of using the
LED greater than the utility of using the flash lamp? (Assume that the weights
on the attributes’ utilities remain 0.75 and 0.25.)
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GAME THEORY

Learning Objectives:

After studying this chapter, the reader will be able to do the following:

1. Analyze a two-player simultaneous, zero-sum game (Section 6.2).

2. Find each player’s optimal mixed strategy (Section 6.3).

3. Formulate a resource allocation game as a two-player simultaneous, zero-sum
game (Section 6.5).

4. Analyze a two-player, simultaneous, mixed-motive game and find dominated
strategies and equilibrium points (Section 6.6).

5. Analyze a two-player Stackelberg game and find the each player’s optimal
strategy (Section 6.8).

When we consider games, we often think of activities such as chess or tic tac
toe (noughts and crosses), where the players alternate their moves. Such games are
relatively easy to analyze (unless the state space gets too large, as it does in chess),
because, when a player needs to decide which move to make, they know everything
that has happened and everything that could happen in the future.

Engineering Decision Making and Risk Management, First Edition. Jeffrey W. Herrmann.
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In simultaneous games such as rock-paper-scissors, however, neither player is sure
what the other one will do, but they have to act simultaneously. In the traditional case,
each player knows what the other could do, and both players know the payoff matrix,
which describes the reward (or penalty) that each player will receive (pay) given their
joint decisions.

Games occur in engineering as well. For instance, engineering firms often submit
bids for projects that are being funded by government agencies. Each bidder must
submit documents that thoroughly describe the system that the firm will design and
build, its performance and reliability, the purchase and operating costs to the govern-
ment, and many other details. In such cases, the winning bid is not necessarily the
one with the lowest cost because multiple attributes are used to select a supplier. For
example, the original process for awarding the USAir Force KC-X tanker contract
considered mission capability, proposal risk, and past performance factors as well
as cost/price and Integrated Fleet Aerial Refueling Assessment (GAO, 2008). There
are multiple players in this situation, including the other firms that could submit bids
and the government agency that will select a contractor. A firm that is considering
submitting a bid has to consider the potential actions of these other actors, and these
other actors make the situation a game.

When a manufacturing firm is designing a family of related products using a prod-
uct platform, their competition is doing the same. Both firms are trying to maximize
their sales in markets of fixed size, so the first firm’s sales are affected by not only
their products (designed as part of the platform) but also their competitor’s products.
In this simultaneous game, one can find the dominant strategy for the second firm,
which helps the first firm determine how to design their product platform (Karimian
and Herrmann, 2009).

Another example of a simultaneous game was presented by Gaver et al. (2009),
who considered a counterterrorism agent who is searching for a terrorist in a crowd of
neutral individuals. The counterterrorism agent must decide how much time to spend
investigating each individual encountered. Spending too little time investigating will
result in many mistakes, which waste time, but spending too much time investigating
reduces the rate at which individuals are investigated. Both cases increase the total
time needed to intercept and neutralize the terrorist. Meanwhile, the terrorist is look-
ing for a vulnerable target whose value is greater than a threshold, but the terrorist
must select the threshold. Although the terrorist wants to attack a high-value target,
if threshold is too high, finding such a target will take too long, which increases the
time during which the agent could intercept the terrorist. A game-theoretic model was
used to identify the optimal investigation time.

In general, analyzing the risk due to an intelligent adversary requires using game
theory. Game theory can improve our understanding of “the nature of the key deci-
sions that intelligent attackers and defenders must make” and emphasizes that “vul-
nerability and consequence are usually functions of the allocation decisions made
by the players, not exogenous numbers or random variables” (Cox, 2009). Cox also
provided some examples illustrating the use of game theory in risk analysis.
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In the domain of engineering design, when more than one engineer is designing
a system and more than one design objective exists, game theoretical methods may
be useful for helping the design team resolve conflicts and find “optimal” solutions
(Vincent, 1983).

For example, a passenger aircraft design problem can be modeled as a two-player
game (Lewis and Mistree, 1998). The first player (aerodynamics) is responsible for
the wing and fuselage lift characteristics (such as climb gradients, aspect ratio, and
take-off field) and can set (within given bounds) the wing area, the wing span, and the
fuselage length. The second player (weight) is responsible for setting the thrust and
take-off weight through a fuel balance. Each player needs some information from the
other.

Three protocols can be considered (Honda et al., 2012): (1) in a completely coop-
erative protocol, the two designers (players) share all of their information, which
allows them to work together to find the best possible performance of the entire sys-
tem; (2) in a noncooperative protocol, neither designer (player) shares any informa-
tion, and each must decide separately and simultaneously; and (3) in a leader/follower
protocol (a Stackelberg game), one designer (player) makes a decision and transmits
that design to the other designer (player), who then decides.

The noncooperative protocol leads to the worst solutions for the passenger air-
craft example, whereas the cooperative protocol leads to the best solutions (Lewis and
Mistree, 1998). Unfortunately, the completely cooperative protocol may be difficult
to achieve in practice, especially when the members of a design team are distributed
at multiple locations. Thus, good sequential processes are needed. Chapter 7 of this
textbook discusses such processes, which separate the design problem into subprob-
lems.

Game theory is a well-studied area that focuses on multiple decision-makers
who decide independently. The actions of the other decision-makers are (usually)
unknown. This type of uncertainty is known as strategic uncertainty (Golany et al.,
2009). Game theory can be used to determine how players should behave in order
to achieve certain ends under certain conditions. It does not, however, describe how
humans actually behave in these situations. For an introduction to how they perform
and evidence of how quickly they learn to make better choices, see, for example,
Camerer (2003).

The results in game theory describe what players should do if they want the optimal
guaranteed payoff. Neither player tries to predict what the other one will do (the most
likely choice); each considers only what the other could do (the range of options).
Thus, a reasonable goal is to consider the worst that could happen if a particular
alternative is selected, and then select the alternative that has the “best” (least bad)
worst-case outcome.

Some classic references in game theory are Nash (1951), von Neumann and
Morgenstern (1953), and Luce and Raiffa (1957). Raiffa (2007) placed game theory
in the context of negotiations, and the collection by Bier and Azaiez (2009) presented
applications of game theory to analyzing security threats. Concepts from cooperative
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game theory have been used to develop an algorithm to solve multiobjective design
optimization problems (Freiheit and Rao, 1991).

6.1 GAME THEORY BASICS

The gains (or losses) of the decision-makers are determined by their joint decision.
In general, the term “payoff” is used to describe a decision-maker’s gain (or loss),
and the term “player” is used to refer to a decision-maker. In some cases, the amount
that one player gains equals the amount that the other loses; such a situation is called
a zero-sum game. In a mixed-motive game, however, the payoffs to the players are
more general. There may be results in which both players gain and others in which
they both lose.

A game in normal form is a set of n players, n sets of strategies (one set for each
player), and n payoff functions (one for each player). Player i will receive a payoff of
M,(sy, ... ,s,) if players 1 to n choose strategies s, to s,,.

In a two-player game, a strategy pair (s, 53) is an equilibrium point if M, (s}, s3) =
M, (s, s3) for any strategy s, available to player 1 and M, (s7, s3) > M, (s7, s,) for any
strategy s, available to player 2. That is, a strategy pair is an equilibrium point if
neither player can gain by switching to another strategy while the other keeps the
same strategy.

Games with equilibrium points may have multiple such points, but not all games
have equilibrium points. If a game has no equilibrium point, then both players should
be indifferent to their strategies, but using a mixed strategy can increase the expected
payoff. A mixed strategy is a probability distribution over the set of pure strategies.
A player that chooses a mixed strategy determines the probability distribution, which
is then used to select a pure strategy at random.

It is common, in two-player games, to show the payoffs as a matrix. Each row
corresponds to a strategy for player 1, and each column corresponds to a strategy for
player 2, and each cell shows the payoffs to the players if they choose those particular
strategies. Note, however, that such a matrix does not completely specify the game
because it does not describe who moves first or whether the moves are simultaneous.
This additional information is important for analyzing the game. (It will be convenient
to discuss two-player games under the assumption that Player 1 is female and that
Player 2 is male.)

6.2 ZERO-SUM GAMES

In a zero-sum game, the payoff functions sum to a constant, as in the case in which
one player must pay the other an amount that depends on their choices and in the case
in which there is a single resource that will be allocated to the players. If some players
receive more, some must receive less. All of the players are trying to maximize their
payoff. In a two-player, zero-sum game, the payoff functions satisfy the following
constraint: M, (s, 5,) + M,(s;,s,) = 0.
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A zero-sum game is strictly competitive because it always satisfies the following
property: if player 1 prefers payoff M,(s,.Sy,) to payoff M,(s,., s,4), then player
2 prefers M,(sy,, S24) to My(s1,, S2p). and, if the player 1 is indifferent between her
payoffs, then player 2 is indifferent between his payoffs. In other words, there is no
“win—win”’ outcome.

If, when considering the uncertainty about what player 2 will do, player 1 is risk
averse, then she may want to optimize the worst-case scenario. To perform this,
it will be useful to determine, for each and every strategy s, the value M7 (s;) =
n}in{M 1(s1,5,)} and then choose the strategy that maximizes M’lk(sl). By doing this,

player 1 guarantees that her payoff will be at least M| (s;). Player 2 can perform the
same type of analysis.

Example 6.1 Consider the following two-player, simultaneous zero-sum game pre-
sented in Luce and Raiffa (1957). Each player has two possible strategies. The payoffs
for player 1 are the following values:

M(s11,80) =3 M(s11,50) =1
M(s12,81) =2 M (s12,55) = 4.

For player 2, M5(sy,s,) = —M,(sy,s,). If player 1 is risk averse, she will determine
that M7 (s;;) = min{3, 1} = 1 and M} (s},) = min{2,4} = 2 and then choose strategy
12, which guarantees that she will gain at least 2. If player 2 is also risk averse, he will
determine that M3 (s,;) = min{-3, -2} = =3 and M7 (s,,) = min{-1, -4} = —4 and
then choose strategy s,;, which guarantees that he will lose at most 3. Thus, player 1
gains 2 and player 2 loses 2.

6.3 OPTIMAL MIXED STRATEGIES FOR ZERO-SUM GAMES

If both players are risk neutral, then they may consider mixed strategies. A mixed
strategy is a discrete probability distribution over the possible strategies. For example,
in the game mentioned in the last section, player 1 may decide to roll a six-sided die
and choose strategy 1 if and only if she rolls a six (and choose strategy 2, other-
wise). Although both players get to choose a probability distribution, they do not
know which strategy will be played because that is the result of a random process.

If player 1 has a set of strategies {s, ... ,s; q}, then she chooses a probability
distribution (pyy, ... ,p; q). For instance, in the last example, player 1 could choose
Py = é and p, = %. Likewise, player 2 has a set of strategies {s,;, ... , 5.}, and he
chooses a probability distribution (py;, ... ,ps,)-

The use of mixed strategies creates a new zero-sum game in which the two players
choose their mixed strategies (instead of pure strategies). Of course, a player can force
the choice of a single pure strategy by setting the corresponding probability to 1 and
the probability of any other pure strategy to 0. In this game, the payoff to player
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1 is the expected value 37 | ¥, py; pyM,(sy;, 55). Then, player 1 wants to find a

probability distribution (py;, ... , p;,) that maximizes her minimum expected payoff:
max v
q
s.t. z 1M (15, 80) ] =1,

i=1

3=
i=1
Player 2 has a similar problem, but he wants to find a probability distribution

(21> --- »Po,) that minimizes player 1’s expected payoff (which is the same as
maximizing his expected payoff):

min v

r
S.t. VZZPZ_]MI(SII’SZJ)izl’ i
=1

2172]' =1
j=1

Both problems are simple linear programming problems. The mixed strategy pair in
which both players adopt their optimal mixed strategy is an equilibrium point; neither
player can perform better by changing to a different strategy. The minimax theorem
discussed in the next section guarantees that the optimal values for these two problems
are equal.

Example 6.2 Consider again the two-player game from Example 6.1. The problem
for Player 1 can be formulated as follows:

max v
st.  v<3p+2pps.
V< ppy +App.
piutpp=1L
The optimal mixed strategy for player 1 is (0.5, 0.5). The probability that she

chooses s;; is 0.5, and the probability that she chooses s, is 0.5. Her expected pay-
off is 2.5 no matter what player 2 does. Likewise, the problem for Player 2 can be
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formulated as follows:

min v
S.t. v Z 3[721 +p22.
V2> 2p21 + 4p22.

Do+ ppn =1

The optimal mixed strategy for player 2 is (0.75, 0.25). The probability that he
chooses s,; is 0.75, and the probability that he chooses s,, is 0.25. His expected
payoff is —2.5 no matter what player 1 does.

6.4 THE MINIMAX THEOREM

The minimax theorem (von Neumann, 1928, 1959) is an important result in game
theory. Let p, and p, be the probability distributions for players 1 and 2, respectively.
Then, the minimax theorem states that

q q

r r
max rr_ﬁnz ZpliPZle(sli’s2j) = rginnlaxz ZpliPZle(sli’SZj)'
Py P2 oy j=1 2o 4 W j=1

That is, for any two-player, simultaneous zero-sum game in which each player has a
finite set of strategies, there is a value v, a mixed strategy for player 1 that guarantees
her an expected payoff of v and a mixed strategy for player 2 that guarantees him an
expected payoff of —v. The quantity v is known as the game’s value.

Example 6.1 is a two-player, simultaneous zero-sum game in which each player
has a finite set of strategies. As shown in Example 6.2., if player 1 adopts her opti-
mal mixed strategy, her expected payoff is 2.5. If player 2 adopts his optimal mixed
strategy, player 1’s expected payoff is 2.5 (and player 2’s expected payoff is —2.5).
The value of the game is 2.5.

6.5 RESOURCE ALLOCATION GAMES

An interesting class of two-player zero-sum games arises when both players have a
finite set of resources that must be allocated to different tasks. Such a problem can
occur when a military commander must allocate units to different objectives (cities,
bridges, or other targets) at the same time that the other side is doing the same thing.
For each objective, the army that has more units there will win that objective. The
goal is to win more objectives than the opponent.

A manufacturing firm that must devote resources to developing multiple product
families for different market segments has a similar problem. The firm’s competitors
are doing the same thing, and they will all compete in the marketplace. Spending
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more resources on product development should lead to a better selling product in
each market segment, but the limit on resources requires tradeoffs to be made.

The Colonel Blotto game is one version of this game. Each of two players has a
finite number of discrete units that must be allocated to a number of objectives, and
each player assigns a specific number of units to each objective. They perform this
simultaneously. After making their allocations, they determine who won each objec-
tive (if the players allocated the same number of units to an objective, neither wins
it). The player who wins more objectives wins the game. If the two players win the
same number of objectives, the game is a draw. (Various versions exist; in some, the
sequence of allocations does not matter because the allocations will be sorted first.)

The number of pure strategies for each player is finite (although possibly huge: if
a player has 100 units to allocate to 10 objectives and the sequence matters, there are
approximately 4 trillion possibilities). In general, no pure strategy dominates every
other one, and winning is intransitive (i.e., there are strategies A, B, and C such that
strategy A beats B, B beats C, and C beats A). Of course, some strategies may be
dominated and should not be played.

If the winner must pay the loser a certain amount (with no payment in a draw),
then the game is a zero-sum game, and there must be an optimal mixed strategy that
maximizes the expected payment. The number of pure strategies makes finding this
strategy difficult, however.

An example with 107 players competing against each other (in a pairwise manner)
in a version with 100 units and 10 objectives was described by Partington (2012). The
best pure strategy used was (17, 3, 17, 3, 17, 3, 17, 3, 17, 3), which beat 64 players,
lost to 9 others, and drew with the remaining 33.

6.6 MIXED MOTIVE GAMES

Games without the zero-sum property are known as mixed-motive games. A zero-sum
game is used to model a situation in which all of the players want the same object,
which must be divided among them. A mixed-motive game is used to model a situ-
ation in which the players want different objects (the “mixed motives”). Some out-
comes may be desirable for many or all of the players; some may undesirable for
many or all of the players. In mixed-motive games, there can be “win—-win” out-
comes (there can also be “nobody wins” scenarios). The military strategy of mutual
assured destruction guarantees the attacker that the defender’s response would be suf-
ficiently quick and powerful to destroy the attacker even if the attacker also destroys
the defender. The “game” of nuclear war is certainly a not a zero-sum game.

The prisoner’s dilemma (discussed later) is a famous type of mixed-motive game.
(Each prisoner selfishly wants his own freedom and does not care about the other.)
Manufacturing companies are often engaged in mixed-motive games with their com-
petition. For instance, consider the situation that CamelBak and Nalgene, leading
manufacturers of reusable water bottles, faced in 2008 when consumers began wor-
rying about the presence of bisphenol A (BPA) in their polycarbonate water bottles
(Kraft and Raz, 2014). Both firms (and other firms making similar products) had to
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choose independently whether to replace the polycarbonate with a BPA-free plastic.
Each firm would have to invest money to modify their products and processes, but
using the BPA-free plastic could provide a marketing advantage (relative to firms that
did not use it). Moreover, failing to replace the polycarbonate would reduce sales for
both firms as consumers avoided the product altogether. This is not a zero-sum game,
for each firms had costs that had no impact on the other one, and the market is fluid:
losing one customer did not necessarily mean that the other firm gained a customer.
That is, both firms could lose sales (if consumers avoided reusable water bottles), or
both firms could gain sales (if consumers were reassured that reusable water bottles
were safe). Ultimately, both firms developed water bottles using the BPA-free plastic.

This section will consider a series of simple mixed-motive two-player games with
examples based roughly on those in Raiffa (2007). In these games, each player has a
set of two alternatives (strategies) and must choose exactly one of them. Both players
have perfect information about their own choices and payoffs and the other player’s.
That is, they both know the same thing. The players must choose simultaneously, and
there are no discussions and no agreements ahead of time. Thus, these are noncoop-
erative games.

In our example, we will let the players be known as Joe and Rose. Joe can choose
Left or Right, and Rose can choose Up or Down. (These are generic names that corre-
spond to the payoff matrix.) The consequences are shown in the payoff matrix. Each
entry shows the payoffs for Rose and Joe in that order. Thus, in Game 1 (Figure 6.1),
the entry (126, 77) in the cell Down-Left means that, if Rose chooses Down and Joe
chooses Left, then Rose gets a reward (payoff) of 126 and Joe gets 77. (Although
expressed in abstract units, the payoffs might be dollars or points or credits of some
kind.)

Game 1 (Figure 6.1) is an example of indeterminancy. No fixed strategy is better
than another. If Rose thinks that Joe will choose Left, then she will choose
Down (because her payoff is greater for Down than for Up). Joe, of course,
realizes this and therefore chooses Right (because his payoff is greater) under
the assumption that Rose will choose Down. Rose figures this out and thus
will choose Up, because, if Joe chooses Right, then her payoff is greater. Joe
sees this as well and realizes that, if Rose chooses Up, he should choose Left.
Because there is no end to this chain of reasoning, neither player can determine
what to do.

Game 2 (Figure 6.2) is an example of dominance (cf. Section 2.5 in Chapter
2). For Rose, choosing Down is better than choosing Up no matter what Joe
chooses. For Joe, choosing Left is better than choosing Right no matter what
Rose chooses. For Rose, Down dominates Up. For Joe, Left dominates Right.
Therefore, Rose chooses Down, and Joe chooses Left, and the payoffs are 126
to Rose and 77 to Joe.

Game 3 (Figure 6.3) is an example of iterated dominance. For Joe, choosing Right
is better no matter what Rose chooses. That is, Right dominates Left. For Rose,
neither Down nor Up dominates, but Rose knows that Right dominates Left
and that Joe will certainly choose Right. In that case, Rose will choose Up, and
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Joe
Rose Left Right

Up | (46,55) | (100, 10)

Down | (126, 77) | (55, 97)

Figure 6.1 A two-player game with indeterminancy.

Joe
Rose Left Right

Up | 46,55) | (27,10)

Down | (126,77) | (55, 42)

Figure 6.2 A two-player game with dominance.

Joe
Rose Left Right

Up (46, 5) (27, 10)

Down | (126,27) | (25, 42)

Figure 6.3 A two-player game with iterated dominance.

the payoffs are 27 to Rose and 10 to Joe. The joint choice (Up, Right) is in
equilibrium because neither player has any motivation to change as long as the
other stays put.

Game 4 (Figure 6.4) is an example of an equilibrium without dominance. For Joe,
neither Left nor Right dominates. For Rose, neither Down nor Up dominates.
If Rose believes that Joe will choose Left, then she will choose Down, and if
Joe believes that Rose will choose Down, then he will choose Left. Neither
player has an incentive to change from that joint choice. (Down, Left) is an
equilibrium point. Likewise, (Up, Right) is an equilibrium point. Both players
can determine these equilibrium points, and both realize that the payoffs for
both Joe and Rose in (Down, Left) are better than those in (Up, Right). Thus,
Rose will choose Down and Joe will choose Left.

Game 5 (Figure 6.5) is an example of a social trap, in which self-interested behav-
ior leads to a suboptimal outcome. For Joe, Right dominates Left. For Rose,
Down dominates Up. Joe will choose Right, and Rose will choose Down, and
the payoffs are 12 for Rose and 11 for Joe. Both players would have done better
with the joint choice (Up, Left), where Rose gains 46 and Joe gains 55.



BIDDING 151

Joe
Rose Left Right

Up | (46,25) | (97,67)

Down | (126, 77) | (25, 42)

Figure 6.4 A two-player game with two equilibrium points.

Joe
Rose Left Right

Up | (46,55) | (8,67)

Down | (126,7) | (12, 11)

Figure 6.5 A two-player game with a social trap.

The famous prisoner’s dilemma is also an example of a social trap. Both prisoners
are given incentives to confess to reduce their time in prison, so they both perform,
although they would both get shorter sentences if neither confessed.

In order to represent this type of game more precisely, let M,(s;, s,) be the pay-
off to Player 1 and M,(s;, s,) be the payoff to Player 2 if Player 1 chooses strategy
s, and Player 2 chooses strategy s,. Then, for Player 1, strategy s; dominates strat-
egy by if M (s, s,) > M (b, s,) for all possible Player 2 strategies s,. For Player 2,
strategy s, dominates strategy b, if M, (s, s,) > M,(s;, b,) for all possible Player 1
strategies s;.

6.7 BIDDING

When multiple engineering firms submit bids for a project, they are participating in a
multiple-player, simultaneous game. In general, analyzing such situations using game
theory can be difficult due to the number of players, the rules of the bidding process,
and the lack of information about the other players’ situations.

A Vickrey auction, a type of second-price auction, however, is a special case that
has a simple solution. In this auction, there are two or more players who want to buy
an item. According to the rules of the auction, the players must submit sealed bids;
in effect, their bids are submitted simultaneously. Each bid is a price for the item.
The bids will then be revealed, and the item will be sold to the highest bidder, but the
price will be the second-highest price.

Suppose Rose is a player (bidder). The item has a value v for Rose. If she wins
the auction and pays a price p, then her gain (or loss) is v — p. If she does not win
the auction, then she neither gains nor loses. Rose’s dominant strategy is to bid v (the
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proof is left as an exercise). She has no incentive to bid anything besides the value that
the item has for her. Because every other player has the same incentive, each player’s
bid should equal the value that the item has for him. Thus, in a second-price auction,
every player reveals their private information (the values that the item has for them),
and the player with the highest value will win the auction but pay a lower price. No
player has any incentive to change, so this is an equilibrium point.

6.8 STACKELBERG GAMES

Unlike simultaneous games, a Stackelberg game with two players has two stages:
in the first stage, the first player moves (selects an action). Then, after observing
the first player’s action, the second player moves. Such games are also known as
leader-follower games and attacker-defender games. (The name reflects the work of
Heinrich von Stackelberg, a German economist, on this topic.)

A Stackelberg game occurs sometimes in the late innings of a baseball game: the
manager of the team in the field must decide whether to take out one pitcher and bring
in a relief pitcher (who may have a better chance of retiring the player who will be
batting next). However, the manager of the team batting has the option to insert a
pinch hitter if a relief pitcher is used. The first manager can and should consider the
second manager’s reaction to his decision when considering what to do.

Stackelberg games have been used to model two-person design teams in which
one designer decides what one part of the design will be and then a second designer
decides what a second part will be (Lewis and Mistree, 1998; Honda et al., 2012).
Stackelberg games have been used to model security problems in which the
defender first decides which assets to defend and then the attacker, after observing
the defender’s actions, decides which assets to attack (cf. Tambe, 2012). Mixed
strategies are often effective solutions because, although the attacker knows the
probability distribution, he does not know which asset will be defended when the
attack occurs.

The analysis of such games, in general, is straightforward for both players if Player
1 is concerned with only optimizing her payoff and Player 2 is concerned with only
optimizing his payoff. Player 2 chooses the action that is best for him after observing
Player 1’s action. For any action that Player 1 can choose, Player 2 has a best response.
For each possible action, Player 1 must determine Player 2’s best response and use
her own payoff as her evaluation of his action. Knowing what Player 2 will do reduces
the strategic uncertainty that exists in a simultaneous game.

If Player 2 has multiple responses that are all optimal for him for a given action
by Player 1, then Player 1 will still have some uncertainty about Player 2’s actions.
Player 1 could consider the worst case of these responses and decide to choose the
one that has the best worst-case.

Example 6.3 This example is based on a problem written by Toczek (2011). A dice
game has four six-sided dice with different numbers on each face. Die A has the fol-
lowing six numbers: 1-1-1-1-7-7. Die B has the following six numbers: 4-4-4-4-4-4.



EXERCISES 153

TABLE 6.1 Probability that Joe Wins if He Chooses First.

Joe’s Pick Rose = A Rose =B Rose =C Rose =D
A 1/3 1/3 1/3

B 2/3 2/3 172

C 2/3 1/3 1/3
D 2/3 172 2/3

Die C has the following six numbers: 2-2-2-2-6-6. Die D has the following six num-
bers: 3-3-3-5-5-5.

Joe and Rose will play a game in which Joe chooses one of the four dice, then
Rose chooses a different die, and then they roll the selected dice. The player with the
higher number wins. Table 6.1 shows the possible combinations of moves and the
probability that Joe will win for each combination.

Joe wants to maximize his probability of winning, and Rose wants to minimize
this (this is a zero-sum game). If Joe picks die A, then his probability of winning
equals 1/3 no matter which die Rose chooses. If Joe picks die B, then his probability
of winning equals 2/3 if Rose chooses A or C and 1/2 if Rose chooses D. For Joe,
therefore, die B is better than die A because Rose’s best response to die B (which is
to choose die D) gives him a higher probability of winning (1/2) than he would have
if chose die A. For Joe, die B is also better than die C, but it is equivalent to die D
(if he chooses die D, Rose will choose die B, and each one’s probability of winning
equals 1/2). The complete game is shown in Table 6.1.

Joe’s optimal choice is to pick die B or die D, and Rose’s best response is to choose
the other.

EXERCISES

6.1. In 2013, the US State Department was considering whether to issue a permit
for the Keystone XL pipeline, which would carry oil from northern Alberta to
the Gulf of Mexico (Mufson, 2013). The environmental impacts of oil spills,
which are an important concern, are affected by how oil producers react to the
decision: if the permit is denied, they can continue shipping oil by railroad. Oil
spills are possible in both modes of transportation (pipeline and railroad). Treat
the permitting decision as a two-player game. What type of game is it? Who
are the players? What are their strategies?

6.2. Consider a manufacturing firm that is deciding whether to bid on a contract
to build a light rail line. The firm knows that multiple competitors are also
thinking about submitting a bid. Assume that the firm with the lowest bid will
get the contract. Is this a zero-sum game or a mixed-motive game?

6.3. The market entry game models the situation in which many different firms are
independently deciding whether to enter into a new market; in some cases, too
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6.4.

6.5.

6.6.
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many of them enter a market, which then becomes worthless, which happened,
for example, in 2002 when too many firms decided to build fiber optic commu-
nications networks (Camerer, 2003). Consider this zero-sum example. There
are 10 firms competing in a market. Each firm must independently and simul-
taneously decide whether to switch to a new technology. Let m be the number
of firms that switch. Any firm that does not switch will lose m x $20,000,000.
Any firm that does switch will gain (10 — m) x $20,000,000. First, show that
this is a zero-sum game. Model this as a two-player game in which the first
player is one firm, and the second “player” represents the combined decisions
of the other nine players. Does one pure strategy dominate the other? Because
the game is symmetric, all of the firms are in the same position. What will the
firms do?

Consider the second-price auction described in Section 6.7. Suppose that the
item has a value v for Rose. Show that submitting a bid in which the price
equals that value is a dominant strategy for her. (Hint: consider a two-player
game in which Rose is one player and the second player is the highest bidder of
the other bidders; consider strategy sets that have a range of discrete bid prices
from slightly below v to slightly above v; and ignore the payoffs to the other
players. Then generalize from this.)

Rose and Joe agree to play the following zero-sum game. Each must choose
Rock or Paper or Scissors. They will choose simultaneously and then reveal
their choices. Based on their choices, either Joe will pay Rose some amount
or Rose will pay Joe some amount. Rose’s payoffs are given in Table 6.2. A
positive value is the amount paid from Joe to Rose; a negative amount repre-
sents a payment from Rose to Joe. (i.e., a payoff of 2 means that Joe will pay
Rose $2; a payoff of —3 means that Rose will pay Joe $3.) Both players want
to maximize their expected gain (and minimize their expected loss). What is
the optimal mixed strategy for Rose? What is Rose’s expected gain? What is
the optimal mixed strategy for Joe? What is Joe’s expected gain?

(This exercise is based on an example in Cox, 2009.) A defender has two
locations (A and B) and can defend only one of them at a time. An attacker will
attack exactly one of the two locations. Simultaneously, the defender decides
which to defend and the attacker decides which to attack. The cost to the
defender depends on which is defended and which is attacked. The defender

TABLE 6.2 Payoff Table for the Game in Exercise 6.5.

Rose’s Pick Joe: Rock Joe: Paper Joe: Scissors
Rock 2 -3 4
Paper -4 6 7
Scissors -5 -4 1

All payofts in dollars.
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6.7.

6.8.

6.9.

wishes to minimize the cost, whereas the attacker wishes to maximize the
cost. If location A is defended and attacked, the cost is 10 units. If location
A is defended, but location B is attacked, the cost is 110 units. If location B
is defended and attacked, the cost is 20 units. If location B is defended, but
location A is attacked, the cost is 80 units. What is the defender’s optimal
mixed strategy? What is the attacker’s optimal mixed strategy? What is the
expected cost?

In the game of rugby (rugby union), a team with the ball but close to their own
score line will kick the ball away, and that team (the kicking team) may choose
a box kick by the scrum half or a clearance kick by the fly half. The defend-
ing team will try to prevent the kick by rushing the scrum half or the fly half.
The probability of a successful kick depends on which half attempts the kick
and whom the defending team rushes, as shown in Figure 6.6 (the estimates
are from Knight, 2011). Note that the kicking team’s choice and the defending
team’s choice are made simultaneously. The kicking team wants to maximize
the probability of a successful kick, while the defending team wants to mini-
mize the probability of a successful kick. What is the optimal mixed strategy
for the kicking team? What is the optimal mixed strategy for the defending
team? What is expected probability of a successful kick?

Consider an instance of the Colonel Blotto game in which each player has to
allocate three units to three objectives. There are 10 pure strategies. (Recall that
units cannot be divided.) Identify the dominated pure strategies. Find the pure
strategy that has the best worst-case payoff. Is there a mixed strategy that can
perform better than this pure strategy?

Consider the following pressure vessel design example (adapted from Lewis
and Mistree, 1998). There are three design variables: the radius R, the length L,
and the thickness 7 (all in inches). The vessel is a hollow cylinder with hollow
hemispherical ends. The vessel wall thickness is 7 inches everywhere. The
material density is p = 0.283 pounds per cubic inch (7.77 g/cm?). The weight
W can be determined as follows:

W= pr (%‘(R+T)3 - §R3 + LR+ T) —LRZ).

Defenders rush
Scrum half  Fly half

Box kick 0.2 0.8

Clearance 0.95 0.7

Figure 6.6 The probability of a successful kick depends upon which half attempts the kick
and whom the defending team rushes (Knight, 2011).
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The volume V can be determined as follows:

Ve=ur (%Rﬁ +LR2>.

Assume that the possible values for the design variables are limited to the fol-
lowing discrete values: R can be 10, 20, or 30 inches, the length L can be 40, 60,
or 80 inches, and the thickness 7" can be 1, 2, 3, or 4 inches. Moreover, R must
be between 5 and 10 7. Rose wants to maximize the volume of the cylinder
while Joe wants to minimize the weight. Rose controls the variables R and L;
Joe controls the variable T. Consider the following three scenarios:

(a) Rose and Joe will select the values for their design variables simultane-
ously and independently.

(b) Rose will first select the values for the variables R and L, and then Joe will
select a feasible value for the variable 7.

(¢) Joe will first select a value for the variable 7, and then Rose will select
feasible values for the variables R and L.

Create the appropriate mixed-motive payoff matrix for the players. In each sce-
nario, which design (values for the three variables) will be selected? Are these
designs feasible? What are the volume and weight of these designs? Would
Rose prefer to be the first one to decide? Would Joe prefer to be the first one to
decide?

Consider the situation in Exercise 6.9, but now assume that the feasible values
for the design variables are all values in the following ranges: 10 < R < 30
inches, 40 < L < 80 inches, and 1 < T < 4 inches. Still, R must be between
5 and 10 7. Which design will be selected in scenarios (a), (b), and (c) from
Exercise 6.9?

Consider the two-player, mixed-motive game shown in Figure 6.7. Each entry
is (Payoff to Rose, Payoff to Joe). Are there any dominated strategies? If so,
what are they? Are there any equilibrium points? If so, what are they?

The simplest version of the cake-cutting game can be expressed as follows: two
players will split a cake (which stands for a pot of money, a piece of land, or
some other resource that can be divided). One player has been identified as the
first player, and she will divide the cake into two parts; she can select the sizes

Joe
Rose Left Right

Up | (104, 203) | (103, 200)

Down | (112, 208) | (105, 204)

Figure 6.7 The two-player, mixed-motive game for Exercise 6.11.
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6.13.

6.14.

of the two parts (but every bit of the cake is in one of the two parts; that is,
the two parts are mutually exclusive and collectively exhaustive). The second
player will select which part he takes. The first player wants to maximize the
amount of the cake that she gets and so does the second player. What type of
game is this? How should the first player divide the cake (i.e., how large should
the two parts be)?

(This is based on a problem in Kirkwood, 1997.) A steel company must rene-
gotiate the labor contract with the union that represents its workers. The steel
company must first decide on the offer that it will make, and then the union
members will decide whether to accept the offered contract or go on strike.
The steel company is considering two alternatives: (1) offer a contract that is
the same as the current contract or (2) offer a more generous contract that pays
higher salaries and has more benefits. The steel company’s future profits are
affected by the contract and the union’s response as follows: current contract,
no strike: profit = $4.5 million; current contract, strike: profit = $3 million;
generous contract, no strike: profit = $4 million; and generous contract, strike:
profit = $3.5 million. The union will strike if and only if the steel company
offers the current contract. What is the optimal strategy for the steel company
(which wants to maximize its future profits)? That is, which contract should
the steel company offer?

Rose owns a Christmas tree farm and will sell and ship trees to Joe, who runs a
Christmas tree stand. Rose will charge Joe a price of $P per tree. Rose can
charge Joe $20, $21, $22, $23, $24, or $25 per tree. (If she charges more
than $25 per tree, Joe will get his trees somewhere else.) The retail price for
Christmas trees in this market is $30, and Joe knows that he will sell some-
where between 300 and 450 trees. After Rose decides on the price that she will
charge, Joe has to decide how many trees he will buy from Rose. (Thus, this is
a type of Stackelberg game.) Let Q be the number of trees that he buys (where
Q is any number between 300 and 450). Rose’s revenue will be PQ, the price
per tree times the number of trees that Joe purchases. Joe’s expected profits,
a function of P and Q, will be —0.10% + (90 — P)Q — $9, 000. Rose wants to
maximize her revenue, and Joe wants to maximize his expected profits. How
much (what price) should Rose charge? How many should Joe buy? What will
Rose’s revenue be? What will Joe’s expected profits be?
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DECISION-MAKING PROCESSES

Learning Objectives:

After studying this chapter, the reader will be able to do the following:

1.

Describe metareasoning and understand its relevance to improving decision
making (Introduction).

Describe decision-making contexts and identify the decision-making
processes that are appropriate for them (Section 7.1).

Describe types of decision-making processes, identify their advantages and
disadvantages, and identify the situations for which they are appropriate
(Sections 7.2-7.5 and 7.11-7.13).

Describe the components of decision-making processes, including the
analytic-deliberative process (Sections 7.6-7.8).

Describe the value of iteration in decision-making processes (Sections
7.7-7.10).

Describe the role of search in decision-making processes (Sections 7.14
and 7.15).

. Analyze a decision-making process as a search (Section 7.14).

Engineering Decision Making and Risk Management, First Edition. Jeffrey W. Herrmann.
© 2015 John Wiley & Sons, Inc. Published 2015 by John Wiley & Sons, Inc.
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8. Construct the optimal strategy for a secretary problem (Section 7.16).
9. Describe a composite decision (Section 7.17).
10. Model a composite decision as a separation (Section 7.18).
11. Describe the decisions made during the product development (Section 7.19).

The preceding chapters of this book focused on techniques for choosing an alter-
native from a given set of alternatives. These alternatives must be identified and
evaluated, however, and improving decision making, therefore, requires improving
the process that identifies and evaluates alternatives. Thus, our second perspective on
decision making is the decision-making process perspective, which considers how a
decision is made. This perspective describes the process of generating alternatives,
collecting information about the alternatives, evaluating the alternatives, and selecting
an alternative.

A decision-making process is a set of activities through which a decision-maker
determines the objectives, identifies and evaluates alternatives, and selects an
alternative. There are a wide variety of decision-making processes. The number of
participants can range from one person to dozens of people to an entire country (in
the case of national elections). The level of analysis can range from almost nothing
to in-depth modeling, simulation, and analysis. Some processes have multiple
iterations, but others go directly from one step to the next. In some cases, especially
when something must be done extremely quickly, there is no time for a formal
process, so decision-makers will, based on their experience and expertise, jump
immediately to a solution, as studies of naturalistic decision making (NDM) have
shown (cf. Klein et al., 2010); this is discussed more in Section 7.11.

Given the variety of decision-making processes, a decision-maker’s first step is to
choose an appropriate decision-making process. Many decisions have consequences
that are so small that no formal technique is needed, and many other decisions are no
brainers, but there are still many decisions where a formal process is useful. These
include “make-or-break™ decisions that are irreversible, involve large investments,
affect the safety of others, and have many stakeholders (NRC, 2001).

When selecting a decision-making process, the fundamental tradeoff involves
the cost and time of the process versus the number and quality of the alternatives
considered and the amount of information used to make the decision. Generating
more alternatives and gathering more information usually require more time and
money. A low-cost decision-making process will likely consider few alternatives
and gather little information about them. The decision-making processes described
in this chapter represent different compromises between these competing goals.
As Simon (1981) observed, “the design process itself involves management of the
resources of the designer, so that his efforts will not be dissipated unnecessarily in
following lines of inquiry that prove fruitless.”

The numerous activities in the decision-making process can obscure the essen-
tial decision that is being made. A myopic view of the decision-making process can
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lead to poor choices. For instance, in the Boeing headquarters selection decision
mentioned in Chapter 1, a focus on absolutely comprehensive information gathering
would have wasted time examining undesirable office buildings. Their unusual deci-
sion to go public with their search, in contrast, helped generate more information in a
short time, although some of it had little value (“Inside Boeing’s Big Move,” 2001).
Boeing wanted a good location for its headquarters and designed its decision-making
process to achieve that end. Choices about the decision-making process should be
guided by the objective of making a good decision.

Metareasoning refers to thinking about which action to take next during the
decision-making process (Russell and Wefald, 1991). Possible actions include
searching for alternatives, generating more alternatives, gathering more information,
and testing potential solutions. Actions vary on multiple attributes: the amount of
time required, the quality of the solution returned, the certainty of the solution being
satisfactory, and the usefulness of a partial solution (if the action is interrupted).
Each action has some value based on whether it leads to a better solution and the
cost of the time needed to perform the action. A rational metareasoning strategy is
to perform the action with the maximal expected value until there exist none with a
positive value. At that point, the decision-maker should commit to the best solution
found so far. Determining the expected value of information (discussed in Chapter 8)
is part of metareasoning.

Thinking about how to decide can be useful, although it appears that metareason-
ing is often done quickly and implicitly. Of course, metareasoning can be taken too
far. In a “Dilbert” cartoon from 2007, Scott Adams described some excessive metar-
easoning: after the pointy-haired manager asked his assistant to setup a meeting with
the technology review board to decide how they will decide on new technologies, the
assistant went overboard when she first suggested a meeting to decide how they will
setup this meeting and then suggested a meeting about scheduling that meeting!

Practically, a heuristic approach to metareasoning may be useful: consider the type
of decision-making situation that exists and then choose a decision-making approach
that is generally useful in that approach.

Different types of risk management are relevant to this discussion. First, there is
the risk of choosing an inappropriate decision-making process, which could lead, on
the one hand, to generating too few alternatives and evaluating them inadequately or,
on the other hand, to conducting excessive analysis that wastes time and money. The
discussion in this chapter addresses this risk directly by describing the pros and cons
of different decision-making processes.

Second, problems can occur while executing the selected decision-making
process. Understanding common execution problems can help decision-makers
avoid these problems. Chapter 9 will discuss this risk.

Third, risk management is a specific type of decision-making process that involves
assessing and evaluating the risks involved in an activity, developing alternatives for
mitigating that risk, and selecting which ones to adopt. Chapter 9 will discuss this
process in detail.

Sections 7.1-7.3 will present some frameworks for classifying decision-making
processes, which provide some guidance on choosing an appropriate decision-making
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process. The chapter continues by presenting a variety of decision-making processes
that show some of the options available (Sections 7.4-7.13). Sections 7.14 and 7.15
then discuss the importance of search as a way to consider decision-making pro-
cesses, and Section 7.16 presents the secretary problem as a special case of decision
making in which the process is extremely simple and can be optimized. Chapter
8 expands on the topic of search by focusing on quantitative techniques for deter-
mining the expected value of information. Finally, the chapter discusses processes,
including product development, that decompose (or separate) a decision into a set
of “smaller” decisions (Sections 7.17-7.19). These ideas will lay the foundation for
the discussion of decision-making systems in Chapter 10. Chapter 9 discusses the
process of managing risk, a type of decision-making process that has a specialized
structure.

The discussion of decision-making processes in this chapter does not cover two
relevant topics: the presentation of engineering analysis results to decision-makers
and the implementation of a decision. Although improving communication skills, in
general, is beyond the scope of this book, Chapter 9 does discuss, as part of risk man-
agement, the challenges of communicating risk, which is relevant in many situations.
Chapter 9 also discusses the importance of considering implementation concerns and
the problems that can occur if decision-makers do not.

7.1 DECISION-MAKING CONTEXTS

Decision making occurs in many different situations, and the characteristics of a sit-
uation (such as the time available, the degree of consensus, and the decision-maker’s
expertise) affect the relative usefulness of different decision-making processes.
Five decision-making contexts were mentioned in Chapter 2; the following items
describe the decision-making process that is appropriate for each context (Snowden
and Boone, 2007).

e The first type of decision-making context is the simple context, in which
clear cause-and-effect relationships are evident to everyone, and there are
repeating patterns and consistent events. In this context, one needs proper
decision-making processes using clear and direct communication.

e The second type is the complicated context, in which cause-and-effect relation-
ships are knowable but not obvious, expert diagnosis is needed, and there are
known unknowns. The decision-making process must get expert opinions and
listen to possibly conflicting advice.

e The third type is the complex context, which is unpredictable and dynamic and
full of unknown unknowns and many competing ideas. The decision-making
process must be patient, look for patterns, and generate ideas.

e The fourth type is the chaotic context, which has high turbulence. This context
requires making many decisions but provides no time to think. Decision-makers
must look for something that works and reestablish order.
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e The fifth type is disorder, which is difficult to recognize because multiple
ideas and stakeholders create a “cacophony” of many voices. In this situation,
decision-makers must detach issues from each other, identify the context that
is relevant to each, and respond appropriately.

The risk of choosing the wrong decision-making process can be reduced by
correctly identifying the decision-making context and selecting an appropriate
decision-making process. If possible, naturally, the most disruptive, disorga-
nized contexts should be avoided. Unfortunately, the context is often beyond the
decision-maker’s control.

7.2 TECHNICAL KNOWLEDGE AND PROBLEM CONSENSUS

Of the five decision contexts listed in the previous section, the complicated and
complex contexts are the ones that are most relevant to engineers most of the time.
Choosing and executing an appropriate decision-making process is an important step
in these situations. Following Daft (2001), we can identify four primary types of
decision-making processes, which will be described briefly here. After introducing
these categories, this section will discuss the situations in which each is appropriate.

The management science approach relies upon formulating the problem using a
mathematical model. This requires identifying the relevant decision variables, includ-
ing the important constraints, and optimizing an appropriate objective function to find
the best solution.

The Carnegie model describes decisions as the outcome of a process in which
decision-makers form a coalition by talking about the problem, agreeing on the orga-
nization’s goals, sharing their opinions, defining the problem, and recruiting others
who support their position. Then, the coalition searches for a satisfactory solution
that uses existing procedures if possible and creates a new solution only if necessary.
Optimization is not considered due to the more pressing need to define the problem
appropriately and reach consensus. The search for solutions (problemistic search)
considers only those that are easy to get and will quickly help and ends when the first
acceptable solution is found (satisficing).

The incremental decision process model focuses on the activities that occur during
the decision-making process. Mintzberg et al. (1976) show that this decision-making
process (also known as the strategic decision-making process) is not a simple
sequence of tasks but involves iterating between different types of activities that
occur in three phases: identification, development, and selection.

The identification phase includes the decision recognition activity and the diag-
nosis activity. In the decision recognition activity, a decision-making process begins
in response to a stimulus such as a creative idea, a worsening problem, or a crisis. In
the diagnosis activity, the decision-maker gathers information in order to clarify and
define the relevant issues and objectives. (This search for information is distinct from
the search for solutions that occurs in the next phase.)
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The development phase includes the activities that are most associated with
decision-making: search and design. Mintzberg et al. described the search activity
as one that finds ready-made solutions (thus, it is a type of convergent thinking); the
design activity modifies existing solutions or generates new ones (a type of divergent
thinking). In the design activity, the designers “begin with a vague image of some
ideal solution,” enter “a sequence of nested design and search cycles,” and “grope
along, building their solution brick by brick.”

The selection phase is the last step in any one decision, but developing a design
“frequently involves factoring one decision into a series of subdecisions, each
requiring at least one selection step” (Mintzberg et al., 1976). The selection phase
includes screening, evaluation choice, and authorization activities. The screening
activity eliminates infeasible alternatives and may be imbedded in the search
activity. The evaluation-choice activity may be an individual’s judgment, a group
decision-making process, or an objective, analytical evaluation. The authorization
activity is necessary when the persons performing the evaluation choice must have
their selection approved by someone who can authorize the associated expenditures.

In general, the component activities in the incremental decision process involve
decision making, implying that making a major decision requires a series of small
decisions. Simon (1997) described such a process as a composite decision. (This is
discussed more in Section 7.17.)

The garbage can model describes decision making in an organization that is
rapidly growing and changing (Cohen et al., 1972). It is “organized anarchy’: there
is a great deal of ambiguity, organizational goals are poorly defined, positions have
great turnover (people do not stay in the same place for long), and the lack of
relevant history means that no one can predict accurately the outcomes of different
alternatives. Decisions happen as four “streams” of events (problems, participants,
potential solutions, and choice opportunities) interact. A problem is solved when
things fall into place; otherwise, it may linger unresolved.

Example 7.1 Sarotte (2009) emphasized the “accidental” nature of the 1989 “deci-
sion” to open the German border at the Berlin Wall. During a period of widespread
protests, a tired spokesman for the East German Politburo was given an update on
travel regulations and mentioned at a news conference that East Germans would
be able to exit the country at border crossings. The spokesman, who was not fully
aware of the details of the new regulations, gave the impression that East Germans
could leave at any time. When this inaccuracy was repeated on West German tele-
vision, thousands of East Germans watching the broadcasts began gathering at the
Berlin Wall checkpoints. Despite assurances from their superiors that no actual policy
changes had occurred, East German guards, worried about possible violence, decided
to let some persons cross the border. The crowd responded by calling for the gates to
be opened, which the guards did, ending the division of Berlin. As West German tele-
vision stations showed East Germans crossing the border, more East Germans were
inspired to do the same. Those with the authority to order violent methods to stop the
crowds were unavailable (busy in meetings about other urgent matters or asleep) and
unaware of the change on the ground.
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Simulation studies of the garbage can model have considered how the individuals
in an organization tackle the problems that arrive. When problems arrive slowly, the
organization can solve them easily; when problems arrive too fast, they will over-
whelm the organization no matter what it does. In between those two cases, the
organization will perform better (solve more problems) if problems are solved by the
individuals who have the most appropriate combination of skills (Samuelson, 2008;
Troitzsch, 2008).

When faced with a problem, the first critical choice is to pick the right
decision-making process. One approach for this decision is the contingency
decision-making framework for organizations (Daft, 2001). Here we will use prod-
uct development examples to show the use of the framework, its four decision-making
situations (shown in Figure 7.1), and the most appropriate decision-making processes
for each one.

In this framework, four different situations arise from looking at two critical char-
acteristics: problem consensus and technical knowledge. Problem consensus exists
when the managers agree about the nature of the problem and the goals to achieve.
In other words, there is no disagreement about the “ends” that the organization seeks
or what it is trying to accomplish. Technical knowledge exists when the organization
understands how to solve problems and achieve its goals. That is, there is no uncer-
tainty about the “means” that the organization can use. This does not imply that the
organization can predict the future or that the variability that is inherent in manufac-
turing and other processes has disappeared. It implies only that the organization has
sufficient expertise and valid models that describe the relationships between the deci-
sion variables and key performance measures. That is, they know how things work.

In the first decision-making situation, both problem consensus and technical
knowledge exist, and the management science approach described by Daft can be
used. In product development, this means that it is possible to formulate a valid,
relevant mathematical model and use that to optimize the product design. Examples
include using structural optimization of an automobile frame to increase crashwor-
thiness and reduce mass (Detwiler et al., 1996) or conducting multidisciplinary

Problem consensus Problem consensus

exists absent
Technical Optimization Coalition building
knowledge | (management science (carnegie model)
exists approach)
Technical Incremental Coalition building
knowledge decision making plus incremental
absent decision making;
garbage can model

Figure 7.1 A framework for decision-making processes. The combinations of prob-
lem consensus and technical knowledge define four situations. The figure identifies the
decision-making processes that are most appropriate for that situation. (Based on Daft, 2001.)
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optimization to find the most profitable vehicle design during the early design phase
(Fenyes et al., 2002).

In the second decision-making situation, problem consensus does not exist, but
technical knowledge does. Proceeding without problem consensus increases the risk
that the wrong problem will be solved (the decision will be framed or defined incor-
rectly). In this situation, the Carnegie model is appropriate, because nothing effective
can be done until the organization reaches a consensus about its goals and agrees on
the problem definition. In an automobile manufacturing firm, the decision to launch
a new vehicle development project based on an initial vehicle concept requires the
approval of multiple executives, each with their own perspective on what is good for
the firm, so achieving a consensus about the new car’s requirements, appearance, and
financial viability is crucial (cf. Walton, 1997; Donndelinger, 2006). Of course, the
vehicle development project itself is very different and is an example of the next type
of decision-making situation.

In the third decision-making situation, problem consensus exists, but technical
knowledge does not. Proceeding directly to optimization increases the risk that the
solutions generated, although they seem desirable, are actually inferior because the
models are incorrect. The incremental decision process model is an appropriate strat-
egy in this situation because it enables the organization to learn as it constructs a
solution. This is the most common situation in product development. The product
development team’s goal is to deliver something that will meet the profitability and
performance targets that are set at the beginning of the process. The challenge is that
there is great uncertainty about how to meet these targets. There are few validated
models for describing how the details of the product design affect performance. The
models that exist are quite limited, such as the structural optimization model men-
tioned earlier. In response to this situation, the product design decision is decomposed
into many smaller decisions (Herrmann, 2010), with iteration among the different
decisions (Donndelinger, 2006). Thus the incremental decision process model is an
appropriate model for this type of decision-making process.

Similarly, de Neufville (1990) described system design as an optimization proce-
dure. However, he noted that it is not a monolithic mathematical program that can
be solved directly. Instead, the analyst must first search for a small set of nondom-
inated solutions, conduct sensitivity analysis to determine their robustness, evaluate
the solutions in more detail, establish a sequence of configurations so that the system
can change over time (if feasible and desirable), and then validate and present the
results. The initial screening for a small set of solutions is needed to reduce the effort
of the system design process.

In the fourth decision-making situation, neither problem consensus nor technical
knowledge exists. In this type of situation, one possible solution is to first build a
coalition to define the problem (by applying the Carnegie model) and then to develop
a solution to that (by applying the incremental decision process model).

Example 7.2 1In the 1990s, Ford made and sold Mercury automobiles that were
only superficially different from more popular Ford sedans (Walton, 1997). Consider
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the problem of the firm’s product portfolio and product positioning. Was the sim-
ilarity (between Mercury and Ford cars) a problem because it failed to distinguish
the Mercury line, or was it an effective cost-savings strategy? Could Ford improve
Mercury’s image if it continued this strategy, or should it eliminate the entire brand
(its eventual fate in 2010)? Ford could first build a coalition to define the problem
(e.g., improve Mercury’s image) and then develop a solution to that (e.g., find an
effective combination of marketing strategies and new vehicles).

Sometimes, however, in this situation, decisions will be made in a process that
seems almost random, as the garbage can model describes. The following example
shows this process.

Example 7.3 Walton (1997) described one engineer’s efforts to get a second sheet
metal press for the factory that would make the new Ford Taurus. (The factory was
already scheduled to receive one press to make another vehicle.) The engineer viewed
this as a solution to a vehicle quality problem. Initially, the proposal was rejected
based on its cost and the time needed to design and procure the machine. Later, how-
ever, a new program manager was appointed, and he supported the proposal. At the
same time, an opponent from manufacturing engineering left the development team,
and the manufacturing managers suddenly realized that having a backup press would
be valuable. In the end, the company making the first press was asked to deliver two of
them. This alignment of diverse events not related to the problem is a classic example
of the garbage can model.

7.3 OPTIMIZATION: SEARCH AND EVALUATION

The management science approach emphasizes optimization as an appropriate
paradigm for decision making in some situations. Optimization does not necessarily
mean formulating and solving a complex mathematical program, however. Simpler
methods also fit the optimization paradigm, and such methods are more appropriate
in some cases.

Bonabeau (2003) categorized decisions using two attributes: the number of alter-
natives and the complexity of evaluating the alternatives. When the number of alterna-
tives is small and the alternatives are easy to evaluate, it is easy for a human to decide
(optimize) using simple approaches. As the number of alternatives increases, then
the decision becomes more complex, and a computational approach may be useful to
search through the set of alternatives. As the complexity of the evaluation increases,
computational models (including decision trees and simulation models) become use-
ful to assist the decision-maker. When the number of alternatives is large and evaluat-
ing the alternatives is complex, then formal optimization approaches become useful.

Example 7.4 Choosing the proper material for a component is an important and
common design decision. Unfortunately, thousands of different metals, polymers,
ceramics, and composites are available, so a computational approach can be helpful.
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The CES selector software can search for an appropriate material by finding in its
database those that match user-specified criteria such as allowable ranges for density,
Young’s modulus, cost, carbon content, and other properties.

Example 7.5 The process of choosing trajectories for the Mariner spacecraft mis-
sions to Jupiter and Saturn and their moons involved 32 alternatives, but the evaluation
was done by the scientists on the science teams. Because the number of alternatives
was too large for a direct comparison, computational techniques were used to aggre-
gate the science teams’ preferences and rank the alternatives (Dyer and Miles, 1976).

Example 7.6 When Ford Motor Company wanted to improve the utilization of its
expensive, full-vehicle prototypes during the development of a new car, it developed
and began using an optimization model that could consider thousands of possible
prototype configurations and determine which prototypes should be built to minimize
prototype costs while meeting testing requirements (Chelst e al., 2001). The number
of possible solutions and the complexity of evaluating a solution made optimization
an appropriate choice.

7.4 DIAGNOSING RISK DECISION SITUATIONS

Stern and Fineberg (1996) classified decisions about specific, potentially hazardous
activities into three categories: (1) unique, wide-impact decisions; (2) repeated,
wide-impact decisions; and (3) routine, narrow-impact decisions. (They also consid-
ered generic hazard characterizations and decisions about policies for risk analysis,
which are not discussed here.) A unique, wide-impact decision is a one-time decision
that affects a large number of people. For example, the decision to locate, build,
and operate a nuclear waste repository at Yucca Mountain, Nevada, would affect
not only the people who live in that part of the Nevada but also those who live
near sites around the United States where radioactive waste is currently stored.
The Department of Homeland Security’s decision to locate a new biological and
agricultural research facility in Kansas was a unique decision, although the impact
was limited to the area around the facility (GAO, 2009).

Repeated, wide-impact decisions include those about locating and operating power
plants, hazardous waste facilities, and other large-scale construction projects. The
impacts are limited to a particular region. For example, Florida Power Corporation’s
decision to locate a power plant (Stern and Fineberg, 1996) would have aspects that
are similar to other decisions to locate power plants.

Routine, narrow-impact decisions are done frequently in many agencies of dif-
ferent types, from national to local municipalities. These include permits to operate
landfills and develop property, approve building designs, and authorize the manufac-
turing of medical devices.

Identifying the relevant category of decision should not lead directly to a particular
decision-making process, but it can guide those who are diagnosing the decision and
planning the process (Stern and Fineberg, 1996). The following steps describe the
diagnosis process:
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Diagnose the kind of risk and state of knowledge.
Describe the legal mandate.

Describe the purpose of the risk decision.

Describe the affected parties and likely public reactions.
Estimate resource needs and timetable.

Plan for organizational needs.

Develop a preliminary process design.

NN AW =

Summarize the diagnosis and discuss it within the organization.

The results indicate the nature and level of effort of the analytic-deliberative pro-
cess (Section 7.8) needed to make the decision.

7.5 VALUES AND ETHICS

Decision-making processes should be guided by the values of the decision-makers,
who will have important principles, including ethical norms, that guide their actions.

Keeney (1992) suggested that decision-makers should not, after understanding
the decision situation, move directly to generating alternatives. Instead, he recom-
mended value-focused thinking, in which a decision-maker specifies the relevant
values, which are the principles and objectives that will be used to evaluate the
alternatives. Only after identifying the relevant values and the associated attributes,
should a decision-maker generate alternatives. Identifying the values first will guide
the decision-maker to relevant alternatives. Note that this corresponds to building a
means-objective network from the top down and extending it to include alternatives
by asking “how can we achieve that objective?” The top-down approach makes it
more likely that the alternatives contribute directly to more fundamental objectives.

The task of identifying alternatives is a particularly important opportunity to con-
sider the decision-maker’s values and ethical norms. If an alternative involves illegal
or unethical behavior or violates the organization’s values, then it should be discarded
promptly regardless of any other advantages. Vann (2013) provided a long list of
books and case studies about ethical decision making in engineering.

Some decisions involve ethical dilemmas in which a decision-maker feels caught
between competing principles and objectives. For example, honorable engineers who
know that their employers are doing something wrong or making dangerous products
want not only to uncover the wrongdoing or hazard in order to protect the public but
also to keep their jobs to support their families and avoid the scrutiny and criticism
that come from being a “whistleblower” (Sprague, 1998). The Ford engineers who
designed the Pinto and the NASA engineers who studied the impact of debris on
the space shuttle Columbia faced this type of situation (Birsch, 1994; Gioia, 1994;
Roberto et al., 2005). Other dilemmas stem from interpersonal relationships, the con-
flict between personal gain and the employer’s objectives, and the conflict between
personal gain and avoiding illegal behavior. Throughout the decision-making pro-
cess, a decision-maker can evaluate alternatives and determine the right thing to do



172

DECISION-MAKING PROCESSES

by analyzing the values of caring, honesty, accountability, promise keeping, pursuit
of excellence, loyalty, fairness, integrity, respect for others, and responsible citizen-
ship (Guy, 1990). Systematically considering this set of values can reduce the risk of
overlooking important principles and considerations and doing something that one
regrets in the future.

7.6

SYSTEMATIC DECISION-MAKING PROCESSES

Various systematic processes for decision making have been described. The decision
analysis process (Clemen and Reilly, 2001) has the following seven steps:

N A LD =

Identify the decision situation and understand the objectives.
Identify the alternatives.

Model the problem, the uncertainty, and the preferences.
Choose the best alternative.

Conduct a sensitivity analysis.

Decide if further analysis is needed (if so, go to a previous step).
Implement the decision.

Parnell and West (2008) presented a systems decision process that was developed
for making decisions during the development of complex systems for the military. It
has four primary phases:

1.

Problem definition: Understand the problem originally identified by the
decision-maker. Gather information from the stakeholders (also identified by
the decision-maker) about the environment, the system objectives, and the
requirements. Model the values of the decision-maker and the stakeholders.
The decision-maker and stakeholders validate the problem statement. The
environment includes technology, economics, politics, organizational issues,
legal requirements, ethical considerations, society, nature, and cultural and
historical issues.

Solution design: Generate ideas and alternatives for potential solutions.
Enhance the alternatives. Evaluate the alternatives. Gather feedback and ideas
from the stakeholders about the alternatives. The decision-maker should
approve the alternatives that will be evaluated.

Decision making: Score the alternatives. Conduct sensitivity analysis to under-
stand the impact of uncertain parameters. Stakeholders provide data and help
score the alternatives. The decision-maker selects the solution to implement.

. Solution implementation: Create a plan for implementation. The decision-maker

must approve the plan, provide the needed resources, and ensure the cooperation
and commitment of the stakeholders.
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Morris (1977) gave an engineering decision-making process that includes a role
for common sense:

A

Describe the problem (and possibly model it).

Define the objective (the most important criteria).

Consider the relevant facts and factors in order to identify any constraints.
Generate the alternative solutions and choose the best one.

Use “horse sense” (a term for common sense that includes drawing on related
experience, specific expertise, and one’s intuition) to verify that the solution will
work, satisfies the constraints, and is the best possible.

The decision analysis cycle (Donndelinger, 2006) has four phases that highlight
the importance of considering uncertainty and of gathering more information:

1.

In the deterministic phase, the decision-maker defines the variables affecting the
decision, determines the relationships between them, determines their impor-
tance, identifies alternatives, and evaluates their performance.

In the probabilistic phase, the decision-maker assigns probability distributions
to important variables and their values and determines his preferences.

In the informational phase, the decision-maker determines the economic value
of eliminating uncertainty in the important variables and compares this to the
cost of collecting the needed information.

Finally, the decision-maker makes a decision by acting or gathering more infor-
mation (and returning to the deterministic phase).

NASA’s Risk-Informed Decision Making (NASA, 2010), which is suggested for
key decisions like system architecture design, emphasizes deliberation and the use of
multiple performance measures. It has three parts:

1.

The first part identifies alternatives by understanding the stakeholders’ expec-
tations, identifying relevant performance measures and constraints, evaluating
candidates, and eliminating infeasible alternatives.

The second part determines an appropriate approach for analyzing the risks
associated with the alternatives, identifies the uncertainties, and determines the
distributions of the performance measures for each alternative. The type of risk
analysis used will depend on the project scale, the phase of the project life cycle,
the amount of detail that is available, and other factors.

The third part selects an alternative after developing performance commitments,
discussing the relative advantages and disadvantages of the alternatives, and
documenting the decision rationale. The decision-makers may require more
risk analysis, more information, or revisions to the performance commitments
before they can select an alternative. A performance commitment is the value of
a performance measure that an alternative will exceed with a certain probability;
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that is, it is a specific percentile of the distribution of the performance measure
for that alternative. Associated with each performance measure is a percentile,
and the same percentile is used for all alternatives.

Although these decision-making processes have been presented as sequences of
steps, it is important to note that these processes all include the option for iteration. A
decision-maker may move forward if the quality of the decision is sufficient but can
return to a previous step if some aspects of the decision are unacceptable. The follow-
ing elements can be used to evaluate the quality (NRC, 2001): Is this decision frame
(the problem definition) appropriate? Were creative alternatives generated? Are the
information and models used reliable? Are the decision-maker’s preferences clear?
Is the logic correct? Is the decision-maker committed to act?

7.7 THE DECISION-MAKING CYCLE

The decision-making cycle is an iterative decision-making process that is appropriate
for those who manage an ongoing project or supervise and schedule operations. This
decision-making process was introduced by McKay and Wiers (2004) in their dis-
cussion of decision-making in production scheduling. Their decision-making cycle
(Figure 7.2) describes the tasks that schedulers perform each day:

Situation assessment: what is where.

Crisis identification: what needs immediate attention.

Immediate resequencing and task reallocation: reactive decisions.
Complete scenario update: remapping the future.

Future problem identification: what problems can be foreseen.

AN o

Constraint relaxation and future problem resolution: discounting future
problems.

7. Scheduling by rote: dealing with the rest of the problem.
This decision-making process includes problem solving (in the limited sense of

finding the answer to a question). The seventh task, scheduling by rote, requires cre-
ating a schedule for the work that is not in process, assigning work to resources, and

Situation Crisis Reschedulin Scenario
assessment identification 9 update

A

Rote Constraint Find future
scheduling relaxation problems

Figure 7.2 Decision making cycle. (Adapted from McKay and Wiers, 2004.)
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sequencing the operations subject to the constraints that the scheduler imposes to
avoid future problems. Schedule generation algorithms can be useful in this step to
reduce the workload of the scheduler and to find solutions that are better than those
a human can find (due to the size or complexity of the problem; cf. the discussion of
search and evaluation in Section 7.3).

This process also has some similarities to a risk management process because
the decision-maker identifies future problems and takes steps to “discount” them
by reducing the probability that they will occur and mitigating their impacts if they
should happen. Chapter 9 discusses risk management processes in more detail.

7.8 THE ANALYTIC-DELIBERATIVE PROCESS

Those who make decisions about activities that create risks to the public need to con-
sider those risks carefully. An analytic-deliberative process focuses attention on anal-
ysis and deliberation throughout the decision-making process (Stern and Fineberg,
1996). It also seeks to include a broad set of participants, which is an important part of
the discovery decision-making process as well (Nutt, 2003; this process is described
in Section 9.8).

The process starts with diagnosing the situation (which is described in Section 7.4).
The process moves, as any systematic decision-making process does, from problem
formulation to identifying alternatives, evaluating them, and selecting one. The entire
time, however, the iteration between analysis and deliberation is happening. Both
analysis and deliberation are used to understand the real-world problem in general
and understand the risk in particular. (It is similar to the dialogue decision process
described in Section 10.3.)

In the analytic part of the process, subject-matter experts use rigorous, accepted
methods to derive answers to relevant factual questions in areas such as the natu-
ral sciences, mathematics, social science, and law. The analysis activities are based
on the assumption that relevant facts can be found through impartial methods. The
deliberative part of the process is a formal or informal process in which all of the
concerned stakeholders “discuss, ponder, exchange observations and views, reflect
on information and judgments concerning matters of mutual interest, and attempt
to persuade each other,” but it does not require generating a consensus (Stern and
Fineberg, 1996). Deliberation may lead to asking additional factual questions that
need answers (which restarts the analysis), and the answers to these questions will
begin additional deliberation. Ultimately, the responsible organization will make the
decision. Although some interested parties may not like the selected alternative, using
an analytic-deliberative process attempts to help everyone understand all aspects of
the problem and make the decision rationale clear to everyone.

Stern and Fineberg (1996) offered guidelines for organizing an effective yet
efficient analytic-deliberative process: include a broad set of participants, inform
the participants early about any legal requirements or resource constraints that will
put limits on the deliberations, strive to be fair by providing all participants with
equivalent resources and information, and build flexibility into the process. Knowing
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when to stop the process helps avoid unnecessary delays, such as those that can occur
during the environmental review of infrastructure projects such as repairing roads,
building bridges and power transmission lines, and dredging shipping channels
(Howard, 2013).

Example 7.7 When the residents of Cambridge, Massachusetts, and other nearby
municipalities raised concerns about plans to ship ethanol (which is flammable)
to a fuel storage facility by rail through the area, the resulting process was an
analytic-deliberative process (Compaine, 2013). Cambridge politicians opposed the
plan, and state legislators passed a law that required the Massachusetts Department
of Transportation to conduct a safety study. The agency conducted the study, issued
its report about the potentially exposed populations and the ways to reduce the
risk to the public, and held public meetings to share information about the study
(Massachusetts Department of Transportation, 2013). After this analytical phase, the
deliberations began again, and state legislators modified the state budget to prevent
the expansion of the fuel storage facility to handle the ethanol. The governor of
Massachusetts then vetoed the budget amendment, and the debate continued.

7.9 CONCEPT SELECTION

The value of iteration as an opportunity to generate more alternatives was empha-
sized by Dieter and Schmidt (2012) in their discussion of the Pugh concept selection
method, which can be used during the development of a new product. Concept selec-
tion is an important decision in which generating novel solutions is especially useful.

The steps of the Pugh concept selection method (Section 3.1) encourage the gener-
ation of new alternatives (design concepts) throughout the decision-making process.
The process of comparing the alternative concepts uncovers the strengths and weak-
nesses of the alternatives, which are organized using the decision matrix and then
utilized to generate new alternatives. These new alternatives are compared as the pro-
cess continues. This iteration avoids the risk of developing an inferior concept in the
next part of the development process.

When a design problem can be structured as a number of variables, then one can
form a complete design by combining values for the variables. This strategy is the
basis for morphological analysis (Zwicky, 1948, 1969). For instance, Zwicky struc-
tured the design of jet and rocket propulsion systems using six variables: the medium
through which the engine moves, the type of motion of the propellant relative to
the jet engine, the physical state of the propellant, the type of thrust augmentation,
the type of ignition, and the sequence of operations. For each variable, he listed a
few alternatives, which yielded 576 possible configurations for the entire system.
Morphological analysis can be used to generate a diverse set of alternatives dur-
ing the conceptual design by separating the system to be designed into different
functions (Dieter and Schmidt, 2012). Morphological analysis can also be used as
a problem structuring method for analyzing organizations and other social systems
(Ritchey, 2006). Typically, in morphological analysis, the values of the individual
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variables are not evaluated independently; the complete combination is evaluated.
If the values of the individual variables can be evaluated independently, then each
one is a subproblem, and the subproblems form a separation of the design problem
(cf. Section 7.18).

7.10 DECISION CALCULUS

The decision-making processes described here are iterative. A decision-maker may
return to a previous step due to changes in the situation, updated information, or
the need for more information. One particular form of iteration in decision making
involves a decision-maker and an analyst who is supporting the decision-maker by
evaluating and ranking alternatives using a mathematical model (such as decision
analysis or optimization). Little (1970) called this type of model-based iteration a
decision calculus. His discussion included the following conversation with an analyst:

Interviewer: “Do you make regular mathematical programming runs for scheduling
the refinery?”

Analyst: “Oh yes.”
Interviewer: “Do you implement the results?”
Analyst: “Oh no!”

Interviewer: “Well, that seems odd. If you don’t implement the results, perhaps you
should stop making the runs?”

Analyst: “No. No. We wouldn’t want to do that!”
Interviewer: “Why not?”

Analyst: “Well, what happens is something like this I make several computer runs
and take them to the plant manager. He is responsible for this whole multi-million
dollar plumber’s paradise. The plant manager looks at the runs, thinks about them
for a while and then sends me back to make a few more with conditions changed
in various ways. I do this and bring them in. He looks at them and probably sends
me back to make more runs. And so forth.”

Interviewer: “How long does this keep up?”

Analyst: “I would say it continues until, finally, the plant manager screws up enough
courage to make a decision.”

An example of this type of iteration was described by Gensch (2001), who dis-
cussed the use of a mathematical model to support the selection of concepts during
the new product development at a major manufacturer of heating and cooling systems
for large buildings. The firm reused the model to update its plans as new concepts were
proposed and ongoing work was completed.

The dialogue decision-making process (Spetzler, 2007; Tani and Parnell, 2013) is
a formal process that is, essentially, a decision calculus. This process is described in
Section 10.3.
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7.11 RECOGNITION-PRIMED DECISION MAKING

The discipline of NDM has studied how people make decisions in familiar real-world
contexts (Lipshitz et al., 2001). Based on their study of officers in city fire depart-
ments, Klein et al. (2010) proposed the recognition-primed decision (RPD) model to
describe experts who have very little time and need to decide quickly. (This could
occur, for instance, in the chaotic decision-making context described in Chapter 2.)
Experts rely on their situational awareness and seek to achieve certain goals; they do
not directly compare two or more alternatives. Based on their experience, tacit knowl-
edge, and ability to recognize patterns and identify anomalies, experts can identify
good alternatives immediately. If the chosen alternative performs poorly, however,
then it is rejected, and another one is chosen. In addition, to mitigate the risk that
an intuitive solution may not work, experts may, before selecting an alternative, per-
form a mental simulation to evaluate whether that alternative will achieve their goals.
Kaempf er al. (1996) found that the decision making of naval officers in antiair war-
fare command-and-control positions on US Navy cruisers was consistent with the
RPD model.

7.12 HEURISTICS

Decision-makers use various heuristics to make decisions without analyzing them.
The bounded rationality of human decision-makers is an important reason for using
heuristics. As mentioned in Chapter 2, humans have developed the skill to use sim-
ple heuristics with little information and conduct searches that are appropriate for
the environment. For instance, to decide which of two alternatives is greater on some
scale (e.g., which city has the larger population or which product is more reliable),
the recognition heuristic chooses the one that is recognized if the other is not. When
faced with multiple alternatives, an engineer may select the most familiar one as a
way to reduce uncertainty. The recognition heuristic can perform well, but only in
environments (such as sports) where the most successful objects (or people) are those
that people most frequently discuss, which increases the likelihood that those objects
(or people) will be recognized (Todd and Gigerenzer, 2007).

The default heuristic (If there’s a default choice, stick with it) describes the deci-
sion to choose the default if one is provided (Todd and Gigerenzer, 2007). This can be
quite powerful. For instance, consumers are highly likely to use the default software
(such as a web browser) that is installed on the computers and laptops that they buy.
This leads software manufacturers to seek arrangements with computer manufactur-
ers to be the default software.

A tallying heuristic counts the number of ways that one alternative is better than
another. The Pugh matrix and Franklin’s prudential algebra are versions of this idea.
Such approaches can lead to good decisions if the attributes are all related to the
decision-maker’s objective and are not redundant (Todd and Gigerenzer, 2007).

As mentioned in Chapter 2, using simple rules is sometimes a response to complex-
ity (Simon, 1955, 1978). When faced with a problem that is too large or complex to
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solve optimally, decision-makers may rely on a simple rule that makes sense based on
what they understand. (Another option is to separate the problem into subproblems,
as discussed in Section 7.18.) For instance, in some component design situations, the
choice of the best material depends only on the material performance index, not the
part geometry or its functional requirements. Using the material performance index
(instead of the complete objective function) simplifies the problem. Ashby (2005)
provided material performance indices for a variety of design problems.

7.13 UNCONSCIOUS DECISION MAKING

Finally, decision-makers may use an unconscious decision-making process that has
been called deliberation without attention.

In studies in which experimental subjects and actual shoppers made simple choices
(such as between different towels or different sets of oven mitts) and more compli-
cated choices (such as between different houses or different cars), using conscious
thought to decide produced better outcomes for the simple choices, but using uncon-
scious thought to decide produced better outcomes for the complicated choices. In
particular, “purchases of complex products were viewed more favorably when deci-
sions had been made in the absence of attentive deliberation” (Dijksterhuis et al.,
2006).

These results do not imply that formal decision-making methods are not important.
They do show that the human mind is able to compare alternatives using a delibera-
tive process that we do not completely understand. Our systematic decision-making
techniques and processes are only approximations of what the human mind does. It is
possible that deliberation without attention allows the mind to work without interfer-
ence. As discussed in Section 2.7, Benjamin Franklin recommended allowing “three
or four days consideration” as part of his “prudential algebra.” Perhaps he realized
that the mind continues to deliberate even when the decision-maker is considering
other matters.

Of course, in an organizational setting, using an unconscious decision-making pro-
cess would be hard to justify. It is certainly not transparent, for instance, and it does
not generate alternatives or uncover new information about them. It generates nei-
ther the technical knowledge nor the problem consensus discussed in Section 7.2. It
requires time that may be unavailable in some contexts.

7.14 SEARCH

When developing the 1996 Ford Taurus, the product development team had to find
places inside the car to put many components and subassemblies. For instance, the
team considered placing the airbag crash sensors inside the grille opening, on the
upper radiator supports, and on a grounding bracket behind the front bumper, among
other locations (Walton, 1997). They had to search for a location that was near the
front of the car, could be grounded, and did not block the flow of air into the engine
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compartment. In this search, there was only the need for a feasible location; as soon
as one was found, they could stop searching. Walton also described the efforts of the
“squeak-and-rattle” engineers who had to identify the causes of noises in the first
cars produced at the assembly plant; they literally searched the noisy cars for loose
parts.

Effective search processes are crucial to effective decision making. A limited
search is a “trap” that causes a decision to fail, and sometimes the failures are huge
(Nutt, 2004).

According to Simon (1981), the theory of design is a theory of search. Ideally, this
would be a search for the optimal design (or alternative). However, when optimizing
is too difficult, then the search is for a satisfactory solution. Indeed, in situations with
extreme time pressure, the search may be limited to one solution, as when a skilled
decision-maker (such as a firefighter commander) quickly generates a feasible course
of action (perhaps by recalling what worked in similar situations) without generating
or evaluating any alternatives (Lipshitz et al., 2001).

Example 7.8 The IDEO design process (Nussbaum, 2004; Dubberly, 2005/2013)
can be viewed and understood as a search in which different types of decisions must
be made. In the observation step, the designers must select some observational tech-
niques (e.g., shadowing). In the brainstorming step, the designers are generating and
building on ideas quickly but must still decide which ideas to expand and which to
ignore. In the rapid prototyping step, in which mock-ups are used to gather infor-
mation about the alternatives, the designers must decide which types of models,
simulations, and prototypes will be used for which alternatives. In the refining step,
the designers decide which alternatives will be eliminated and which will be imple-
mented in the last step.

A search such as the IDEO design process goes through several stages. After rec-
ognizing a problem, the decision-maker searches for possible alternatives and uses
approximations to eliminate obviously inappropriate alternatives. Essentially, this
estimates the probability that an alternative will perform well and discards the alter-
natives that are unlikely to perform well, which reduces the time and cost of the
search process. The search becomes more intensive, and more detailed information
is gathered, as some alternatives begin to seem more desirable than the others. Less
desirable alternatives do not receive the same amount of scrutiny.

In addition to searching for alternatives, a decision-maker must also search for
information about those alternatives. When seeking information, the searcher typi-
cally goes through four stages (Zach, 2005): (1) initiation, (2) assessment, (3) explo-
ration, and (4) completion.

In the initiation stage, the task to be done is identified. In the assessment stage, the
searcher considers the task in more detail, may discuss it with colleagues, and plans
an approach. These actions may lead the searcher to identify other needed inputs. In
the assessment stage, the searcher evaluates the resources available for the search,
identifies the stakeholders who will be interested in the information found (and the
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outcome of the decision), and determines the task’s importance (which may affect the
amount of time allocated to the search).

The exploration stage has two parts: collection and closure. After completing
the assessment stage, the searcher decides whether additional input is needed. If
so, then the searcher begins collecting information by selecting sources, gathering
information, and evaluating the accuracy and completeness of that information. The
searcher’s next step is to attempt closure by assessing the input and deciding if it is
enough. This is affected by the task’s importance; a searcher will want more input for
more important tasks. The searcher also considers the diminishing returns on gather-
ing more information (additional information will be less relevant and increasingly
redundant, and gathering it will consume scarce resources), the time available, and
the quality of the information. More information will be gathered while the searcher
is not comfortable with the input gathered, and either more time is available or the
information is completely inadequate.

If the input is not enough, the searcher may resume collecting information, expand
the question, or redefine the task. If the input is enough, the searcher completes the
information-seeking process and goes on to make the decision.

The flowchart in Figure 7.3 describes a generic approach to searching during the
process of making a decision. Note the multiple decisions that must be made during
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Figure 7.3 Search flowchart.
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a search. Making the “Done?” decision and the “Repeat?” decision involves judging
whether the alternatives are satisfactory.

During the planning of the Mariner spacecraft missions to Jupiter and Saturn and
their moons, the process of choosing trajectories for the two spacecrafts included
both types of search. First, engineers from the Jet Propulsion Lab first identified
105 different trajectories. From the 2,624 feasible trajectory pairs, they found 24
desirable alternatives (Dyer and Miles, 1976). They then searched for more trajectory
pairs by asking the 10 discipline-specific science teams for their input. This led to
removing four trajectory pairs that satisfied no science team while adding 12 more
to the list (for a total of 32). The search for information about the alternatives was
delegated to the science teams. Each science team ranked the alternatives based
on their priorities (preferences) about the importance of different attributes for the
trajectories and different levels of risk aversion. This information was aggregated (as
discussed in Chapter 4) to form a group ranking. However, the search for alternatives
was not quite done, because the preferred trajectory pair was modified to improve
its performance on one attribute that was very important to one science team.

The time required to complete a search for a satisfactory solution depends on the
density of satisfactory solutions in the search space. Here, the density is the ratio
between the number of satisfactory solutions in the search space and the total num-
ber of alternatives in the search space. Let p be this density, which can be viewed
as the probability that a random selection from the search space is one of the satis-
factory solutions. Given n selections, there is a (1 — p)" probability that none of the
randomly selected alternatives is satisfactory. Thus, the probability that at least one
of the randomly selected alternatives is satisfactory is 1 — (1 — p)”".

Alternatively, if solutions are selected randomly and every solution is equally
likely to be selected, then the number of selections before a satisfactory one is found is
arandom variable with a geometric distribution. Its mean is (1 — p)/p. The expected
total number of selections including the satisfactory one is 1/p.

More generally, the problem is to allocate fixed search effort to maximize the prob-
ability of finding a satisfactory solution or to devise a plan that minimizes the effort
needed to reach a prespecified probability of finding a satisfactory solution.

Washburn (1989) discussed various models of different search processes, includ-
ing physical searches for stationary and moving targets within a given area. For the
case of a stationary target that is at one of many possible discrete locations that are
examined one at a time, it can be shown that the optimal search policy is a myopic one:
at any step, examine the location that has the largest remaining detection probability.
This will minimize the expected time required to find the target.

More precisely, let p; equal the probability that the target is in location i, g; equal
the probability of not detecting the target when location i is examined, and n(i) be the
number of times that the location has already been examined. The remaining detection
probability at location i equals p;(1 — ql-)qf(’). If g; = 0, then the remaining detection
probability at location i equals p; the first time it is examined and O otherwise. If
q; > 0, then the remaining detection probability decreases monotonically each time
location i is examined.
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7.15 TYPES OF SEARCH IN PRACTICE

In practice, of course, search is usually not modeled as a stochastic process. It is a
trial-and-error process that uses heuristics to suggest the paths that should be tried
first (Simon, 1981). The previous analytical result suggests that the best way to find
something quickly is to look first in the most likely places.

Unfortunately, search in real-world organizations is not so simple. Cyert
and March (1992) used the term problemistic search to describe searches that
organizations conduct in the real world. These searches have three primary
characteristics:

1. Motivated search. The search is focused on solving a problem. It is not collect-
ing knowledge as a scientific endeavor. There is some existing or anticipated
problem that the firm needs to solve. The search will continue until it finds
a satisfactory solution or the firm revises the constraints so that an available
solution is feasible.

2. Simple-minded search. The search begins by looking in two areas. The first area
contains solutions that are similar to the existing situation or proposed alter-
native. The second area involves improvements to the immediate cause of the
problem. (For example, if the customer is getting bad parts, then inspect the
parts and scrap any bad ones before shipping them.) When a search is not suc-
cessful looking in these areas, the search becomes more complex. The search
looks in more distant areas, and the search looks at areas that are vulnerable as
opportunities to get the resources required (by eliminating basic research, e.g.,
to improve profits).

3. Bias in search. The search is influenced by the training and experience of those
in the organization, the temptation to use hopes as expectations (which shortens
the search), and conflict within the organization.

Example 7.9 The Apollo 13 mission, damaged by an explosion on the way to the
moon, included many instances of searching for solutions to unexpected problems.
One problem was the buildup of dangerous carbon dioxide caused by the inadequate
carbon dioxide scrubber in the lunar module (NASA, 2001/2014). This problemistic
search began by considering the lithium hydroxide canisters from the command mod-
ule, but these had a different shape and would not work directly in the lunar module.
Therefore, the search was broadened to design a method to use the canisters in an
atypical way with other materials on board, which was successful (see Figure 7.4).

In this case, the search for an innovative carbon dioxide scrubber began due to
a random event (the accident), and the astronauts and ground crew were motivated
to improve it quickly. When the obvious solution (inserting the canisters from the
command module) was found to be infeasible, the search moved to a more complex
solution.

Nutt (2005) described and studied five types of search that occur in decision mak-
ing. These have different combinations of direction setting and uncovering solutions.
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Figure 7.4 The improvised lithium hydroxide canister inside the Apollo 13 lunar module.
(Photo credit: NASA.)

An “opportunity” search begins with a decision-maker seeing the solution (per-
haps, already adopted by peers or competitors) and deciding to take action without
considering why the solution is needed. No direction setting is needed (no goal is
set), and no formal search occurs.

An “undirected” search also begins with a solution, but the solution has deficien-
cies (or is politically unacceptable) and is abandoned, which starts a search for a
replacement solution that could deliver the original solution’s benefits, which were
never precisely stated, without its deficiencies. Thus, no specific direction is offered,
and such searches led to results that were less likely to be adopted than the results of
goal-directed searches.

A “chance” search (also called an “‘emergent opportunity’’) describes the process in
which an idea and an unsatisfied need accidentally converge (the garbage can model
describes how such accidents happen). A goal (the need) was specified, but the emer-
gence of the solution preempts the search for alternatives, especially when the need
is related to a large threat. Such searches took less time than the other types.

A “goal-directed” search begins with a specific goal (a desired result). This was the
most common search approach observed by Nutt (2005), and goal-directed searches
produced results that were more likely to be adopted and completed more quickly
than the “results” of opportunity searches. Goals tend to trigger exploration because
alternatives (both off-the-shelf solutions and innovative ideas) are judged primarily
by their impact on performance.

A “problem-directed” search begins with a specific problem that needs to be
solved. Such searches produced results that were not as good as the results of
goal-directed searches (the results were less likely to be adopted, and the searches
took more time).
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Nutt (2005) concluded that goal-directed searches are the most effective way to
search because they clarify the expected benefits up front, unlike undirected searches.
That is, a goal-directed search reduces the risk that time and effort will be wasted
on a “wild goose chase.” Problem-directed searches are less effective because they
limit the search to solutions that can remove the problem and because blaming and
self-protection take resources away from productive activities. A problem-directed
search can be preempted if an emergent opportunity happens to appear, but this is not
as effective.

7.16 SECRETARY PROBLEM

In the classic decision-making problem, all of the alternatives (and the relevant
attributes) are available when the decision-maker decides. There are cases, however,
when decisions must be made about alternatives sequentially. Alternatives must be
accepted or rejected one by one. In other cases, a decision-maker may decide to halt
a search in the middle, going with the best so far and not looking any further.

Consider, for instance, Rose, who is driving down an expressway on a trip through
an unfamiliar area. A highway sign informs her that there are five exits in the next
50km (30 miles). She is hungry and tired and wants to stop to eat and rest at one of
these next five exits, but she does not want to explore every exit, and she is certainly
not going to turn around and go back to a previous exit. Instead, she will stick with the
exit that she chooses. As she approaches each exit, billboards and other signs provide
her with information about the restaurants and other facilities at that exit. She can
decide to exit there or can keep going down the highway. If she passes the first four
exits, she will have to stop at the fifth. In this problem, she has to accept or reject each
exit without knowing anything about the future exits (except that they exist).

A similar problem can occur when evaluating applicants for an open position. This
has been called the secretary problem, the candidate problem, the job search problem,
the parking spot problem, the beauty contest problem, the house selling problem, the
optimal stopping problem, and the house hunting problem. The following description
is based on Chun (2000).

Let T be the number of applicants for a position, which is known at the beginning.
The applicants are interviewed sequentially in a random order. The decision-maker
can rank all the applicants interviewed so far from best to worst without ties (but
knows nothing about the applicants not yet interviewed). Each applicant must be
rejected or accepted immediately after the interview. The decision to reject or accept
an applicant is based only on the relative ranks of the applicants interviewed so far.
A rejected applicant cannot be accepted later (because they will leave and take a job
somewhere else).

The decision-maker wants the best applicant. The decision-maker is not interested
in merely finding someone who meets some specific criteria. Accepting one of the first
applicants may result in losing a better applicant who is still waiting to be interviewed.
(If the decision-maker merely wants an acceptable applicant, then the problem is
much simpler: the first applicant who meets the specified requirements should be
accepted.)
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Solving this problem requires finding a policy that maximizes the probability of
selecting the best applicant in the entire group. Selecting someone besides the best
applicant is considered a “bad” outcome, so this policy reduces the risk that this will
occur.

First, let a “candidate” be the best of the applicants interviewed so far. Note that not
all applicants are candidates. After the decision-maker has interviewed m alternatives
out of a total of 7, then the probability that the best one of those interviewed so far is
the best of the entire group is p,(m) = m/T. The probability that the best one so far is
the kth best in the entire group (where k < T — m + 1) can be calculated as follows:

T—-m—k+2

Pim) = poy () ————

After the decision-maker has interviewed m applicants and has n = T — m to go,
the optimal policy is to stop if and only if the current applicant is a candidate (the
best so far) and the following condition is true:

n

1
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Example 7.10 Suppose that T = 10 applicants are interviewing for a position. The
sum S(m, n) decreases as follows:

S(1,9) =2.8.5(2,8) = 1.8.5(3,7)=1.3.5(4,6) = 0.99. 5(5,5)=0.75.5(6,4) = 0.54.
S(7,3) = 0.38.5(8,2) = 0.24. 5(9,1) = 0.11. Because the first three terms are greater
than 1, the decision-maker should not accept the first, second, or third applicant.
Thus, the decision-maker should interview the first three applicants and automat-
ically reject them. The first applicant who is better than the first three should be
accepted. (This will be a candidate.)

If, in this example, the fourth applicant is not better than all of the first three, this
applicant is not a candidate and should be rejected. If the fifth applicant is better than
all of the first three, this applicant must be better than the fourth applicant. Therefore,
this applicant is a candidate and should be accepted.

The initial number that should be considered and automatically rejected increases
as the total number increases, as listed in Table 7.1. The decision-maker accepts the
first applicant who is better than those automatically rejected. While this strategy
does not guarantee that the decision-maker will get the very best applicant, it does
maximize the probability of this. It gives some idea of when the decision-maker has
searched “enough.” The best of the automatically rejected applicants becomes the
benchmark that is used to determine when a future applicant should be accepted.
The worst-case situation is that, by bad luck, the best applicant was one of those
automatically rejected and the worst applicant is the last one interviewed and will be
selected.

The results of a small simulation study indicate how well decision-maker could
do. In 720 random sequences of 10 applicants, this policy chose the best one 266
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TABLE 7.1 Number of Applicants to Interview and Reject Automatically.

Total Number of Applicants Number Rejected Percentage Rejected (%)
5 2 40
10 3 30
15 5 33
20 7 35
25 9 36
30 11 37
35 13 37
40 15 38
45 16 36
50 18 36

TABLE 7.2 Quality of the Applicant Selected in 720 Random
Sequences of 10 Applicants.

Rank of Applicant Selected Frequency Percentage (%)

1 266 36.9
2 144 20.0
3 88 12.2
4 54 7.5
5 43 6.0
6 29 4.0
7 29 4.0
8 24 33
9 21 29
10 22 3.1

times (37% of the trials). Table 7.2 lists how often each applicant (identified by their
rank in the entire group) was selected. Following the optimal policy makes selecting
the best applicant 10 times more likely than selecting the worst applicant.

Although the preceding paragraphs referred to “applicants” who were “inter-
viewed,” the same rule holds for job offers that are received, expressway exits that
are approached, and so forth. The “applicants” are the alternatives that arrive (or
appear) one by one; the “interview” is the process of evaluating one alternative.

7.17 COMPOSITE DECISIONS

The earlier sections in this chapter have discussed the process of making a decision
and have noted that this process requires making decisions. The decision-maker must
choose a process, first of all, select relevant objectives, guide the search for alterna-
tives and information, decide when to stop searching and gathering information, and
make other choices that affect the progress of the decision-making process.
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This section and the next two sections reinforce the notion that making one deci-
sion requires making many decisions. They emphasize, however, the logical decom-
position of a decision, especially in situations that involve designing a product or a
system or making a complex plan. The subdecisions involve components that make
up the complete system or plan. The decision that concerns the entire system or plan
is a composite decision.

For instance, Petroski (1992) described the many decisions involved in planning a
vacation: selecting a mode of transportation (drive, take a bus, take a train, and take an
airplane); selecting a time to leave; if driving, selecting a route and when and where
to stop; if flying, selecting which flight to which airport and how to get to their hotel;
and picking a hotel. The vacation plan is a composite decision that involves all of
these decisions about components of the plan.

Example 7.11 Simon (1997) described another composite decision: the design of a
new battleship for the British Navy. The composite decision involved the following
component decisions:

1. The First Sea Lord and the Assistant Chief of Naval Staff determine the features
that the ship should have (speed, radius of action, offensive qualities, and armor
protection).

2. The Director of Naval Construction and the Controller develop ideas for the
ship and estimate the size and cost of these.

3. The Sea Lords select one of these alternatives.

4. The Director of Naval Construction determines the ship’s approximate dimen-
sions and shape.

5. The Engineer-in-Chief arranges the equipment needed to move the ship while
the Director of Naval Ordnance determines the positions of the weapons
systems.

6. The Director of Torpedos designs the torpedo armament, and the Director of
Electrical Engineering designs the electrical machinery, lighting, and other
systems.

7. The Director of Naval Equipment decides on the boats that the ship will carry
and the anchors and cables; the Director of the Signal Department designs the
communications equipment; the Director of the Navigation designs the means
for navigating the ship; and other groups design other parts of the ship. (Alto-
gether, 14 departments are involved.)

8. When conflicts appear between different systems, the directors meet, discuss
the problems, and agree on compromises.

9. The Board approves the completed design.

In general, according to Mintzberg et al. (1976), developing a design “frequently
involves factoring one decision into a series of subdecisions, each requiring at least
one selection step.”
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Decomposition is a natural strategy for attacking large problems. Cognitive limita-
tions force human decision-makers to decompose problems into subproblems. Many
writers have documented these cognitive limitations (see, e.g., Simon, 1981). Fallin
and Thurston (1994) presented a structured methodology for decomposing a multi-
variable, multiobjective design problem. In practice, however, the decomposition is
created in an informal, heuristic way.

Decomposition occurs in a wide variety of problem domains. In manufacturing
facilities, the manufacturing planning and control systems are decomposed into mod-
ules that solve a variety of problems that range from aggregate production planning
to master production scheduling and material requirements planning and down to
detailed shop floor scheduling (see, e.g., Hopp and Spearman, 2001; Vollmann et al.,
1997).

The usefulness of decomposition does not, however, imply that every decision
should be decomposed completely. An important cost of decomposition is the poten-
tial inferiority of the alternatives chosen (when evaluated using more fundamental
performance measures).

Holt et al. (1960) captured the conflict between the desire to make complex
decisions all at once and the desire to reduce the effort of making decisions in their
description of an ideal decision making system: “First, management wants good
decisions—the goal is to select those that are less costly and have the more desirable
outcomes. Second, since making decisions takes time, talent and money, we do not
seek the very best decision without some regard to the cost of research. Rather, man-
agement wants decision-making methods that are easy and inexpensive to operate.
Third, it would be desirable, if the techniques were available, to handle large and
complex problems more nearly as wholes, in order to avoid the difficulties that occur
when problems are treated piecemeal. Fourth, it is certainly advantageous to use
fully the knowledge and experience available within the firm. Intimate knowledge of
the decision problem is indispensable to improvement in decision-making methods.”

7.18 SEPARATION

The simplest type of composite decision is one that involves multiple, independent
components. For example, a vacation plan may require three components: selecting
flights to and from the destination city, selecting a rental car, and selecting a hotel.
Many composite decisions are not so simple, however, and the decisions about the
components (the subdecisions) may interact. For instance, the subdecisions are not
independent if the traveler can get a package deal by purchasing from the airline a
vacation package that also includes a rental car and a hotel.

A separation is an abstraction of a composite decision in which the compos-
ite decision, considered as a design optimization problem, is replaced by a set of
linked subproblems that may have precedence constraints between them (Karimian
and Herrmann, 2009; Herrmann, 2010).

The concept of separation is similar (but not identical) to the idea of
decomposition-based design optimization. Both replace a design optimization
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Figure 7.5 (a) A typical decomposition scheme has multiple first-level subproblems (P1,
P2, P3) that receive inputs from a second-level problem (P*), which also coordinates their
solutions. (b) Separation yields a sequence of subproblems. Solving one provides the input to
the next.
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problem with a set of subproblems. In a typical decomposition approach, however, a
second-level problem must be solved to coordinate the subproblem solutions in an
iterative manner (see Figure 7.5).

Separation, in contrast, does not require subsequent coordination. It is a decentral-
ized and sequential approach related to the concept that is called factorization by Pahl
and Beitz (1996). A large problem is replaced by a set of subproblems. The solution
to one subproblem will provide the inputs to one or more subsequent subproblems.
However, there is no higher-level problem to coordinate the solution. Note that the
separation does not have to be a simple sequence of subproblems; it may have sub-
problems that are solved in parallel at places. A given separation specifies a partial
order in which the subproblems are solved. A different order of subproblems would
be a different separation.

The objective functions of the subproblems are surrogates for the original prob-
lem’s objective function. These surrogates come from substituting simpler perfor-
mance measures that are correlated with the original one, eliminating components
that are not relevant to that subproblem, or from removing variables that will be deter-
mined in another subproblem. The subproblems may have constraints that are means
to the original objective function (cf. Section 2.2).

As mentioned earlier, separation replaces a large optimization problem with a set
of smaller ones, as decomposition does. However, the subproblems in a separation do
not have to correspond strictly to different disciplines. In particular, note that, unlike
the multiple-discipline-feasible (MDF) and individual-discipline-feasible (IDF) tech-
niques (Hulme and Bloebaum, 2000; Allison ez al., 2007), separation does not iterate
until the solution converges. This is a key distinctive feature of separation. Moreover,
a separation does not include the special recursive structure of dynamic program-
ming (cf. Bradley et al., 1977). Finally, despite the similar name, separation is not
the same as separable programming, a branch of mathematical programming that
uses a linear program to approximate a nonlinear optimization problem in which the
objective function and the constraints are sums of single-variable functions (Stefanov,
2001).

Example 7.12 The preliminary design of an unmanned aerial vehicle (UAV) can
be separated into three subproblems that are solved in sequence: (1) determine the
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UAV’s maximum take-off weight to meet mission, range, and other requirements,
(2) determine the wing area and engine thrust to meet speed and other performance
requirements, and (3) determine the characteristics of the autopilot (Sadraey, 2010).
The results of each step are needed to complete the next one. The detailed design
of the UAV tail can be separated into three problems: in the first subproblem, the
UAV design engineer selects the tail configuration; after this, two other subprob-
lems (design the vertical tail and design the horizontal tail) can be done in parallel
(Sadraey, 2010).

Example 7.13 Flight planning optimization attempts to find a route (a track along
the ground), a profile (the altitudes along that track), and the speed for each segment
of the route. The overall objective is to minimize the total cost of fuel, overflights,
and other items. Although one could formulate this as a single trajectory optimization
problem, a common approach in practice separates the problem into two subprob-
lems: (1) optimize the route with a rule-based profile and then (2) optimize the profile
and speed of that route.

A catalog design task requires an engineer to design a system by selecting existing
components for specified functions. Computer systems, piping networks, hydraulic
systems, and heat exchanger networks are typical applications (Carlson-Skalak et al.,
1998). In some cases, the configuration of the components is fixed, so the overall cat-
alog design task can be separated into subproblems (one for each type of component)
that can be solved in parallel.

Example 7.14 The design of a machine that can transfer bodily fluids from one
specimen container to another for medical testing may require, after the configura-
tion is determined, selecting trays that can hold containers, a robotic arm to handle the
containers, a vortexer that can mix the specimens before transfer, a pipette, and a bar-
code scanner. These do not need to be designed, but the design team must select the
appropriate components from among those that are available from suppliers. Design-
ing the machine is a composite decision that can be represented as the separation
shown in Figure 7.6.

Systems engineering development processes include both top-down and
bottom-up approaches (Blanchard and Fabrycky, 1998). These are two different
types of separations for system design problems. Different approaches can be
used for the same problem. Although they solved the same facility layout redesign
problem, some teams of engineers used a top-down approach, and other used a
bottom-up approach in a study described by Gralla and Herrmann (2014). Examples
7.15 and 7.16 are cases of top-down separations in other domains.

Example 7.15 Manheim (1966) described the separation of a highway location
problem, which, given the two ends of the highway, must specify the centerline of
the highway from one end to the other and the shape of the road (its cross-section
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Figure 7.6 The separation of a machine design decision. After the configuration is selected,
the components are selected independently.

Select -~ Select -~ Select
band of interest “| location "| specific design

Figure 7.7 The separation of a highway design decision. Each subproblem is solved in
sequence.

and relationship to the ground surface) at regular intervals along this path. The high-
way design procedure separated the problem into three subproblems that are solved
sequentially: select a “band of interest,” select a location, and select a specific design,
as shown in Figure 7.7.

Example 7.16 Wertz and Larson (1999) described the process of designing a space
mission architecture as a series of decisions. This separation requires solving the
following subproblems: determining the orbit and constellation, allocating pointing
and tracking functions between the payload and spacecraft elements, selecting the
elements needed to support communications and control, designing the spacecraft,
choosing a launch and orbit transfer system, and planning the logistics of maintain-
ing the space mission. These are not independent, but there are various arrangements
of the subproblems that can be followed to complete the design.

Within a separation, the solution to one subproblem may generate constraints that
the solutions to other subproblems must satisfy. When developing the 1996 Taurus,
Ford decided that the new car would use the automated fixtures already in use at
the assembly plants (Walton, 1997). This decision about the manufacturing process
constrained the wheelbase of the car and the location of the door hinges, which in
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turn determined the location of the window glass that dropped into the doors, which
determined the size of the sail, which affected the look of the car, the locations of
speakers and outside rearview mirrors, and the functioning of the climate control
system.

Constraints exclude solutions that are infeasible with respect to one or more of the
many different conditions that a successful design must satisfy. In decision making,
constraints are important because they reduce the search effort (often by identify-
ing the boundary between sets where good solutions are likely and sets where they
are not).

For example, if the objective is to maximize profit, one can formulate a design
problem with no constraints. In this approach, the evaluation of profit must penalize
any unreasonable solution. For instance, if the power tool is too heavy, few customers
will buy the tool, and sales and profit will be low. While theoretically possible, this
approach clearly results in a huge search space and a complex objective function.
Thus, the computational effort will be extremely large.

In contrast, including constraints (such as an upper bound on the weight of the
power tool) limits the search space and simplifies the objective function, which makes
solving the problem much easier. When designing a production line, instead of opti-
mizing an objective function that includes the cost of equipment and the costs asso-
ciated with cycle time and work-in-process inventory, an industrial engineer may
simply set an upper bound on equipment utilization in order to keep cycle time and
work-in-process inventory levels to a reasonable level. Section 2.2 listed additional
examples of constraints (from Hazelrigg, 1996) that simplify design problems.

When the subproblems are solved by different decision-makers, separating a prob-
lem in a way that yields a high-quality solution is, in general, a difficult problem that
falls into the category of mechanism design (Myerson, 2008).

The order in which the subproblems are solved can affect the quality of the design
that is ultimately selected. The objectives used in the subproblems can also affect
the quality (Karimian and Herrmann, 2009). Examples 7.17 and 7.18 show these
phenomena.

Example 7.17 A passenger aircraft design problem can be separated into two sub-
problems (Lewis and Mistree, 1998). The first subproblem (Aerodynamics) concerns
the wing and fuselage lift characteristics such as climb gradients, aspect ratio, and
take-off field. Solving that requires setting the wing area, the wing span, and the fuse-
lage length. The second subproblem (Weight) requires setting the thrust and take-off
weight through a fuel balance. Solving the aerodynamics problem first and then the
weight subproblem generates one design, and solving the weight problem first and
then the aerodynamics subproblem generates a different design.

Example 7.18 This example was developed by Paul Collopy and presented by
Hazelrigg (2012). As part of the process of designing a new airplane, one engineering
team designed the landing gear, and a second team designed the tail. Both teams
were given cost and weight constraints, and each was evaluated on how well it
met its cost and weight targets. The landing gear team generated two alternatives:
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the first one was too heavy but very inexpensive and the second had an acceptable
weight but just barely met the cost constraint. Meanwhile, the other team generated
two alternatives for the tail: the first one was too expensive but very lightweight and
the second had an acceptable cost but just barely met the weight constraint. Both
teams picked their second choices (which were optimal given the objectives), but
the total cost and weight of these exceeded the total cost and weight of the first
“infeasible” alternatives. They would have produced a lighter, less-expensive plane
by picking their first alternatives. This dilemma occurred because the objectives of
the subproblems that the teams solved led them to solutions that were inferior when
combined.

7.19 PRODUCT DEVELOPMENT PROCESSES

Product development organizations seek to make good decisions. In practice, they
decompose a design problem into a series of subproblems (a separation), and design
engineers and other members of the team must try to satisfy a variety of constraints
and make tradeoffs between multiple competing objectives.

Itis convenient to view a product as a hierarchy of subsystems, subassemblies, and
components. Because designing a product requires designing all of these elements, a
product development project involves a hierarchy of decisions. A decision at one level
sets targets and constraints or provides information for decisions at another level. A
typical example is aircraft design (see, for instance, Kalsi ez al., 2001). The concep-
tual design phase selects wing area, fuselage length, wingspan, take-off weight, and
installed thrust, and the detailed design steps must respect these constraints. Setting
these constraints makes component (or subsystem) design easier although the con-
straints prevent system-level optimization (cf. Hazelrigg, 1996, and Keeney, 1992).

Product development requires a wide variety of decisions, including the following
12 interdependent types of decisions (Krishnan and Ulrich, 2001):

Selecting the opportunities to pursue.

Selecting the assets to share across products.
Determining the core product concept.

Setting the target values of the attributes.
Determining the values of key design parameters.
Creating the physical form and industrial design.
Selecting the desired variants of the product.
Determining the product architecture.

e e A N ol

Selecting who designs the components.

_.
e

Determining the assembly precedence relations.

—_—
—_—

. Selecting the configuration of the supply chain.

—
[\

. Selecting who produces and assembles the product.
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Because making good decisions requires expertise and an organization of people
can be experts in only a few things, a manufacturing firm specializes in a certain
class of products. It focuses its attention on the market for that class of products,
the technologies available to produce that class, and the regulations relevant to
that class.

Because the design problem is highly complex, product development teams
decompose the problem into a product development process, which provides the
mechanisms for linking a series of design decisions that do not explicitly consider
profit.

For example, at an American sports clothing and accessories company, the process
for bringing new products to market is a series of phases, each of which ends with a
decision to move forward. A decision to change a product starts a prestudy phase that
leads to a go/no-go decision (move forward or cancel the project). Up to four more
phases follow: the concept study phase, the detailed development phase, the final
development phase, and the industrialization phase. Each one ends with a go/no-go
decision (move forward or repeat that phase). After the last phase, the product is
launched (released).

The following nine steps are the primary activities that many product development
processes accomplish (Schmidt ef al., 2002):

Identify the customer needs.

Establish the product specification.

Define alternative concepts for a design that meets the specification.
Select the most suitable concept.

Design the subsystems and integrate them.

Build and test a prototype; modify the design as required.

Design and build the tooling for production.

Produce and distribute the product.

R A Rl o

Track the product during its life cycle to determine its strengths and weaknesses.

This list (or any other description that uses a different number of steps) is an
extremely simple depiction that not only conveys the scope of the process but also
highlights the inherent decomposition. Iteration can occur within each step as pos-
sible solutions are generated, evaluated, and revised (Cross and Roozenburg, 1992).
There are many other ways to represent product development processes and the com-
ponent tasks, including the use of schedules or a design structure matrix (Smith and
Eppinger, 2001).

The first six steps listed above form a separation of profit maximization problem.
Associated with each step are a subproblem and some constraints:

1. Identify the customer needs. Which customer requirements should the product
satisfy to maximize sales? Constraints: product line and market segment.
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2. Establish the product specification. Which product performance targets (includ-
ing cost) should the product meet to satisfy the customer requirements? Con-
straints: customer requirements and available technologies.

3. Define alternative concepts and select the most suitable concept for a design
that meets the specification. Which set of product features best satisfies the prod-
uct performance targets? Constraints: product performance targets and available
technologies.

4. Design the subsystems and integrate them. Which shapes and materials can be
used to make the product features? Constraints: conceptual design, manufactur-
ing feasibility, safety, and government regulations.

5. Build and test a prototype; modify the design as required. Does the selected
design meet the product performance targets? Constraint: product performance
targets.

6. Design and build the tooling for production. Which tools and manufacturing
processes can be used to manufacture the product? Constraints: shape and mate-
rial of components.

The above descriptions are deliberately brief and general to show the idea. Note
that this decomposition starts with the assumption that maximizing profit relies upon
maximizing sales.

Manufacturing firms understand that design decisions (although made early in the
product life cycle) have an excessive impact on the profitability of a product over
its entire life cycle. Consequently, product development organizations have created
and used concurrent engineering practices for many years (see Smith, 1997, for a
historical view). Many types of tools and methods (such as cross-functional prod-
uct development teams and design for manufacturing guidelines) have been created,
adopted, and implemented to improve decision-making. Cooper (1994) identified
three generations of formal approaches to product development, all of which involve
decomposition.

It should be noted, however, that decomposition is not the only way to describe
product development. As an alternative to decomposing a system design problem into
subproblems, Hazelrigg (1996) proposed creating and refining system design models
to express how detailed design variables affect the overall system performance.
This approach suggests that a product development process would end with using
the model to find the optimal design. State-of-the-art design for market systems
approaches motivated by the decision-based design (DBD) framework (Hazelrigg,
1998; Shiau and Michalek, 2009) include enterprise models that add variables
from the marketing and manufacturing domains to models with conceptual design
variables and adapt existing decomposition techniques to solve them (Fenyes et al.,
2002; Renaud and Gu, 2006; Michalek et al., 2006; Williams et al., 2008). The
model-based systems engineering paradigm also emphasizes using comprehensive
system design models for making tradeoffs and finding superior system designs
(Ogren, 2000; Estefan, 2007).
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EXERCISES

7.1.

7.2.

7.3.

74.

7.5.

NASA, the European Space Agency, and other partners committed in 2013
to keeping the International Space Station (ISS) operational through 2020
(Achenbach, 2013). Consider the decision of whether to continue operating
the ISS beyond 2020, which affects not only the space agencies but also
the contractors that support the operations and scientific researchers who do
zero-gravity experiments on the ISS. Which type of decision process would
be appropriate for making this decision?

In 2013, the Washington Metropolitan Area Transit Authority (WMATA) faced
a decision about how to fix ongoing water leaks that damaged equipment and
limited service on one line (Hedgpeth, 2013). WMATA tried various short-term
solutions, including diverting and pumping the water, but then began look-
ing for long-term solutions, including drilling wells and installing a protective
waterproof liner. WMATA hired an engineering firm to find possible solutions
and brought in experts from other cities to review their plans. Which type of
decision-making process is this? Is it appropriate for the situation (given the
level of technical knowledge and problem consensus)?

The decision to sell The Washington Post involved multiple decisions (Timberg
and Yan, 2013): the CEO and the publisher agreed to sell the paper (instead of
letting it decline gradually or reducing staff drastically), the CEO decided to
consult the board of directors, the CEO decided to hire an investment firm to
find potential buyers, and the CEO agreed to accept the buyer’s offer. Which
parts of the incremental decision-making process presented in Section 7.2 cor-
respond to which of these activities?

As part of the process of selecting a site for a new hospital in Prince George’s
County, Maryland, the Dimensions Healthcare System Board of Directors
chose, from the four sites being considered, to endorse two of the sites
(Dimensions Healthcare System, 2013). The two rejected sites were unaccept-
able because of their location and because they had multiple owners (Spivack,
2013). The two selected sites met the site selection criteria, including factors
related to size, location, site development costs, and future development
potential. After this decision, negotiations regarding the financial terms for
each location began. The Board of Directors still needed to select one site for
submitting its application to the Maryland Health Care Commission. Which
parts of the incremental decision-making process presented in Section 7.2
correspond to which of these activities?

In 2013, the US State Department was considering whether to issue a permit
for the Keystone XL pipeline, which would carry oil from northern Alberta
to the Gulf of Mexico (Mufson, 2013). How should this decision situation be
classified: as aunique, wide-impact decision; a repeated, wide-impact decision;
or a routine, narrow-impact decision?
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7.6.

7.7.

7.8.

7.9.

7.10.

7.11.

7.12.

DECISION-MAKING PROCESSES

In July 2013, the California Department of Toxic Substances Control issued a
draft expansion permit that would allow the expansion of a landfill that accepts
toxic wastes that are not allowed in most landfills (Wozniacka, 2013). How
should this decision situation be classified: as a unique, wide-impact decision;
a repeated, wide-impact decision; or a routine, narrow-impact decision?

In 2013, the Federal Communications Commission (an independent govern-
ment agency in the United States) began the process of deciding whether to
allow passengers on airplanes to use their cellphones while airborne (Knutson
et al., 2013). The process involved numerous activities. For each of the follow-
ing, identify whether it is part of the analytic process or part of the deliberative
process: (a) conducting studies about whether cellphones pose a safety threat
to aircraft, (b) drafting a rule and inviting comments from the public about it,
and (c) meeting to decide whether to approve the rule.

In the process to select exterior colors for the 1996 Ford Taurus, paint suppliers
proposed their latest colors while Ford personnel went to conferences of color
professionals, boat shows, fashion shows, spring break, and other events to
identify color trends (Walton, 1997). Is this a search for alternatives or a search
for information?

On June 12, 1969, General Samuel Phillips, the Apollo program director, who
needed to decide whether Apollo 11 would launch as scheduled in July, chaired
a meeting with NASA managers and contractors, who described the status of
different systems (Nelson and Men, 2009). In what way was this meeting a
search?

When selling her family’s house, McLay (2013) assumed that the problem fit
the assumptions of the secretary problem and estimated that they would receive
at most six offers on the house. What is the smallest number of offers that they
should consider before accepting one?

(This question was motivated by an example in Chun, 2000.) A mining
company is searching for mineral deposits in a new region. The company
has enough money to build only one mine. They have identified 15 sites to
explore. They can explore sites one at a time. Once they explore a site, they
must decide immediately whether or not to build a mine there. If they build a
mine there, then they stop searching. If they do not build a mine there, then
they will move on to explore the next site. Because some other firms will build
a mine on an explored site before too long, the mining company is facing a
secretary problem. The mining company wants to maximize the probability of
getting the best of these 15 sites. What is the minimum number of sites that
should be explored? That is, which site is the first that could be selected?

How do real-world decisions combine aspects of classical multicriteria deci-
sions and the secretary problem?
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7.13.

7.14.

7.15.

7.16.

7.17.

Rose is designing a new full-service automobile maintenance facility for a car
dealership. How could she separate this design decision into many separate
decisions?

Public health emergency preparedness planners in the state of New York
needed to design a warehouse to store medical supplies that would be delivered
from a stockpile if a large-scale bioterrorism attack occurred. In particular,
besides the usual building construction issues, they needed to determine the
location in the warehouse and layout for three areas (receiving, storage, and
shipping) and make sure that each area had enough space for the expected
supplies. Suggest a separation of this design problem that makes the design
process easier.

Engineering teams solved a satellite design problem that included three design
variables (payload mass, velocity change, and payload power) that affected the
performance of three highly coupled subsystems: payload and orbital, power,
and propulsion (Austin-Breneman et al., 2012). One team optimized the design
variables sequentially, one at a time. Describe the advantages and disadvan-
tages of this particular separation.

A design team developed three concepts for a motorcycle helmet that includes
LEDs on the back of the helmet to indicate the turn signal (Hsu ef al., 2013).
The first concept would wire the helmet’s turn signals directly to the motorcy-
cle’s electrical system, the second concept would use a wireless connection to
the motorcycle’s existing signals, and the third concept would use a wireless
connection to the motorcycle’s turn signal switch. The design team was con-
cerned about cost, battery life, safety, ease of use, aesthetics, head mobility,
ergonomics, weight, manufacturing, and implementation. Explain how mak-
ing this decision early in the product development process would simplify the
design process. What is the drawback of making this decision early?

The space mission analysis and design process (Wertz and Larson, 1999)
includes the following steps:

1. Define broad objectives and constraints of the space mission.

2. Estimate quantitative mission needs and requirements related to the broad
objectives and constraints.

3. Define alternative mission concepts that state broadly how the mission will
work.

4. Define alternative mission architectures (for each mission concept) that
define the subsystems (elements) that can meet the requirements of that
mission concept.

5. For each mission concept, identify the system drivers, the key parameters
that influence overall cost and performance.

6. Characterize mission concepts and architectures by defining, in detail, what
the system is and what it does.
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7. Identify critical requirements, the key requirements that determine the cost
and performance.

8. Evaluate mission utility by quantifying how well the system design meets
the critical requirements and broad objectives.

9. Define a mission concept (select a baseline system design).
10. Define specific system requirements.
11. Allocate (flow down) requirements to system elements.

How is this process similar to the decision-making processes discussed in this
chapter? What is the “big” decision being made? Which steps are generating
alternatives? Which steps are generating information for evaluating the alter-
natives? Which steps are making decisions? What are those decisions?

7.18. Field Marshal Lord Alanbrooke, a commander in the British Army during
World War II, would, when evaluating proposed operations, ask the follow-
ing practical questions: “Where will it be? Who will do it? Are there enough
forces, equipment, training?”” (Kennedy, 2013). At what point in the incremen-
tal decision process model would such questions be appropriate?

7.19. Model the secretary problem with five applicants using a decision tree and use
it to find the policy that maximizes the probability that the decision-maker will
select the best applicant. Note that all five possible sequences of the relative
quality (such as 5th, Ist, 3rd, 2nd, and 4th) are equally likely. The uncer-
tainty resolved during each interview is that applicant’s quality relative to those
already interviewed. After the decision-maker selects an applicant, assume that
any uncertainty about whether that applicant is the best is resolved. (Hint: let
the value of the best applicant be 1 and the value of every other candidate
be 0; the expected value equals the probability that the applicant selected is
the best.)
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THE VALUE OF INFORMATION

Learning Objectives:

After studying this chapter, the reader will be able to do the following:

1. Calculate the expected value of perfect information relevant to a decision with
uncertainty (Sections 8.1 and 8.3).

2. Calculate the expected value of imperfect information relevant to a decision
with uncertainty (Sections 8.2 and 8.3).

3. Estimate the relative value of testing different alternatives (Section 8.4).

4. Estimate the relative value of measuring different uncertain attributes
(Section 8.5).

Information about a product or a system that is being developed is usually valuable.
When Ronnie Harker, a Royal Air Force test pilot, flew an early version of the North
American P-51 Mustang in 1942, he realized that its mediocre performance at high
altitudes was due to an underpowered engine, and that using a different engine (the
more powerful Rolls-Royce Merlin 61) would significantly improve the fighter. His
suggestion, when adopted, allowed the Allies to deploy the P-51 (shown in Figure 8.1)
as a long-range daytime escort over Europe during World War II, which increased

Engineering Decision Making and Risk Management, First Edition. Jeffrey W. Herrmann.
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Figure 8.1 Four US Army Air Force North American P-51 Mustang fighters. (Photo credit:
United States Army Air Force.)

Figure 8.2 The littoral combat ship USS Freedom (LCS 1) off the coast of Southern
California. (Photo credit: James R. Evans, United States Navy.)

the effectiveness of their strategic bombing campaign against the German industrial
sector (Kennedy, 2013).

More recently, testing prototypes of a littoral combat ship (shown in Figure 8.2) led
to over 150 design changes, including adding more crew, adding a walkway around
the bridge, and making one version longer to add room for more ballast (Nissenbaum,
2013).

Sometimes, however, the information gathered may not clarify the issue. The
design of a reinforced concrete school building specified concrete with 4% of
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entrained air and a design strength of 3500 psi (Benjamin and Cornell, 1970). Tests
on the material used during construction showed up to 10% air and a strength of
2100 psi for the concrete cylinders. The construction firm faced a risky decision:
replacing the structure would have delayed completion a year, but accepting the
present structure involved the chance that the structure would fail in the future, and
the firm would have been liable for the damages. More testing was ordered, but the
load tests did not clarify the issue: the structure showed no signs of distress during 16
tests using a superimposed load on the beams and slabs. Moreover, the relationships
between beam capacity and concrete cylinder strength were unknown, and most of
the structure did not need to meet the specified design strength.

In other cases, the cost of the information may exceed its value, and the
decision-maker should proceed without it. For instance, in 2013, the US Department
of Defense (DOD) waived the requirement for a prototype during the development
of a helicopter (the VXX) that would be used to transport the President and other
government officials. The DOD determined that, in this case, prototypes of critical
subsystems (including communications systems) would increase development costs
by nearly $1billion and delay the time required to field an aircraft by 16 months
but provide no benefit. Building and testing a prototype helicopter would yield
information and improvements to the aircraft and save $542 million, but this would
cost approximately $3 billion and delay the time required to field an aircraft by at
least 16 months (GAO, 2013/2014). Given these estimates, the best prototyping
strategy was no prototype.

As part of the decision-making process, the decision-maker may wish that more
information (data) about an uncertain quantity was available. If the data were avail-
able, then they could be used to update the decision-maker’s beliefs about the uncer-
tain quantity. The techniques of inference can be used to estimate parameters based
on the data. Bayesian methods are extremely useful and powerful, especially when
estimating the parameters of a probability distribution. The general approach is to
model the decision-maker’s prior knowledge as a probability distribution and then
update the distribution using Bayes’ theorem. Some examples of this will be pre-
sented in this chapter. Classical estimation techniques (from statistics) are relevant
for cases where little-to-no prior information is available. A complete discussion of
inference is beyond the scope of this chapter, but excellent studies are available (Pratt
et al., 1995; Jordaan, 2005).

Test information is often used to estimate the failure rate of a component. The
Bayesian approach begins with a prior distribution for the failure rate and then uses
Bayes’ theorem to update that distribution based on the test results. In general, this
updating can be a difficult computational problem. In some cases, however, the updat-
ing has a simple form. For instance, if the prior distribution on a failure rate is a
gamma distribution, then observing a number of failures over a total time leads to
another gamma distribution with updated parameter values (Modarres, 2006).

When precise probabilities are not available, a decision-maker can use evidence
theory (Dempster—Shafer theory) and evidence combination rules for combining
imprecise probability statements (evidence) from multiple sources (Dempster,
1967; Shafer, 1976). (Imprecise probabilities were introduced in Section 5.3.)
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These rules generate new imprecise probabilities from the evidence. The purpose
of this is similar to the purpose of Bayesian updating although the calculations are
different. An important limitation is that different evidence combination rules will
give different results, especially when the evidence is conflicting, but guidelines
have been developed to suggest the conditions under which different rules are most
appropriate (Rao and Annamdas, 2013). Formal extensions of Bayesian theory for
uncertain evidence have been developed as well (Groen and Mosleh, 2005).

The focus of this chapter is the decision to gather information (or not). The analysis
of this decision is a type of preposterior analysis.

In a decision with uncertainty, more information may help a decision-maker by
providing better estimates of the performance or outcomes associated with an alter-
native. It may help a decision-maker develop a more accurate understanding of the
distribution of the outcome by resolving some of the uncertainty. Whether a product
will pass a qualifying test is uncertain. If the probability of success depends on the
quality of the material, and the quality of material is itself uncertain, then there is a
lot of uncertainty about the test outcome. Determining the quality of the material will
reduce the uncertainty about the test results.

Simply waiting for some uncertainties to become resolved is one way to gain infor-
mation. In some cases, however, a decision-maker has the opportunity to spend some
resources to gain information about the uncertain value. If the cost of gaining infor-
mation is high, however, it may be better to go ahead without the information.

Of course, misleading information can be harmful and lead a decision-maker to
select a poor alternative. This can happen if the decision-maker receives incorrect
information but believes that it is correct or if the decision-maker has an incorrect
understanding of how the information is relevant.

False positives and false negatives are examples of imperfect information. A false
positive occurs when the results of a test indicate that a condition is present when
it is actually absent. A false negative occurs when the results of a test indicate that
a condition is absent when it is actually present. Receiver operating characteristic
(ROC) curves describe how a threshold-based test changes the likelihood of false pos-
itives and false negatives. When setting the threshold, a decision-maker must make
a tradeoff between the costs of false positives and false negatives. For example, an
eye pressure threshold is used to determine whether a patient has glaucoma (Swets
etal., 2000). If the eye pressure exceeds the threshold, then the patient is diagnosed as
having glaucoma and begins receiving treatment. Unfortunately, the eye pressure is
imperfect information because the eye pressure in healthy eyes (and the eye pressure
in the presence of glaucoma) varies among patients. A low threshold results in more
diagnoses (which increases false positives), but a high threshold reduces the number
of diagnoses (which increases false negatives and reduces true positives). The rela-
tionship between false positives and false negatives can be visualized with a ROC
curve (Figure 8.3). The value of the test changes as the threshold is changed. Each
point on the ROC curve corresponds to a different threshold, which affects the prob-
ability of a true positive (if the condition is actually present) and the probability of
a false positive (if the condition is absent). A different test that had both fewer false
positives and fewer false negatives would be even more valuable because it would
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Figure 8.3 A receiver operating characteristic (ROC) curve, based on the example in Swets
et al. (2000).

be more accurate. The accuracy of a ROC curve is measured by calculating the area
under the curve. As the curve moves up, the probability of a false negative decreases
(for a given false-positive rate), and the test is more accurate.

The economic value of information describes the expected benefit that the
decision-maker would realize from having the information (Lawrence, 1999).
This quantity can be used by the decision-maker to determine whether resources
should be spent to get the information. Information is valuable if it leads to a better
decision. The net value after subtracting the cost of gathering the information from
the expected value of the information is known as the expected net gain of the
information.

Example 8.1 Consider the following example of construction (based roughly on an
example from de Neufville, 1990). Developers in the San Francisco Bay area plan to
build on 350 acres (140 hectares) of reclaimed land. They can build now or wait to
build after preloading the site to accelerate consolidation. The major uncertainty is
the condition of the soil, which may be insufficiently consolidated. If they build now
and the soil is bad (insufficiently consolidated), they will incur an extra $1,000,000
in repair costs. If they build now and the soil is good (consolidated), they will incur
no extra repair costs. If they wait, then they are sure that the soil will be consolidated
(there is no risk), but they will incur $300,000 in preloading costs and lost revenue
due to the delay. An expert estimates that the probability that the soil is bad is 25%
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(thus, the probability that the soil is good is 75%). The developers can get perfect
information about the condition of the soil for $100,000. Should they purchase the
information?

Section 8.1 discusses how to calculate the expected value of perfect information,
and Section 8.2 discusses how to calculate the expected value of imperfect informa-
tion. Section 8.3 describes the value of information about ambiguous probabilities.
Section 8.4 discusses the value of information when trying to select the truly best
alternative (the selection problem). Section 8.5 describes a technique for determining
the relative value of information about specific attributes used to evaluate alternatives.

The techniques described in this chapter generally assume that precise probability
distributions for uncertain quantities can be determined. When precise information
is not available, the techniques can still be useful using approximate values and con-
ducting a sensitivity analysis to get a range for the value of the information being
considered.

8.1 THE EXPECTED VALUE OF PERFECT INFORMATION

We can analyze a situation similar to Example 8.1 by computing the expected value
of the information. Given a decision situation L, before gathering some information,
let the expected value of the optimal strategy be EV*(L). The opportunity to gather
information creates a new decision situation L/. Let the expected value of the opti-
mal strategy for that decision be EV*(LI). The expected value of perfect information
(EVPI) is the expected increase in the value of the situation:

EVPI = EV*(LI) — EV*(L).
Determining the EVPI of a decision situation involves three steps:

EVPI Step 1. Consider a general decision situation that has a set A of alternatives
and an unknown X that can be any one of ¢ different values. The probabil-
ity that X = is p; for j=1, ... , 1. This probability does not depend on the
decision-maker’s choice. If alternative i in A is chosen and the unknown quan-
tity X = j, then there is some remaining uncertainty about the outcome that can
be expressed with the following conditional probability: let w;; be the number
of possible outcomes and let g;; be the probability that the value of the outcome
equals y;; fork =1, ... ,w;;. Figure 8.4 shows a decision tree that captures the
key aspects of this situation. From this, we can determine EV*(L), the expected
value of the decision with no information about X:

t Wi

EV*(L) = max 2; ;qu,-jky,-jk-
==
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Second event

First event

X

Alternatives

Figure 8.4 A decision tree for a generic decision.

EVPI Step 2. The decision-maker can get information about X before the decision
must be made. If the information is perfect, then the decision-maker accurately
knows the value of X before selecting an alternative. Figure 8.5 shows a decision
tree that captures the key aspects of the situation with perfect information. The
following equation determines EV*(LI), the expected value of the decision with
perfect information about X:

t Wij
EV*(LI) = ij 1?62114)( { Z GijiYijk }
=1 k=1

This formula reflects the fact that the uncertainty in X does not disappear but is
resolved before the decision-maker chooses. There is an optimal choice for
each possible value of X.

EVPI Step 3. Determine the EVPI as EVPI = EV*(LI) — EV*(L). The decision-
maker should be willing to pay any amount less than or equal to the EVPI
for the perfect information. Paying more than the EVPI would be an inferior
decision.

If the unknown X is the only uncertainty worth considering, then the above calcu-
lations can be simplified. Let y; be the outcome if the decision-maker chooses
alternative i and the unknown quantity X = j. Then,

t

EV*(L) = max zfpjyij,
£
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Figure 8.5 A decision tree for a generic decision with perfect information about the unknown
quantity X.

and

t

EV*(LI) = ;pj max y,;.

8.2 THE EXPECTED VALUE OF IMPERFECT INFORMATION

If the information about X is imperfect, then there is still some uncertainty about X.
The decision-maker will get the imperfect information, then make a decision, and
then the uncertainty about X and any other uncertainties will be resolved. Figure 8.6
shows a decision tree that captures the key aspects of the situation with imperfect
information. The expected value of imperfect information (EVII) is the gain in the
situation from having the imperfect information before selecting an alternative.

EVII Step 1. This is the same as EVPI Step 1, which calculates EV*(L).

EVII Step 2. Consider the distribution of the imperfect information, which must
be given or assessed based on past experience. Let p{l - be the probability that
the information says that X = 4 when actually X =jforh=1, ... ,tand j =
1, ... ,t. From this, the decision-maker can calculate the following probabil-
ities: let p, be the probability that the information says that X = i for h =
1, ... ,t, and let pjclh be the probability that actually X = if the information
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Figure 8.6 A decision tree for a generic decision with imperfect information X? about the
unknown quantity X.

saysthatX = hforh =1, ... ,t,andj = 1, ... ,t. The conditional probabilities
can be determined by Bayes’ theorem.

The following determines EV*(LII), the expected value of the decision with imper-
fect information about X:

t
I
Pn= 2 pjph[j'
J=1

1
c _ Pilyj
"=,
wij
EV*(LII) = Z B max {Z dp |hq,,ky,,k}
j=1 k=

EVII Step 3. Determine the EVII as EVII = EV*(LII) — EV*(L). The EVII is the
most that the decision-maker should pay for this imperfect information; if the
imperfect information costs more than this, the decision-maker is better off
without it.

In general, EV*(L) < EV*(LII) < EV*(LI),and 0 < EVII < EVPI. That is, imper-
fect information helps the decision-maker some, and perfect information helps
more.
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If the unknown X is the only uncertainty worth considering, then the calculation in
Step 2 can be simplified. Let y;; be the outcome if the decision-maker chooses
alternative i and the unknown quantity X = j. Then,

1 '
— 5 C
EV*(LII) = ;ph IPee}LxX { Zpﬂhyij }
= j=

The EVII increases (and approaches the EVPI) as the quality of the information
improves (as p]{v approaches 1). Of course, the decision-maker must have some idea
of how good the information is; otherwise, it is impossible to determine its value.
The EVPI is an upper bound on EVII; thus, in situations where the information is
imperfect but the quality is uncertain, the decision-maker at least knows that the EVII
cannot be greater than the EVPI, which requires less data to calculate.

The analysis here of EVII and EVPI assumes that the decision-maker is
risk-neutral, so calculating these quantities is straightforward. If the decision-maker
is risk averse, then the analysis must calculate EU*(L), the expected utility of the
decision without information, and then find the maximum value of the cost of the
information, such that the expected utility of the decision with the information is not
less than EU*(L) (for a complete and rigorous discussion, see Lawrence, 1999).

Example 8.2 Consider again Example 8.1. In this decision, the only uncertainty
being considered is the current condition of the soil. This is the unknown X, and it
has two possible values: (1) good or (2) bad. The probabilities are p; = 0.75 and
p, = 0.25. The alternatives are to (1) build now or (2) wait. There are four outcomes
(which are the changes in profit from the baseline): y,; = $0, y,;, = —$1,000,000,
and y,; = y,, = —$300,000.

EVPI Step 1.
2

EV*(L) = Erzliyzg z;p’yy
j=

= max{—$250,000, —$300,000}
= —$250,000.

With no information, the best option is to build now, with an expected loss of
$250,000. Figure 8.7 displays a decision tree of the situation with no informa-
tion.

EVPI Step 2. Suppose that the developers can get perfect information about the
condition of the soil. There is a 25% chance that the soil is bad (in which case,
they will wait) and a 75% chance that the soil is good (in which case, they
will build now with no risk of extra cost). Figure 8.8 displays a decision tree
of the situation with perfect information. The expected loss in this situation is
$75,000:
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Soil is good $0

(0.75)

Build now
Soil is bad

~$1,000,000
(0.25)

-$300,000

Figure 8.7 A decision tree for the construction decision with no information.

$0

Build now

Soil is good
(0.75) ~$300,000
. -$1,000,000
Soil is bad Build now
(0.25)
-$300,000

Figure 8.8 A decision tree for the construction decision with perfect information.

2
EV*(LI) = Z{pj g%{yij}
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= 0.75 max{0, —$300,000} + 0.25 max{—$1,000,000, —$300,000}

= —$75,000.

EVPI Step 3. The EVPI = EV*(LI) — EV*(L), which equals —$75,000 —
(—$250,000) = $175,000 in this case. The developers should be willing to pay

up to $175,000 for perfect information.
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The developers can also get imperfect information from testing samples of soil
obtained from borings, but the test is not perfect. Data about the results of previous
tests have been used to justify the following statements about its accuracy:

e If the soil is good, there is a 90% chance that the test will say that the soil is
good (and a 10% chance that the test will say that the soil is bad).

e [f the soil is bad, there is an 80% chance that the test will say that the soil is bad
(and a 20% chance that the test will say that the soil is good).

EVII Step 1. EV*(L) = —$250,000.

EVII Step 2. Let h = 1 if the test says that the soil is good and h = 2 if the test says
that the soil is bad. Hence,pq|1 =09andp} = O.I;p{|2 =02 andpé|2 =0.2..
From this information, the probability of each outcome of the test and the con-
ditional probabilities for the soil status given the test results can be determined
using Bayes’ theorem:

P, = 0.75(0.9) + 0.25(0.2) = 0.725
P, = 0.75(0.1) + 0.25(0.8) = 0.275

o 07509 27
1= "0725 29
o 0250 2
2T 70725 2
¢ _0750.0) _ 3
Pip= 70275 71
¢ _02508) _ 8
= o075 T 11

Nel

[a—

Figure 8.9 displays a decision tree of the situation with imperfect information.
These lead to the following expected value of the decision with imperfect infor-
mation:

EV*(LIT) = 0.725 max { % ©0) + %(—$1,000,000), —$300,000}

+0.275 max { 13—1 ©0) + %(—$1,000,000), —$300,000}

= 0.725(~$68, 965) + 0.275(~$300,000)
= —$132,500

If the test says that the soil is good, then they should build now if they want to
minimize the expected cost. The chance of building on bad soil drops to 2/29,
and the expected cost of building in this case is $68,965. If the test says that
the soil is bad, then they should wait, incurring the cost of $300,000. Thus, the
expected cost is $132,500.
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Soil is good
(27/29)

Build now

Soil is bad — —$1,000,000

(2/29)

Test = “good”
(0.725)
-$300,000

Soil is good

(3/11) $0

Build now

Test = “bad”

(0.275) ~$1,000,000

Soil is bad
(8/11)

-$300,000

Figure 8.9 A decision tree for the construction decision with imperfect information.

EVII Step 3. The EVII =EV*(LIl) — EV*(L), which equals —$132,500 —
(—$250,000) = $117,500 in this case. The developers should be willing
to pay up to $117,500 for this imperfect information. Note, of course, that
the imperfect information is worth less than the perfect information (i.e.,
EVII < EVPI).

As mentioned earlier, the EVII depends on the quality of the information. In
particular, the EVII changes as pll|1 and p£|2 change (note p§|1 =1- pl1|1 and
p€|2 =1- pép). Table 8.1 shows the EVII for combinations of pq“ and p ..
When both equal 1, then the information is perfect, and the EVII equals the
EVPI, which is an upper bound on the EVII. When both equal 0, although
the information is always wrong, the EVII again equals the EVPI because the
decision-maker, who is aware of the information quality, can use the wrong
information to make a better decision. This situation is similar to getting
information from someone who always lies; the information that the liar gives
is still useful because the opposite of what the liar says is always true. The
lowest EVII occurs when the sum p{ I plus p£|2 equals (or is close to) 1.
Then, the probability that the test says the soil is good is the same for both
actual soil conditions (because p{IZ =1- p£|2 =p! ) The result thus gives
the decision-maker no information about the actual soil condition.

Example 8.3 This example is based on a problem written by John Toczek. A dice
game has four six-sided dice with different numbers on each face. You and three
friends will play a simple game, where you will each roll one of the dice, and the
highest number wins. For convenience, let us label the dice A, B, C, and D.
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Die A has the following six numbers: 1-1-1-1-7-7. Die B has the following six
numbers: 4-4-4-4-4-4. Die C has the following six numbers: 2-2-2-2-6-6. Die D has
the following six numbers: 3-3-3-5-5-5. When all four dice are rolled, the probability
that A wins equals 1/3, and the probabilities for the all other dice equal 2/9.

Suppose that the winner will get $10. Suppose Joe picks A, and Rose picks D. You
have to choose between B and C, and then Louis will have whichever die is left. Is it
worth anything to you to have Joe and Rose roll their dice before you pick?

The expected value of the game with no information is the maximum of the
expected value of choosing B, which is (2/9) $10 = $2.22, and the expected value
of choosing C, which is (2/9) $10 = $2.22.

To determine the expected value of the game with perfect information about Joe
and Rose’s results, there are three cases to consider:

1. Joe rolls a 7. The probability of this outcome is 1/3. You will definitely lose no
matter which die you choose and what you roll.

2. Joe rolls a 1, and Rose rolls a 3. The probability of this outcome is 1/3. If you
choose B (and Louis gets C), you win if and only if Louis rolls a 2. The con-
ditional probability of this outcome is 2/3. If you choose C (and Louis gets B),
you win if and only if you roll a 6. The conditional probability of this outcome
is 1/3. Thus, choosing B is better than choosing C.

3. Joe rolls a 1, and Rose rolls a 5. The probability of this outcome is 1/3. If you
choose B (and Louis gets C), you will surely lose (to Rose or Louis). If you
choose C (and Louis gets B), you win if and only if you roll a 6. The conditional
probability of this outcome is 1/3. Thus, choosing C is better than choosing B.

At this point, it seems clear that knowing Joe’s roll and Rose’s roll affects your
optimal choice. With the information about their rolls, your probability of winning
increases to (1/3)(0) + (1/3)(2/3) + (1/3)(1/3) = 1/3, so the expected value of the
decision with this information is $3.33. Therefore, the expected value of this perfect
information equals $3.33 — $2.22 = $1.11. You should be willing to pay up to $1.11
to have Joe and Rose roll before you choose.

Note that, in the decision with the information, Joe’s probability of winning is
still 1/3, Rose’s probability of winning is still 2/9, but Louis’s probability of winning
decreases to 1/9 (and his expected value drops from $2.22 to $1.11). Because you are
hurting Louis if you get the information, you should pay him for the privilege.

8.3 EXPERIMENTATION TO REDUCE AMBIGUITY

Part of the decision-making process is deciding how much information to gather, and,
in general, a decision-maker can use this type of analysis to determine the expected
value of reducing uncertainty through experimentation. Decision ambiguity is a spe-
cial case in which the probabilities of uncertain events are themselves uncertain. In
general, this occurs when the decision-maker is unsure of the probabilities. More
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information allows for a better (less uncertain) estimate of the probability, but infor-
mation costs money, so the decision-maker needs to decide how much to gather.

Example 8.4 Consider a lottery that has two steps: first, one of the three coins will
be selected at random, and then the selected coin will be flipped. Rose, the player,
must decide whether to play after the coin is selected. She must pay $10 to play, but
she will win $20 if the coin lands “heads” (and get nothing if the coin lands “tails”).
The coins are indistinguishable but perform differently: the probability of heads with
the first coin is 0.1, the probability of heads with the second coin is 0.5, and the
probability of heads with the third coin is 0.7.

After a coin has been selected, Rose is unsure about the probability of a heads.
That is, the probability is ambiguous: the probability that it equals 0.1 is 1/3, the
probability thatitequals 0.5 is 1/3, and the probability that it equals 0.7 is 1/3. Because
the coins are equally likely to be selected, the total probability of heads is 13/30, so
the expected value of playing is (13/30)($10) + (17/30)(—$10) = —$1.33. Rose will
decline to play, so the expected value of the decision EV*(L) = $0.

Now, suppose that Rose has the opportunity to flip the selected coin before decid-
ing to play to reduce the ambiguity. If she can flip the selected coin sufficiently many
times, then, based on the frequency of heads, she would be nearly certain which coin
was selected and would know her probability of winning. This would be an example
of (nearly) perfect information about the probability (but it does not reduce the uncer-
tainty about the result of the coin flip).

If, however, she can flip the selected coin only N times (where N is not large), then
the experimental coin flips are imperfect information. The expected value of the coin
flips can be determined as follows:

Let p; be the probability that coin i will be heads when flipped, i = 1, 2, 3.
Let Py = J -; k pf:(l — p;)¥ be the probability that, when coin i is flipped j + k
times, j heads and £ tails will occur.

Using Bayes’ theorem and the fact that the coins are equally likely, we can deter-
mine the probability that coin i was selected given that j heads and & tails did occur:

j+k '1_ Nk
, Py < .)p{.( pi)

Wk Py + Py + Py

J
o (K '
2<’j )ﬂh(l—pmk
h=1

After j + k experimental coin flips that yield j heads and k tails, the posterior prob-
ability of heads equals Zle P;Ukpl-. She then needs to decide whether to play; she will
play if the expected value of the game is positive.

For example, suppose Rose flips the selected coin one time before deciding
whether to play. Figure 8.10 displays a decision tree of the situation with this
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Figure 8.10 A decision tree for the coin flip game with imperfect information.

imperfect information. Suppose that the result is heads (j = 1 and k = 0), with only
one flip, P,y = p; for all three coins; therefore,

Pljjo=0.1/(0.1+0.5+0.7) = 1/13

P10 =0.5/(0.1+0.5+0.7)=5/13

P}1o=0.7/(0.1+0.5+0.7) = 7/13.

The ambiguity about the probability of heads has been reduced but not eliminated:
the probability that it equals 0.1 is 1/13, the probability that it equals 0.5 is 5/13, and
the probablhty that 1t equals 0.7 is 7/13. The posterior probability of heads equals
—(0 1+ —(0 5) + —(O 7), which is approximately 0.577. The expected value of the
game is $l 54 SO Rose will play.

In contrast, if the result of the one experimental coin flip is tails j = 0 and k = 1),
P;y; = 1 — p; for all three coins; therefore,

P1|01 =0.9/(0.9+05 +03)=9/17
Pl =05/(09+0.5+0.3)=5/17

;|01 =0.3/(0.9+0.5+0.3) = 3/17.
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TABLE 8.2 The Expected Value of Imperfect Information
(EVII) in the Coin Flip Game.

Number of Coin Flips (N) Expected Value of Imperfect
Information (EVII)

$0.67
$0.71
$0.97
$1.08
$1.09
$1.20
$1.23
$1.24
$1.28
$1.29
$1.30
$1.31
$1.31
$1.32
$1.32

[clEN e Y R I S

— e = \O
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Again, the ambiguity about the probability of heads has been reduced but not elimi-
nated: the probability thatit equals 0.1 is 9/17, the probability that it equals 0.5 is 5/17,
and the probability that it equals 0.7 is 3/17. The posterior probability of heads equals
19—7 0.1+ 15—7 0.5)+ % (0.7), which is approximately 0.324. The expected value of the
game (given this imperfect information) is a loss of $3.53, so Rose would not play,
so the expected value of the decision equals 0.

Therefore, the total expected value of the situation with one coin flip EV*(LII) =
;—3($1.54) + %(0), which is approximately $0.67. The EVII = $0.67 — $0 = $0.67.

In general, let V be the value of winning ($20 for Rose), and let C be the cost of
playing ($10 for Rose). Then, the expected value of the game without the experimen-
tal coin flips

3
EV*(L) = max {o, D %in - C}
=1

and the expected value of the game with N experimental coin flips

N 3 3
. 1 /
EV' (L) =Y ) 3 Pijv-j max {ZPhU’N_jphV - c,o} .

j=0 i=1 h=1

The expected value of the imperfect information from N experimental
coin flips is the difference between these quantities. In this example, because
EV*(L) = $0, EVII = EV*(LII).

After Rose calculates these quantities (shown in Table 8.2), she determines that
the expected value of the imperfect information from 10 experimental coin flips is
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$1.29, so she would pay up to $1.29 for the results of that experiment. In particular, if
four or more heads appear in the 10 experimental coin flips, then she should play the
game. The expected value of the imperfect information from 15 experimental coin
flips is only $1.32, however, and the expected value of perfect information about the
coin is $1.33.

In this case, the experimental coin flips are valuable because the coins are quite dif-
ferent. If the three coins had a very similar probability of heads, then the experimental
coin flips would have much less value. For instance, if the probabilities were 0.45, 0.5,
and 0.6, then the expected value of the imperfect information from 15 experimental
coin flips is only 9 cents.

This example assumes that there are a finite number of different coins, but the
approach can be extended to the case of a coin with an unknown probability of heads
(the actual coin is one of many possibilities).

8.4 EXPERIMENTATION TO COMPARE ALTERNATIVES

In general, the ability to make a correct selection depends on the quality of the infor-
mation about the performance or value of each alternative. When uncertainty about
the performance exists, the decision-maker may consider gathering information by
taking measurements or samples or running simulation models of the alternatives.
Because gathering information requires resources, the decision-maker will want to
allocate resources in a way that increases the likelihood that the information gath-
ered will lead to the truly best alternative. The selection problem requires finding the
best alternative when performance is a random variable, and an alternative’s true per-
formance must be estimated using experimentation. In some studies, this problem is
known as choosing the best of several “treatments” or “processes” (Pratt et al., 1995).

For example, a photovoltaics engineering firm may develop a computer simulation
to estimate the energy losses within a photovoltaic array and evaluate the system’s
overall performance (Bucciarelli, 1994). The model can be used to compare different
systems that are being considered for a particular installation, but it takes time to run.
Moreover, if the model included random elements (for the weather or component
failures, for instance), then its output is different every time it is run. More simulation
runs provide more information about the photovoltaic system’s true performance, but
this requires time and resources.

Given a set of sample data collected from observations (such as measurements,
evaluations, or simulation runs), the decision-maker can, for each alternative,
create (using classical statistical approaches or by updating a prior using Bayes’
theorem) a probability distribution that expresses his beliefs about the true value of
the alternative. If the decision-maker selects the alternative i that has the greatest
expected value, but some other alternative has the greatest actual value, then an
opportunity loss occurs. The opportunity loss equals the difference between the
actual value of the truly best alternative and the actual value of i, the selected
alternative. The expected value of perfect information (EVPI) about the alternatives’
actual values equals the expected value of the conditional loss (Pratt et al., 1995).
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If we express this using the terms from Section 8.1, EV*(L) = v;, the value of

the selected alternative, and EV*(L]) = max{v,, ... ,v,}, the value of the best
alternative. Thus, EVPI = max{v,, ... ,v,} —v;.

Unfortunately, in general, the EVPI cannot be determined exactly, but one can
use a Monte Carlo technique (cf. Section 5.12) to draw samples vy, ... ,v, of the
n alternatives’ values (from the decision-maker’s distributions) and calculate sample
values forx = max{vy, ... ,v,} — v;. The average of these samples for x is an estimate
for EVPIL.

Example 8.5 Consider a situation in which there are four alternatives (1, 2, 3, and 4).
Based on a small number of observations about the value of each alternative, Rose (the
decision-maker) forms a normal distribution to express her beliefs about each one’s
true value. The mean and variance of each normal distribution is given in Table 8.3.
Based on this, she selects alternative 4 because it has the greatest mean.

A Monte Carlo simulation drew 500 samples from each of the four distributions.
These were used to calculate 500 sample values for x = max{v,v,,v3,v4} — vy.
The average of these samples for x was 3.2, which is an estimate for EVPI.

If resources are available to gather more information about the alternatives, the
decision-maker will want to allocate these resources in a way that increases the like-
lihood that the information gathered will lead to the truly best alternative. There are
multiple approaches to determine good allocations. These include the indifference
zone (IZ) approach, the expected value of information procedure (VIP), and the opti-
mal computing budget allocation (OCBA) algorithm (Bechhofer et al., 1995; Chen,
1996; Chick and Inoue, 2001; Kim and Nelson, 2006; Branke et al., 2007; Chen et al.,
2008). These are normally used as sequential approaches. At each step, the relative
benefit of gathering more observations (collecting samples or performing simulation
runs) about each alternative is estimated, these values are used to determine which
alternatives should be observed and how many observations should be collected, and
then the collected data are used to update the alternatives’ performance. In some ver-
sions, the calculations are done after each observation. The process stops when the
total number of observations reaches the upper bound (due to the limited resources
available) or when the benefit of gathering more observations becomes sufficiently
small. There are tradeoffs among the procedures: some are more efficient (more likely

TABLE 8.3 The Distributions for the Values of the Four

Alternatives.

Alternative Mean Variance
1 94.7 508.4
2 147.1 316.4

3 164.2 16.4
4 167.1 40.9
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to identify the truly best alternative for a given level of computational effort) and some
are more “controllable” (easier to set parameter values to obtain a desired level of cor-
rect selection). Computational results presented by Branke ez al. (2007) demonstrated
the strengths and weaknesses of these procedures.

The OCBA approach begins by evaluating every alternative a small number of
times. This provides enough data to calculate a sample mean and sample variance for
the performance measure for each alternative. Then, using this data, the OCBA pro-
cedure, when used in its fully sequential mode, estimates the approximate probability
of correct selection (PCS) if another sample is taken for each alternative. That is, it
estimates the approximate PCS if the first alternative is evaluated again, the approx-
imate PCS if the second alternative is evaluated again, the approximate PCS if the
third alternative is evaluated again, and so forth. The alternative that gives the great-
est estimated approximate PCS when evaluated is then evaluated once to get another
data point. The sample mean and variance for this alternative are updated, and the
procedure estimates the approximate PCS for each alternative again. This continues
until the resources for evaluating alternatives are completely consumed.

The following procedure is based on the one presented by Branke et al. (2007),
although the notation has been simplified in a few places. The decision-maker’s objec-
tive is to select the system that has the maximum system performance. The EAPCS; is
the estimated approximate probability of correct selection, which determines the allo-
cation of the next simulation replication. This version includes a computing budget
that cannot be exceeded, but other stopping rules can be used.

Let k be the number of alternative systems, one of which will be selected. Let B be
the total number of simulation replications that can be run. @, (x) is the cumulative
distribution function of the standard ¢ distribution (4 = 0, k = 1) with v degrees of
freedom.

1. Forj =1, ... ,k, run n; independent replications of system j, measure the sys-
tem’s performance in each replication, set ; = n, and determine the sample
mean x; and the sample variance 8/.2 of the performance.

2. Set the total number of simulation'replications run N = kny.
3. Renumber the systems so that system k has the largest sample mean.
4. Forj=1, ... ,k—1, calculate dj = X —}j.
5. Fori=1, ... ,k, do the following:
(a) Setn? =n;+ 1;forj # i, set n;“ =n;.
~ 82 32
(b) Forj=1, ... ,k—1, calculate ’1/'21 = :i* + n—fﬁ and
' j k
[8].2/n7+3,§/n,t]2 !

ik = B2 ot -0 I 1)
(c) Calculate
k-1
_ 7172
EAPCS, = [Ja - o, G,/ ).
j=1
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6. Let i* be the system with the greatest value of EAPCS;. Run one independent
replication of system j = i*, measure the system’s performance in that replica-
tion, increase n; by 1, and update the sample mean x; and the sample variance
8].2 of the performance. Increase N by 1. If N < B, return to Step 3.

7. Select the system with the greatest x;.

Example 8.6 Consider again the situation from Example 8.5. Table 8.3 lists the sam-
ple mean and variance of the observations initially gathered (these were used to form
the distributions used to estimate the EVPI). Three observations of each alternative
(system) were made. System 4 has the largest sample mean and would be selected if
no more observations were made. Given the data, the OCBA procedure can be used
to estimate the approximate PCS if no more observations were made; the result is
0.636. If one more observation of a system were made, the PCS would increase. The
estimated approximate PCS values (EAPCS;) for systems 1, 2, 3, and 4 are 0.644,
0.664, 0.642, and 0.659, respectively. Another observation from system 1 or system
3 would increase the PCS approximately only 0.008 or 0.006. In contrast, another
observation from system 2 or system 4 would increase the PCS approximately 0.028
or 0.023. Thus, more observations from these systems will be more valuable. In par-
ticular, the OCBA procedure will run another replication from alternative 2, which
has the greatest EAPCS,.

8.5 EXPERIMENTATION TO COMPARE ALTERNATIVES
WITH MULTIPLE ATTRIBUTES

When the utility of an alternative depends on multiple attributes and these attributes
are uncertain due to randomness in the processes used to evaluate the attributes, then
an “experiment” is an information-gathering activity that provides a value for one
attribute of one alternative and can therefore reduce the uncertainty about the true
attribute value.

For example, the Domestic Nuclear Detection Office (DNDO) of the US Depart-
ment of Homeland Security collaborated with the US Customs and Border Protection
(CBP) to evaluate different radiation detection systems to be used in airports in the
United States to screen passengers and luggage that arrive from overseas and detect,
identify, and localize illicit radiological or nuclear material. Multiple criteria were
used for selecting a specific detection system for an operational demonstration. These
criteria included the probability that the detection system would detect different types
of radiological and nuclear material, including plutonium, uranium, and radionuclides
used in industry and medicine. Testing was conducted to evaluate the ability of differ-
ent systems to detect each material. In particular, test samples with different materials
were passed through the detection system, and the system’s performance was mea-
sured by the success rate (the number of times that it detected that material divided by
the number of trials with that material). This rate was used to estimate the probability
that the detection system would detect that material, and this estimate had uncertainty
based on the number of trials. Of course, the time and resources available to test the
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different systems and different materials was limited; running more trials with one
material in order to reduce the uncertainty associated with that attribute would limit
the number of trials with other materials.

The uncertainty about an alternative’s total utility depends on the uncertainty about
the attribute values. If resources are available to gather more information about the
attributes, the decision-maker will want to allocate these resources in a way that
reduces the uncertainty about the alternative’s total utility.

Consider a case in which the total utility of alternative i is the weighted sum of m
attributes:

=1

Assume that the single-attribute utility functions are linear functions such that, for
j=1...,m,

Then, after rearranging the terms, we can express the total utility as a linear
function:

Wj =kjbj’ j= 1, e . m
m
=1

m
Uy=K+ 2w
=1

Let 0'5 be the variance of probability distribution that represents the uncertainty

about x;; and let ol.z be the variance of probability distribution that represents the
uncertainty about U;. These are related as follows:

m

o2 = Y wic
i Jy
j=1

Because more information will reduce the uncertainty in the attribute values (the
variance), it also reduces the uncertainty in the total utility. In some cases, when
the resources available for gathering information about the attribute values are lim-
ited, the decision-maker must decide where to use the resources. For instance, the
decision-maker may want to minimize the variance of the total utility (but this is not
the only possibility).

If an “important” attribute (one with a large value of w;) also has a large vari-
ance 0'3, then spending resources to gather information about this attribute should

i

reduce the variance of the total utility. In some cases, an important attribute will have
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a small variance but a less important attribute will have a large variance. In this case,
a compromise may be most effective.

To illustrate this point, consider a case in which the uncertainties about the true
attribute values are expressed with normal distributions based on prior information.
New observations can be acquired; the values are random due to measurement error,
but they are normally distributed with a known variance. Thus, there is a conjugate
prior that is easy to update with new data, and we can determine the impact of new
data on the variance of the posterior distributions for the attribute values and the total
utility.

To simplify the presentation, it will be useful to define the “precision” = of an
uncertain quantity as the reciprocal of its variance. That is, in general, 7 = 1/¢2. First,
we will consider the general situation of updating (using Bayes’ theorem) beliefs
about the unknown mean of a normal distribution.

Suppose that the prior distribution for the unknown mean y is normally distributed
with its mean equal to y and its variance equal to 0'(%. If n observations are taken
from a measurement process that is normally distributed with its mean equal to u
and its variance equal to o2 (note that the variance of this process is known), then
the posterior distribution for the unknown mean y is normally distributed. Let 7, =
1/ o-é be the precision of the prior distribution. Let 7 = 1/¢? be the precision of the
measurement process. Let x be the average of the n observations (the sample mean).
The precision of the posterior distribution is nz + 7, and the mean and variance of
the posterior distribution are

nTX + ToHy 1

nt+t, nt+t,

Note that more observations increase the precision and reduce the variance of the
posterior distribution. Because the reduction does not depend on the results of the
observations, it can be predicted before the samples are collected.

Now we return to our problem with multiple attributes. Suppose that the prior
distribution for the unknown true attribute value x;; is normally distributed with its
mean equal to fi; and its variance equal to G2. Let 7; = 1/ 8; be the precision of
the prior distribution. Suppose that n; observations are taken from a measurement
process that is normally distributed with its mean equal to x; and its variance equal
to al.z (note that the variance of this process is known and the same for all of the
alternatives, which is a simplifying assumption). Let 7; = 1/ al.z be the precision of the
measurement process. Let x;; be the average of the n;; observations (the sample mean).
The posterior distribution for the unknown attribute value x;; is normally distributed.

the mean and variance

A

Because the precision of the posterior distribution is n;7; + 7;,
of the posterior distribution are

N
Ny TiX; + Tjjj 1

A~ 2 A
nlei + Tl:j I’ZUTI + Tl'j
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The posterior distribution for the total utility of alternative i is also normally dis-
tributed. The mean and the variance of this posterior distribution equal

— A~ m 2
1Ty Tk Y

~ ? ~
n;T; + Tij ey ;T + i

m
K+ Zij
J=1

More observations reduce the variance of the posterior distribution. Because this
reduction does not depend on the results of the observations, it can be predicted before
the samples are collected and can be used to plan which attributes should be measured.

Example 8.7 Consider a decision in which the utility function has two attributes
and the weights on those attributes are w; = 0.75 and w, = 0.25. The variance of the
prior uncertainty in the first attribute is 0.5 (the precision equals 2), and the variance
of the prior uncertainty in the second attribute is 4 (the precision equals 0.25). The
variance of the prior uncertainty in the total utility equals 0.53125. The variance of
the first attribute measurement error is 4 (the precision equals 0.25), and the variance
of the second attribute measurement error is 8 (the precision equals 0.125). Suppose
that the decision-maker has enough resources to make a total of 20 observations of
both attributes. If 10 observations of the first attribute are made, then the precision
of posterior uncertainty in the first attribute will increase to 2 + 10(0.25) = 4.5; the
variance will decrease to 0.222. If 10 observations of the second attribute are made,
then the precision of posterior uncertainty in the second attribute will increase to
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Figure 8.11 The percent reduction in the variance of the total utility in three scenarios
(wy, w,) = (0.75,0.25), (w,, w,) = (0.5,0.5), and (w,, w,) = (0.25,0.75).
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Figure 8.12 Mark 14 torpedo side view and interior mechanisms. (Image credit: United
States Navy.)

0.25 + 10(0.125) = 1.5; the variance will decrease to 0.667. Thus, the variance of
the posterior uncertainty in the total utility will decrease to 0.1667. A search over all
of the possible allocations will show that taking 12 observations of the first attribute
and 8 observations of the second attribute will reduce the variance of the posterior
uncertainty in the total utility to 0.1625, which is the best possible with 20 total
observations. Of course, the best allocation depends on the relative importance of the
attributes. Figure 8.11 displays the percent reduction in the variance of the total util-
ity for this example in three scenarios (w;, w,) = (0.75,0.25), (w;,w,) = (0.5,0.5),
and (w;, w,) = (0.25,0.75). The uncertainty about the first attribute is low, but when
it is important (w; = 0.75), it is helpful to spend some resources to measure it. When
the two attributes are equally important (w; = 0.5) or when the second attribute is
more important (w; = 0.25), measuring the first attribute is not productive, and it is
more useful to spend the resources to measure the second attribute, which has more
uncertainty.

EXERCISES

8.1. At the beginning of World War II, the US Navy’s Mark 14 torpedo (shown in
Figure 8.12) had numerous performance and reliability problems. The Navy’s
submarines used the torpedoes in attacks on enemy warships and merchant
marine vessels. The torpedo’s problem had not been fixed because insufficient
testing had yielded little useful information about the root causes (a weak con-
tact pin, a faulty magnetic exploder, and a tendency to run deeper than set),
and testing had been limited because the torpedoes were expensive (Kennedy,
2013). Describe the value that testing the torpedoes has. How would the begin-
ning of a war increase this value?

8.2. Consider the coin flip game presented in Example 8.4. Show that the expected
value of perfect information about the coin is $1.33. If Rose were offered a
choice between paying 50 cents for one experimental coin flip or paying $1.50
for five experimental coin flips, which should she choose? Why?
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8.3.

8.4.

8.5.

8.6.

8.7.

Consider the coin flip game presented in Example 8.4. Show that the variance
of the distribution about the probability of heads decreases after the result of
one experimental coin flip. Which result (heads or tails) reduces the variance
most?

This example is based on a case described by Gold (2013). Louis is consid-
ering installing solar panels on the roof of his home in Sun City, Arizona. If
he goes forward, he will pay the installation firm $70 a month for 20 years
but will save money on his electric bill. The amount he will save depends on
the amount of sun that Sun City will receive. Every day of sun will save him
$3.50. He assumes that the number of days of sun in the next 20 years will
be similar to the sunshine in the past, but he is not sure how many days of
sun that Sun City normally receives every year. In round numbers, he would
estimate the probability distribution as follows: the probability of 200 days of
sun is 15%; the probability of 250 days of sun is 25%; the probability of 300
days of sun is 40%; and the probability of 350 days of sun is 20%. What is the
expected value of perfect information about how many days of sun that Sun
City normally receives every year? (Consider the entire 20-year time horizon.)

Rose wants to buy a used car. She is considering two cars: (1) the first is from a
car dealership whom she trusts, and (2) the second is owned by Joe, who bought
the car a few years ago from someone else. The cars are equivalent to Rose.
The price of the first car is $10,000, but Joe is offering to sell his car to Rose for
only $9000. Rose is sure that the first car is in good shape and will not require
any major repairs. She is unsure about Joe’s car. She estimates that there is a
probability of 0.25 that Joe’s car has structural damage that will require major
repairs that will cost $3000. She can buy from CARFAX a vehicle history report
that will accurately tell her whether the car has any structural damage and will
need these major repairs. (Thus, it is perfect information.) Rose is risk neutral
in this context. What is the expected value of the perfect information in the
vehicle history report?

CARFAX will charge Rose $30 for the vehicle history report. The expected
value of the information in the vehicle history report depends on Rose’s assess-
ment of the probability p that Joe’s car has structural damage (e.g., p = 0.25).
For what range of this probability p is the vehicle history report worth the $30
price?

(This is based on a problem written by John Toczek.) Joe is sick. He may have
a cold, the flu, or a bacterial infection. The probability of a cold is 0.5, the
probability of flu is 0.2, and the probability of a bacterial infection is 0.3. If his
illness is a cold, Joe will miss five days of work, which will cost him $500 (lost
income). If his illness is the flu, Joe will miss 8 days of work, which will cost
him $800 (lost income). If his illness is a bacterial infection (and he does not
treatit), Joe will miss 12 days of work, which will cost him $1200 (lost income).
Joe (who is not sure what is wrong with him) has to decide whether or not to go
to the doctor. The cost to go to the doctor will be $200. If his illness is a cold or
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the flu, he will still miss work (the number of days missed and the lost income
will not be reduced). However, if he has a bacterial infection, the doctor will
prescribe antibiotics, which will cost $50, but he will miss only 2 days of work,
which costs Joe $200 in lost income. Before deciding to go to the doctor, Joe
can take his temperature, which may be “normal” or “high.” Joe knows that,
if he has a cold, then the temperature will certainly be “normal”; if he has the
flu, the temperature will certainly be “high”; if he has a bacterial infection, the
temperature will certainly be “high.” Thus, taking his temperature is imperfect
information about his illness. If it were “high,” the probability of flu is 0.4, and
the probability of a bacterial infection is 0.6. What is the expected value of this
imperfect information (taking his temperature)?

(This problem is adapted from one in Pratt et al., 1995.) Joe has inherited an
option on a plot of land and must decide whether to drill on the site before
the option expires or abandon the rights. He is not sure if there is oil or not.
Drilling will cost $100,000 whether or not there is oil. If oil is found, then
it will generate $450,000 in revenue. The likelihood of finding depends on the
subsurface structure. If the subsurface structure is type A, then there is certainly
oil. If the subsurface structure is type B, then the probability of finding oil
is only 10%. In that area, the probability of a type A structure is 80%; the
probability of a type B structure is 20%. Before deciding to drill, Joe can decide
to pay for a seismic sounding that will reveal whether the subsurface structure
is type A or type B. He can get the results in time to review them before making
the drilling decision. The results of the seismic sounding are perfectly accurate.
Joe is risk neutral in this situation. What is the expected value of the information
generated by the seismic sounding?

Instead of the seismic sounding, Joe could pay a geologic consultant for a field
inspection that will yield information about the subsurface structure. The con-
sultant gives Joe the following information about the accuracy of his inspection:
if the subsurface structure is truly type A, then there is a 85% probability that
the inspection will indicate that subsurface structure is type A; if the subsurface
structure is truly type B, then there is a 50% probability that the inspection will
indicate that subsurface structure is type B. Joe is risk neutral in this situation.
Joe can get the results of the inspection in time to review them before making
the drilling decision. What is the expected value of the imperfect information
generated by the field inspection?

This exercise is based on an example from Benjamin and Cornell (1970). As
part of the process of creating a foundation for a building, Mary must decide
whether to purchase a large number of 40-foot (12-m) steel piles or a large
number of 50-foot (15-m) steel piles, which will be driven into ground where
the depth of the bedrock is either 40 or 50 feet. The alternatives are the different
piles. The possible states of nature are the different depths of the bedrock. Each
alternative and state-of-nature combination has a different cost. All include the
cost of the pile and the pile driving.
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o If she chooses the 40-foot pile and the bedrock is 40 feet deep, then there is
no additional cost.

e If she chooses the 40-foot pile and the bedrock is 50 feet deep, then the
additional costs include those for the idle equipment and crew and the cost

of splicing and welding the pile to the correct length. The total extra cost
will be $400,000.

e If she chooses the 50-foot pile and the bedrock is 40 feet deep, then the addi-
tional cost is that for cutting off the pile to the correct length and scrapping
the unnecessary piece. The total extra cost will be $100,000.

e If she chooses the 50-foot pile and the bedrock is 50 feet deep, then there is
no additional cost.

Mary believes that the probability that the bedrock depth is 40 feet equals 0.7
and the probability that the bedrock depth is 50 feet equals 0.3. Mary can pro-
ceed without acquiring more information, pay for a sonic test to determine
(perhaps inaccurately) the depth (and then order the piles), or pay to drill a hole
that will determine accurately the depth (and then order the piles). The sonic
test will cost $20,000; drilling the test hole will cost $50,000. If the bedrock is
truly 40 feet deep, then the outcome of the sonic test is as follows. The prob-
ability that the test says 40 feet equals 0.6; the probability that the test says
45 feet (13.5) equals 0.3; and the probability that the test says 50 feet equals
0.1. If the bedrock is truly 50 feet deep, then the outcome of the sonic test is
as follows. The probability that the test says 40 feet equals 0.1; the probability
that the test says 45 feet equals 0.2; and the probability that the test says 50
feet equals 0.7. What is the expected value of the imperfect information pro-
vided by the sonic test? What is the expected value of the perfect information
provided by drilling a hole? What should Mary do if she wants to minimize the
expected total cost?

Consider the pile ordering problem again. Suppose that Mary has the option,
if the sonic test indicates that the bedrock is 45 feet deep, to drill a hole to
determine the depth of the bedrock before ordering the piles. At this point (after
the sonic test indicates a depth of 45 feet), what is the value of this perfect
information? Why has it changed from the amount in the previous problem?
Would including this option make the sonic test the best option?

The reliability of a system of systems depends on the reliability of the systems
that make up the whole system of systems. Consider, for example, a missile
defense system that will, when fielded, include 3 control stations, 5 radar sys-
tems, and 12 launcher systems (Tamburello, 2013). The system is considered
operational if at least two of the three control stations, three of the five radar
systems, and nine of the twelve launcher systems are operational. The key reli-
ability measure is the reliability at the end of a 24-h mission. Let R be the
reliability of a control station. Let R, be the reliability of a radar system. Let
R, be the reliability of a launcher system. Let Rygg be the reliability of the
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entire missile defense system. This can be calculated as follows:
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Suppose that there is uncertainty about R, and Ry, but R is known to
be 0.99. The prior distribution for R, is as follows: P{R = 0.86} =
P{R.,=0.88} =0.3, P{R, =0.90} =04, P{R, =0.92} =0.2. The prior
distribution for Ry is as follows: P{R;, = 0.92} = 0.1, P{R; =094} =
P{R, =0.96} = 0.6, and P{R; = 0.98} =0.2

The firm developing the missile defense system must decide whether to
redesign the control system and launcher system (which will cost $5 million)
so that the system-of-systems reliability meets the target, which is 0.97, or go
ahead with the current systems into operational testing, which will determine
Rggg, the reliability of the entire missile defense system. If Rgqg < 0.97,
the firm will have to spend $10 million to rework the systems so that the
system-of-systems reliability meets the target. (Note that Rgyng is uncertain
because of the uncertainties about R and R,.) Before making this decision,
the firm has the opportunity to conduct some tests of the control system. They
can conduct 5 or 10 tests. The result of each test is a “success” or “fail.” The
probability of passing one test (a “success”) equals R.. Based on the test
results (the number of successes), which are imperfect information about R,
they will update their beliefs about R, and then decide whether to redesign
or go ahead. (They will use Bayes’ theorem to update their beliefs about
R.,.) What is the expected value of the imperfect information if they conduct
five tests of the control system? What is the expected value of the imperfect
information if they conduct 10 tests of the control system? (Answering these
questions involves many calculations; using a spreadsheet or a programming
language may be useful.)

Consider the ROC curve discussed at the beginning of this chapter (and shown
in Figure 8.3). Each point on the ROC curve corresponds to a different thresh-
old. Which points correspond to low thresholds? Which points correspond to
high thresholds?

For the construction example (Examples 8.1 and 8.2), prove that the EVII
always equals 0 when p’1|1 +p£|2 =1.
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TABLE 8.4 The Distributions for the Net Present Values of
the Three Alternatives.

Alternative Mean Standard Deviation

1 $55,000 $20,000
$45,000 $15,000

3 $60,000 $12,000

A food manufacturer in Baltimore, Maryland, wanted to install an automated
system for checking their processed food for low-density polyethylene (LDPE)
and other harmless but undesirable contaminants before it was sent to storage
tanks (from which it would be piped into jars and tubs). The analysis of three
different technologies considered the installation cost, the capacity (amount
screened per unit time), and the cost of false negatives (which occur when
the detection technology fails to detect a contaminant). Assume that the firm
developed a value function based on these factors and that research into the
performance and costs of these technologies yielded distributions for the net
present values of the three alternatives (expressed in dollars). The parameters of
these normal distributions are shown in Table 8.4. Right now, the firm would
choose the third alternative (because it has the greatest expected net present
value), but they are also considering conducting some tests and doing research
to make sure that they choose the best one. As discussed in Section 8.6, use
Monte Carlo sampling to draw samples of the alternatives’ values and estimate
the EVPI about the alternatives’ true values.

Consider Example 8.6. What factors make another observation from system
2 or system 4 more valuable than another observation from system 1 or
system 3?
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RISK MANAGEMENT

Learning Objectives:
After studying this chapter, the reader will be able to do the following:
Identify the components of a risk management process (Section 9.1).

Describe the role of decision making in risk management (Section 9.1).
Identify similarities in risk management processes (Sections 9.1 to 9.4).

= 2=

Use the potential problem analysis process to identify risks and select risk
mitigation strategies (Section 9.2).

5. Describe how preventive actions, buffers, and contingency actions reduce risk
(Section 9.2).

6. Identify the similarities and differences of precursors and warnings (Sections
9.5 and 9.6).

7. Describe two types of systems for monitoring warnings and precursors
(Sections 9.5 and 9.6).

8. Describe the characteristics of good risk communication (Section 9.7).
9. Write effective risk communication messages (Section 9.7).
10. Identify possible causes of bad decisions (Section 9.8).

Engineering Decision Making and Risk Management, First Edition. Jeffrey W. Herrmann.
© 2015 John Wiley & Sons, Inc. Published 2015 by John Wiley & Sons, Inc.
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11. Suggest actions to prevent bad decisions (Section 9.8).
12. Describe the process of learning from failure (Sections 9.9 and 9.10).

“That’s the risk you take.” In everyday conversation, the term “risk” means the
chance that something “bad” will happen. There are risks associated with the use
and operation of the products and systems that engineers design, so engineers must
consider the relevant risks and strive to reduce them. Moreover, product development
processes and other activities have risks, and those who plan and manage the activities
must strive to reduce those risks. At the organizational level, business continuity and
disaster recovery planning is an important risk management activity. Risks can cover
health and safety, financial, privacy, and other hazards, as the following examples
demonstrate.

In November, 2013, the Tokyo Electric Power Company (TEPCO) began extract-
ing 122,640 fuel rods from a nuclear reactor (Unit Number 4) at the Fukushima
Daiichi nuclear plant, which was damaged in the catastrophic 2011 Tohoku earth-
quake and tsunami, and moving them to a nearby storage building (Harlan, 2013).
Because the fuel rods were stored in a pool of water 30 m (100 feet) above the ground,
the risk of a nuclear meltdown (which could occur if the concrete basin holding the
water and the fuel rods were damaged) remained excessive. The goal of the operation
was to eliminate that potential problem.

The operation itself, however, contained risks, which had to be reduced. The work-
ers wore protective clothing, and the crane used had redundant wires and brakes so
that it would not drop any fuel rods if another earthquake occurred. When the opera-
tion began, it was not known how many, if any, of the fuel rods were damaged, which
could expose the radioactive material inside them. (For more about the decommis-
sioning process and the associated risks, see Strickland, 2014.)

After Proctor and Gamble introduced single-dose laundry detergent capsules in
Italy, a poison control center in Milan reported hundreds of cases in which young
children were accidentally exposed to the detergent (sometimes after biting into the
capsules). The Milan officials advised the company to change the packaging to make
it opaque (which would be less attractive to children) and harder to open. After the
changes were made, the rate of reported poison cases due to their capsules fell by
60% (Ng, 2013), and the company changed the packaging used in the United States
as well.

Bidding for a construction project involves a financial risk. For instance, compa-
nies submitting bids for a light-rail line in Maryland could spend up to $10 million
to prepare a detailed bid for the project, which would lead to a contract worth more
than $6 billion over 40 years (Shaver, 2013a). A firm that bid but lost would be out
millions of dollars. The firm that won the contract would certainly recover the cost
of the bid but would face new financial risks. They would need to design and con-
struct the light-rail line without delays or cost overruns because the contract would
limit the reimbursement for those costs. Moreover, the annual payments for operating
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and maintaining the light-rail line could be reduced if the trains were not sufficiently
reliable and clean.

A large power tool manufacturer discovered, after thousands of drills had been
manufactured overseas but while the drills were still in transit on a ship, that
these drills had an unreliable component. With a brand-new, high-profile product,
a larger-than-normal failure rate would not only incur excessive warranty costs
but also damage the brand’s reputation. To mitigate the short-term and long-term
financial risks, the company decided to reduce the likelihood that customers would
buy unreliable drills by “auditing” the drills after they reached the firm’s warehouse
(Rinder, Maayan, private communication, 2013). This costly process involved
unpacking every drill, testing its clutch settings and speeds, and then, if the drill
passed the test, returning it to its original packaging before shipping it to distribution
centers and retailers.

The use of unmanned aerial systems and vehicles for activities within the United
States has worried privacy advocates who feared that unmanned aerial vehicles
(UAVs) could acquire information that would collect private information about US
citizens. To reduce that risk, the Federal Aviation Administration (FAA) planned to
require test site operators to establish policies that comply with the Fair Information
Practice Principles, which require providing notice, allowing choice and consent
about the use of information, allowing access to the information, securing the data,
and enforcing these principles (FAA, 2013; FTC, 2013).

In general, we view risk as the distribution of possible outcomes, which can be
expressed in many ways. The Australia/New Zealand Standard for Risk Manage-
ment defined risk as “ ... the possibility of something happening that impacts on your
objectives. It is the chance to either make a gain or a loss. It is measured in terms
of likelihood and consequence” (Standards Australia and Standards New Zealand,
2004). Thus, the risk can be described as a set of possible outcomes, and with each
outcome a probability is associated. That is, the risk is a probability distribution.

The examples at the beginning of this section described the likelihood of some-
thing undesirable occurring. Although undesirable outcomes are the ones usually
considered, risks also include the likelihood of something good occurring. Submitting
a proposal (similar to other investments of time and resources) may have an uncertain
outcome, but some of the possible outcomes are desirable.

Risk management occurs during the design of a system and in ongoing operations.
Risk management leads to making decisions about whether to do something (or which
action to take) to reduce risk. If one considers risk as a probability distribution over
the possible outcomes, then risk management can be seen as the selection of an action
to modify that probability distribution. “The purpose of risk management is to ensure
that adequate measures are taken to protect people, the environment, and assets from
harmful consequences of the activities being undertaken, as well as balancing dif-
ferent concerns, in particular, HES (health, environment, and safety) and costs. Risk
management includes measures both to avoid the occurrence of hazards and reduce
their potential harms” (Aven and Vinnem, 2007).

Risk management involves “coordinated activities to prevent, control, and min-
imize losses incurred due to a risk exposure, weighing alternatives, and selecting
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appropriate actions” (Modarres, 2006). That is, risk management involves decision
making. In many cases, an organization will identify “a risk,” by which they mean a
specific bad outcome that could happen. To manage that risk, the organization must
decide on one (or more) of the following actions: (1) avoiding the risk by abandoning
the planned action or eliminating the root cause or the consequences, (2) reducing the
likelihood of the root cause or decreasing its consequences by modifying the planned
action or performing preventive measures, (3) transferring the risk to another organi-
zation, or (4) assuming (accepting) the risk without mitigating it. One can also view
the possibilities as modifying the background environment, modifying the exposure,
modifying the effects, and compensating for the effects (Morgan, 1981).

Unfortunately, some individuals fail to manage risk effectively. In particular, they
fail to invest in measures that should reduce their risk. They underestimate or ignore
the likelihood that something bad will happen; they use short time horizons (which
make investments in risk reduction look undesirable); they do not have the money to
invest in risk reduction; they do not want to do something that is different from the
norm in their community; and they may assume that someone (such as the federal
government) will compensate them if they do suffer a loss (Kunreuther, 2006). Fail-
ing to mitigate the risk of low-probability, high-impact events (e.g., by improperly
underestimating the probability of a “black swan”) while optimizing efficiency can
lead to disaster (Taleb, 2007, 2013).

In engineering, risk management should be part of the design process from the
very beginning. According to Apollo engineering and development director Maxime
Faget, “If I am an engineer, I better damn well understand what reliability and
what failure means, otherwise I am not an engineer....We had redundant valves,
quad-redundant valves, everything else. I basically said the best way to deal with risk
management is in the basic conceptual design, get the damn risk out of it” (quoted
in Nelson, 2009).

Using a checklist is a simple risk management process. For example, reviewing
a checklist for design for manufacturing (DFM) and design for assembly (DFA) can
help a design engineer avoid manufacturing and assembly problems (or redesign-
ing the part after the manufacturing engineers point out its objectionable features).
Checklists (similar to other procedures for routine decision making) work well when
the risks are well understood, and the techniques for reducing them are well known.
Checklists can also guide one through a complicated process step by step, which
reduces the risk of forgetting something important (Gawande, 2010).

To mitigate the risk that a manufacturing concern will make a selected styling
design infeasible, which would increase the time (and cost) of developing a new
vehicle, Toyota uses a set-based concurrent engineering process in which they cre-
ate full-scale models and analyze the manufacturability of multiple styling designs
(Sobek et al., 1999). If one of the designs does run into serious problems, then they
can use one of the remaining designs, and they would not have to start over.

A firm that designs and manufactures medical devices or other products that can
be hazardous may establish a master harms list, which identifies all relevant harms
associated with a product’s component failures; it is an investment that makes the
process of identifying harms more efficient (Amor, 2013). A committee of subject
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matter experts can generate the list for a family of similar products, but the product
development team must use the list, which can be provided using a template or form
so that using the list is not overly time consuming or complex. The firm must also
have a process for updating the list as product designs and technologies change and
new hazards appear.

More generally, designing safe products is called system safety design. For
example, to develop a rehabilitation robot exoskeleton for treating shoulder injuries,
the design engineers must design a fail-safe control system that ensures that the
exoskeleton never moves the patient at an excessive velocity, never moves the patient
outside their safe position range, and never applies excessive torque to the patient
(Roderick and Carignan, 2007). The solution involved adding additional sensors and
multiple emergency stops.

Manufacturing operations also need risk management. Clothing retailers in
Europe and North America responded to disasters in the Bangladesh garment
manufacturing industry by collaborating in 2013 to hire safety inspectors and
create a set of standards for fire and structural safety inspections (Alliance for
Bangladesh Worker Safety, 2013a). The retailers included Carter’s, The Children’s
Place, Costco, Gap, J.C. Penney, Jordache, Kohl’s, L.L. Bean, Macy’s, Nordstrom,
Sears, Target, and Wal-Mart. This collaboration setup a risk management process
in which safety inspectors monitor the conditions in Bangladesh garment factories
that supply these retailers and report unsafe conditions (based on the standards
developed). The program also includes fire and building safety training programs
for factory management and workers and a “hotline” for workers to report unsafe
conditions. The retailers agreed to avoid purchasing garments from unsafe factories
that endanger their workers (Alliance for Bangladesh Worker Safety, 2013b). Thus,
the process gives factory owners an incentive to reduce the risk of a fire or structural
accident, and the retailers reduce the risk that a fire or structural accident will disrupt
their supply chain operations.

For extremely large construction projects, establishing and executing an effective
risk management process is especially important. For instance, because cost overruns
frequently occur on large infrastructure projects, the risk management process for the
expansion of the Panama Canal includes a cost and schedule simulation model for
predicting the likelihood of cost and schedule overruns due to a variety of risk factors
(Alarcén et al., 2011).

From the problem-solving perspective, risk management is a type of decision
under uncertainty because there is uncertainty about what will happen. The choice can
be analyzed using the techniques discussed in Chapter 5 in order to find the “optimal”
level of risk, which is the point that minimizes the total expected costs of the bad out-
comes and the actions taken to reduce their likelihood. A more risk-averse approach
is to identify the actions that reduce the risk to an “acceptable” level. (Section 2.9
discussed risk acceptance.) If all of the risks are acceptable, then the product or sys-
tem or process is considered safe. When the uncertain outcome depends upon the
actions of an intelligent adversary, game theory (discussed in Chapter 6) can be used
to determine the best way to minimize risk.
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From the problem-solving perspective, discussions of risk management typi-
cally assume that the context is a complicated one in which there is time for the
analysis needed to understand and evaluate the risks (cf. Section 7.1). Managing
risk in a simple context requires formulating appropriate policies, but managing
risk in more dynamic contexts will be less formal (similar to the heuristics and
recognition-primed decision-making processes discussed in Sections 7.11 and 7.12).
The decision-making cycle (Section 7.7) is a type of risk management process, and
the analytic-deliberative process (Section 7.8) can be used for making decisions
about activities that create risks to the public. Because risk management depends
upon information about the risks, the techniques for determining the value of
information (discussed in Chapter 8) can be applied to improve risk management.

This chapter will consider risk management as a decision-making process that
involves gathering information, evaluating alternatives, deciding what to do, and
monitoring the outcome (Section 9.1). It will discuss a practical risk management
process that any decision-maker can use (Section 9.2) and formal risk management
processes (Sections 9.3 and 9.4). Sections 9.5 and 9.6 discuss the role of precursors
and warnings. Section 9.7 describes effective risk communication techniques.
Section 9.8 considers the risk of a bad decision. Sections 9.9 and 9.10 describe
how one can learn from failures that do occur. Specific risk assessment techniques,
which provide information about the risk of a system failure, are beyond the scope
of this book.

Because risk management processes usually include monitoring operations that
trigger risk mitigation actions if risks increase, risk management processes can be
viewed as a type of feedback control system. The risk management process senses
the risk, determines if it is unacceptably high, and takes actions (inputs) to modify
the activity in a way that should reduce the risk.

9.1 RISK MANAGEMENT PROCESS

Standard descriptions of risk management typically include the following activities
(shown in Figure 9.1): risk framing, risk assessment (risk identification, risk analy-
sis, and risk evaluation), risk treatment, monitoring and review, and communication
and consultation. In general, these activities require in-depth knowledge about the
organization’s operations and the relevant risks.

Risk framing (also known as risk management planning) establishes the context
in which the organization operates, including legal requirements (NIST, 2011). Risk
framing produces the risk management strategy that specifies how an organization
will assess, mitigate, and monitor risks. Risk framing may determine risk tolerance,
set risk acceptance criteria, and define the scope of the other risk management activi-
ties. It may identify the assumptions that affect how decision-makers assess, mitigate,
and monitor risks.

Risk identification generates a list of all of the risks by considering the events,
threats, and vulnerabilities that might affect the organization’s objectives. This activ-
ity also identifies their causes and impacts. The risk identification may require gather-
ing information from a variety of experts and references, especially when the product
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Figure 9.1 A risk management process (adapted from ISO 31000).

or system is an unfamiliar innovation. In a large, heterogeneous organization, a sur-
vey sent to key members of the primary units can be used to generate an initial list of
risks. Identifying undesirable scenarios includes describing how barriers that contain
hazards could fail. Hazards include chemical, biological, thermal, mechanical, elec-
trical, ionizing radiation, nonionizing radiation, and information such as computer
viruses (Modarres, 2006). In normal operations, barriers prevent exposures to these
hazards, but barriers can fail to degradation or damage. Risk identification should
be systematic so that it covers all aspects of an activity over its entire life cycle, and
the results should be carefully organized and thoroughly documented (Goncalves and
Heda, 2014).

Risk analysis examines the causes of those events, their consequences (both good
and bad), and the likelihood of those consequences. Qualitative and quantitative tech-
niques have been developed. Probabilistic risk assessment (PRA) techniques, devel-
oped initially for nuclear power applications, can be used to estimate the likelihood of
undesirable scenarios and the severity of the consequences that result and to identify
the components that contribute most to the risk, the uncertainties in these assessments,
and the benefits of mitigation strategies (Modarres, 2006). PRA is a model-based
approach that uses functional block diagrams, master logic diagrams, event trees,
and fault trees to identify the initiating events and determine the consequences of
those events. Risk analysis also identifies the factors (including existing controls such
as inspection processes) that influence the consequences and their likelihood. When
possible, expressing all of the consequences on the same scale (such as cost) makes
comparing the risks easier. In some cases, it may be necessary to combine different
types of consequences (such as financial, health and safety, and reputation) into an
aggregate measure. At this step, a risk reporting matrix (risk matrix) may be generated
to display the likelihood and consequences of different risks (considered separately).
This type of chart is discussed more in Section 9.7. Over time, the relative likelihood
of different risks may change; for instance, human errors have become a more com-
mon cause of aircraft crashes while engine failures and collisions have become less
common (Achenbach et al., 2014).
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The ways to describe uncertainties can be grouped into six levels of sophistica-
tion, from simply identifying the potential hazards and failure modes to display-
ing a family of risk curves (Paté-Cornell, 1996). A wide variety of techniques for
estimating likelihoods are available. In the context of product design, testing pro-
totypes or analyzing data about past failures may be sufficient for estimating the
likelihood of a component or product failure. Extreme value theory can be used to
generate a distribution for the minimum or maximum of a series of independent,
identically distributed (i.i.d.) random variables. When the number of variables is
large, then the distribution is a Gumbel, Frechet, or Weibull extreme value distribution
(Bier et al., 1999). Such distributions can be useful when considering waves, floods,
and other natural phenomenon in which only the most extreme (severe) event is
of interest.

Risk evaluation compares the risks and the relevant risk acceptance criteria
(cf. Section 2.9) to determine which are acceptable and which are unacceptable.
Risk acceptance criteria include relative risk acceptance criteria and absolute
risk acceptance criteria (Modarres, 2006). An absolute risk acceptance criterion
specifies the acceptable risk directly. A relative risk acceptance criterion specifies
the acceptable risk as a multiple of other risks. Unacceptable risks should be treated
to reduce their likelihood or consequences. This activity also prioritizes the risks so
that the most serious ones get proper attention and resources.

Risk treatment (also known as risk response planning) identifies possible ways
(treatment alternatives) to mitigate (reduce) the unacceptable risks, determines how
the risk treatment alternatives would mitigate the risk, and selects which treatments to
implement. The categories of treatment alternatives include (1) avoiding the risk by
abandoning the planned action or eliminating the root cause or the consequences, (2)
reducing the likelihood of the root cause or decreasing its consequences by modifying
the planned action or performing preventive measures, (3) transferring the risk to
another organization, or (4) assuming (accepting) the risk without mitigating it.

For instance, consider the risks that Proctor and Gamble faced when it discov-
ered that children were biting into single-dose laundry detergent capsules. The firm
could avoid the risk by halting the production and sales of these capsules. They could
reduce the likelihood of the risk by changing the packaging. They could reduce the
consequences by changing the ingredients in the detergent so that it was not danger-
ous when consumed. They could transfer the financial risks by purchasing liability
insurance that would pay for the medical treatment of anyone made ill by the deter-
gent and for any fines or damages from legal action against the firm. Finally, they
could accept the risk by changing nothing.

Monitoring and review (also known as risk monitoring and control) requires
verifying that the selected risk mitigation actions are implemented, evaluating
their impact to determine whether the risks are indeed decreasing, and looking for
precursors and other signals that some risks might be increasing. For example, in the
Netherlands, because the dikes that protect low-lying areas from floods can degrade
over time, they must be tested periodically to determine that they still meet flood
protection requirements. Inadequate dikes must be reinforced, and dike maintenance
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and repair in the Netherlands costs approximately 1.5 billion euros every year
(Eijgenraam et al., 2014).

Risk management processes occur in many domains and take on many forms. The
international standard ISO 31000 (Risk Management—Principles and Guidelines)
places risk management in the context of a risk management framework, which is the
decision-making system that will perform risk management in an organization. The
ISO standard emphasizes that an organization may use different risk management
processes at different levels. The framework itself must be designed, implemented,
monitored, and improved as needed. In the context of information systems, NIST
(2011) described a multitiered approach in which risk management is conducted at
the organization, business process, and information system levels. Different sets of
personnel perform the processes at each level, and the risk management decisions at
one level are influenced by the risk management decisions at the higher levels.

In the context of engineering design, the failure mode and effects analysis (FMEA)
process is a risk management process that focuses on how the components of a prod-
uct (or a system) can fail and what happens if they do (Stamatis, 2003). The FMEA
process first identifies the failure modes for the components (e.g., a pipe in a machine
may burst, a router in a computer network may stop working, or a machine in a pro-
duction line may jam). This activity is risk identification. The process continues by
determining, for each failure mode, the probability that it will occur (occurrence), the
probability that it will not be detected if it occurs (detection), and the consequences
on the component and on the complete product (or system) if it occurs and is not
detected (severity). This activity is a type of risk analysis. Typically, these three fac-
tors (the severity, the occurrence, and the detection) are combined to get an overall
risk priority number (RPN), and those failure modes with RPNs that are too large
need to be addressed (treated) if possible (cost and other attributes need to be consid-
ered as well). This activity is risk evaluation. Finally, in the FMEA process, actions
to address the high-priority failure modes are chosen; these actions (changes to the
product or system design) should lower a failure mode’s severity, reduce its likeli-
hood, or improve the ability to detect it. This activity is risk treatment. Management
must monitor the design process to make sure that these actions (design changes) are
completed in a way that actually reduces the corresponding risk. This activity is risk
monitoring and review.

9.2 POTENTIAL PROBLEM ANALYSIS

Kepner and Tregoe (1965) presented a practical approach to risk management that
focuses on analyzing potential problems in a planned activity. Essentially, this
process recommends reducing the probability of causes of bad events and reducing
their impact through preventive actions, buffers, and contingency plans. This process,
like other risk management processes, considers different causes of bad outcomes as
independent events that can be treated (mitigated) independently. This process does
not require in-depth risk assessment calculations, and it concentrates more on the
risk mitigation actions, but it is conceptually the same as the process described in
Section 9.1.
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A preventive action is an action that one can take now, before the activity begins, to
prevent a future problem. In particular, it is meant to eliminate or reduce the probabil-
ity that the root cause of a problem occurs. Because a potential problem may have sev-
eral possible causes, multiple preventive actions may be needed. A contingency action
is an action that one can take during the activity in response to something undesirable
happening to prevent additional problems (i.e., to prevent the situation from getting
worse). A contingency action could be triggered by a precursor or other warning that
signals a likely imminent bad event (these are discussed more in Sections 9.4 and
9.5). Providing the means to perform a contingency action may require preparation
(such as installing equipment). Moreover, contingency actions may have potential
problems that need to considered and prevented.

A buffer is a reserve of some extra resource (people, material, money, or time) that
is set aside before the activity begins and used during the activity only if needed. (The
buffer contains the extra resources that are above and beyond the expected amount
needed.) Acquiring the buffer is a necessary preparation for the contingency action
of using it if it is needed.

In general, the key is to consider the entire chain of possible events and conse-
quences to identify opportunities to interrupt the flow of events that leads to a serious
loss by eliminating or reducing the probability of something bad happening. An event
tree can be a useful tool for describing the range of possibilities.

For instance, many types of equipment include a large red emergency stop button
(kill switch or e-stop) that can halt the equipment if a dangerous situation occurs.
Pressing the button is a contingency action, but installing this button is a necessary
preparation, and training operators to use it properly is a preventive action. The but-
ton’s prominence causes another potential problem: the button could be accidentally
pushed, which could be costly. Installing a protective cover over the button is a pre-
ventive action, because the cover prevents an operator or bystander from accidentally
pushing the button. The cover increases the time needed to push the button, however,
so the protective cover must be easy to open to prevent a dangerous delay.

Dangerous activities require those involved to consider potential problems contin-
uously. In 1969, the crew of the Apollo 9 mission tested the lunar module (shown in
Figure 9.2). The mission included a test of the Apollo spacesuit, which was designed
to allow the astronauts in the lunar module to return to the command module if
something went wrong. Using the spacesuit to return the command module was a
contingency action that could prevent a catastrophe. During the Apollo 9 mission,
however, the astronaut testing the spacesuit was ill, which led the mission comman-
der to limit spacesuit testing in order to prevent the potential problem of the astronaut
being sick while in the suit, which could be life-threatening. In particular, this reduced
the likelihood of the astronaut being sick.

The potential problem analysis process has the following steps:

1. Anticipate potential problems

2. Set priorities (based on the probability, seriousness, and invisibility of the prob-
lem)

3. Anticipate possible causes (and assess their probabilities)
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Figure 9.2 The lunar module during the Apollo 9 mission. (Photo credit: NASA.)

4. Take preventive actions

5. Set contingency actions

6. Set controls, including triggers and monitoring
7. Implement plan.

This process is guided by the following key questions:

e What could go wrong?

e What is each problem? (What, where, when, in what degree?)

e How risky is each problem?

e How serious are the consequences? (Are they fatal, damaging, or annoying?)
e How likely is it?

What are the possible causes of each problem?

How likely is each possible cause?

How can a possible cause be prevented?

How can its effects be minimized (through buffers)?

How can the most serious potential problems be handled?

The decision-making cycle (McKay and Wiers, 2004) is a similar type of risk
management process (this was discussed in Chapter 7). Recall that after resolving
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any crises and updating his understanding of the situation, the smart decision-maker
then looks for future problems and identifies constraints that can be relaxed in order
to reduce the likelihood and impact of future problems. For instance, in the domain
of scheduling a factory, the scheduler considers when new products, new processes,
or new materials will be introduced, when machines will be upgraded or moved, and
even adverse weather. Then, the scheduler may request that critical operations be
done at times when these potential problems would not affect them or when those
with the knowledge and skills to solve problems will be available.

Example 9.1 Consider the design and construction of a production line to make
rear axle assemblies that will be installed in trucks (tractor units). In particular, sup-
pose that a truck manufacturing firm had been purchasing rear axle assemblies from
a supplier but decided to manufacture them in its own factory when the current con-
tract with the supplier ended. Given a budget for equipment purchases, information
about the expected production (based on forecasted demand), the steps required to
assemble the rear axle, the cost, the size, and capabilities of the needed equipment,
and other relevant data, the production line design team selected appropriate produc-
tion and material handling equipment and created a layout for the production line.
As the team neared the end of the design phase and prepared to present their work to
the firm’s executives, they reviewed their risk management process, which included
the following actions.

First, they identified a set of potential problems, including cost overruns, delays in
installation and startup, insufficient capacity, and excessive work-in-process inven-
tory. For each potential problem, they considered the possible causes and conse-
quences.

1. Cost overruns could occur if equipment were more expensive than expected,
but this was unlikely because the design team received specific quotes for the
equipment that they want to install. Because large cost overruns were unlikely,
this was not a serious problem.

2. Cost overruns and delays could occur if the installation and startup process
ran into problems integrating the production equipment with the material han-
dling equipment. For most of the equipment, this was unlikely, because the
design team chose equipment similar to equipment used elsewhere in the fac-
tory (indeed, their equipment selection decisions included similarity as one
attribute). The testing station, however, required a new type of machine, and
the team believed that installing and debugging that equipment were likely to
delay the overall installation and startup process. This could be a serious prob-
lem because the manufacturing firm would have no way to produce or purchase
rear axles after the end of the supplier’s contract.

3. The team is also concerned about the production line’s capacity, which
depended upon the equipment productivity (number of units per hour)
being greater than demand. The first possible cause considered was
lower-than-expected productivity. Their productivity estimate was based
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on assumptions about the number of production hours per month, the pro-
cessing times at each station, the availability of the equipment, the rate of
defects, and the frequency and time of changeovers (between different versions
of the axle). Because the factory has not previously assembled these axles,
there is uncertainty about these quantities, and after modeling and propagating
this uncertainty through their model, the team believed that it was likely
that productivity would not be sufficient for the greater production volumes
that were required in the second year of production. This could be a serious
problem, because a shortage of rear axles would limit the sales of trucks.
Greater-than-expected demand for trucks is another cause of this potential
problem because the demand for rear axles would exceed the capacity of the
production line. This particular cause is considered unlikely, but it would be a
serious problem.

4. The team was also concerned that disruptions would lead to excessive inven-
tory between stations. The possible causes included processing time variability
and machine breakdowns. Because many of the operations are automatic, pro-
cessing time variability was considered low, and other disruptions were consid-
ered unlikely because most of the equipment is familiar. The unfamiliar testing
equipment was not the production bottleneck, so the excess capacity there would
prevent inventory problems. Moreover, excessive inventory is not considered a
serious problem (relative to the other potential problems).

From this list of potential problems, the team considered the testing station and
the insufficient capacity to be the most important to address. To reduce the likeli-
hood that the installation of the testing machine would cause delays, they proposed
expediting its purchase, trying it with extra rear axles as soon as possible, and hir-
ing a specialist to be on-call to troubleshoot the machine if necessary. These actions
were meant to prevent the potential problem (delaying production). The team rec-
ommended that the firm negotiate an option to extend the supplier’s contract that
could be used if the installation were behind schedule 3 months before the scheduled
production start date.

The design team identified some contingency plans for the potential problem of
insufficient capacity. They suggested that, if necessary, extra shifts could be run
because the factory had a capacity buffer (it did not run 24 hours a day), process
improvement projects could be executed to improve the capacity of bottleneck
equipment, and faster (but more expensive) equipment could be purchased and
installed.

To monitor these risks, the team planned to create a detailed installation and startup
schedule and track the progress on a daily basis so that they would know when it fell
behind schedule. In addition, they planned to verify the values used in the productivity
calculations during installation and startup and adjust their estimates as necessary;
significantly lower values would trigger the contingency actions.
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9.3 RISK MANAGEMENT GUIDE FOR DOD ACQUISITION

The process of acquiring a system for use by the Department of Defense (known as
program development) requires managing risk. The most important objectives are the
program cost, schedule, and performance objectives. According to the “Risk Manage-
ment Guide for DOD Acquisition” (Department of Defense, 2000), a risk has three
components: (1) a future root cause that, if eliminated or corrected, would prevent
a potential consequence from occurring, (2) the probability (or likelihood) that the
future root cause will occur, and (3) the consequence (or effect) of the future root
cause.

Moreover, risks (potential problems in the future) are not the same as issues (prob-
lems that exist now). If the root cause has already occurred, then it has created an issue
that needs to be resolved (it is no longer a risk). Program managers use resources to
solve current issues (issue management) and to mitigate future potential root causes
and their consequences (risk management). For example, the fact that a program is
currently behind schedule is an issue (not a risk).

The risk management process includes the following activities (shown in
Figure 9.3): risk identification, risk analysis, risk mitigation planning, risk mitigation
plan implementation, and risk tracking. These are similar to the activities discussed
in Section 9.1.

The DOD guide emphasizes the pervasive nature of risks, which can occur at any
time in a program’s life cycle, can affect the objectives of any stage of the program,
and can be associated with every feature of a program. Every person (including the
program manager, systems engineer, test manager, financial manager, contracting
officer, and logistician) is responsible for identifying risks throughout the program
life cycle.

Risk management planning develops the methods that will be used for identify-
ing, assessing, and mitigating risks. These methods form the activities of the risk
management process.

S T

Risk
identification
_+_ Risk
Risk tracking
analysis A

S

Risk mitigation
planning

S 2

Risk mitigation plan
implementation

Figure 9.3 The DOD risk management process (adapted from Department of Defense,
2006).



RISK MANAGEMENT AT NASA 253
9.4 RISK MANAGEMENT AT NASA

The National Aeronautics and Space Administration (NASA) Risk-Informed Deci-
sion Making Handbook (NASA, 2010) discusses the coordination of risk-informed
decision making (RIDM) and continuous risk management (CRM). RIDM is a
decision-making process for key decisions that “uses a diverse set of performance
measures (some of which are model-based risk metrics) along with other con-
siderations within a deliberative process to inform decision making.” These “key
decisions,” which include system design decisions, supplier selection, and budget
allocation, are difficult because of their significance, the complexity of understanding
the consequences, the presence of substantial uncertainty, multiple criteria, and
multiple stakeholders.
The RIDM process has six steps (1-6) organized into three parts (I-11I):

1. Identification of alternatives

1. Understand stakeholder expectations and derive performance measures
2. Compile feasible alternatives
II. Risk analysis of alternatives

3. Set the framework and choose the analysis methodologies
4. Conduct the risk analysis and document the results
III. Risk-informed alternative selection

5. Develop risk-normalized performance commitments
6. Deliberate, select an alternative, and document the decision rationale.

Five roles support the RIDM process: (1) stakeholders, who are affected by the
decisions but are outside the organization, (2) risk analysts, who quantify the risks
in the areas of safety, performance, cost, and schedule, (3) subject matter experts,
who provide information about specific topics, (4) technical authorities, who provide
oversight in the areas of engineering, safety and mission assurance, and health and
medicine, and (5) the decision-maker, who has the responsibility to make the decision.

The CRM process identifies, analyzes, tracks, communicates, and controls risks.
According to NASA, “RIDM and CRM are complementary risk management pro-
cesses that operate within every organizational unit. Each unit applies the RIDM
process to decide how to meet objectives and applies the CRM process to manage
risks associated with implementation. In this way, RIDM and CRM work together
to provide comprehensive risk management throughout the entire life cycle of the
project.”

In particular, RIDM “initializes” CRM by providing the risk analysis for the alter-
native that is being implemented. CRM then tracks these risks while attempting to
reduce them to acceptable levels. Ideally, risks should decrease over time as con-
trols are implemented and uncertainties are resolved. CRM, in turn, leads to further
decision making when new risks appear and new alternatives for risk mitigation are
developed.
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9.5 PRECURSORS

In July, 2013, during a spacewalk outside the International Space Station (ISS), an
astronaut experienced water in the helmet of his spacesuit (shown in Figure 9.4);
this was an unexpected event, but the ISS crew concluded that the problem was the
drink bag, which was replaced. A week later, during the next spacewalk, the same
astronaut, wearing the same spacesuit, “experienced a large amount of water [1 to
1.5 liters] inside the helmet area, originating somewhere behind the crewmember’s
head near the neck/lower head area. The presence of this water created a condition
that was life threatening” (NASA, 2013/2014). Fortunately, the astronaut was able
to return to the ISS and remove the spacesuit before any harm occurred. The water
problem on the first spacewalk was a precursor; it indicated the presence of a hazard
never before seen. Unfortunately, the root cause of the problem was not identified, and
the problem occurred again; fortunately, no one was harmed, and a more thorough
failure analysis was conducted.

A precursor indicates that the likelihood of a hazard has increased, but that does
not guarantee that it will happen. For instance, should a plume of ash automatically
trigger evacuations? Popocatepetl (the “smoking mountain”) is a volcano about 64 km
(40 miles) from Mexico City, Mexico. It had a violent eruption in 2000, so, in April,
2012, when it began to spew rock and ash, Mexican authorities raised the volcano
alert level and urged citizens to monitor the situation closely and prepare for possible
evacuations. No violent eruption occurred, however, and the alert level was reduced
in September, 2012. (It did erupt several times in 2013.)

Manufacturing firms depend on knowing the prices of their raw materials in
order to make good product design and production planning decisions. When a fire
destroyed the largest sugar terminal in a Brazilian port in 2013, analysts saw that

Figure 9.4 Extravehicular mobility unit (EMU) with water in helmet during post-EVA 23
screening test. (Photo credit: NASA, 2013/2014.)
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the resulting decrease in exports would likely increase prices in the future after a
year in which sugar production was high due to dry weather (Josephs, 2013). The
destruction of the terminal was a precursor for higher sugar prices.

Example 9.2 1In some cases, the increased risk can estimated quantitatively, as it
was when an inspection at the Davis—Besse nuclear power plant in Ohio revealed
some leaks. (In the following, “accident sequence precursor” is abbreviated as “ASP,”
and “core damage probability” is abbreviated as “CDP.”) According to the Nuclear
Regulatory Commission (2004/2013), “During an inspection of the control rod drive
mechanism (CRDM) nozzles in February 2002, the licensee discovered that three
nozzles were leaking through axial cracks, and that one of the leaking nozzles had
begun to develop a circumferential crack. During repair of one of the leaking noz-
zles, the nozzle became loose in the reactor pressure vessel (RPV) head. Subsequent
investigation revealed that a cavity had formed around that nozzle in the low-alloy
steel portion of the RPV head, leaving only the stainless steel-clad material as the
reactor coolant pressure boundary over an area of approximately 16.5 square-inches
[107 square centimeters].”

“The conditions at Davis—Besse were identified by the licensee and reported to the
NRC before any radioactive material was released or any accident or event occurred.
The NRC required the plant to remain shutdown until all significant deficiencies had
been corrected.”

“The ASP analysis calculated a ACDP of six in one thousand (6 X 10_3) from
the degraded conditions that existed at Davis—Besse before February 2002. Based
on the preliminary analysis, this event would be a ‘significant’ precursor which is
the highest category (i.e., an increase in core damage probability of greater than one
chance in a thousand) in the Agency’s annual Performance and Accountability Report
to Congress. This risk at Davis—Besse represents one of the higher risk conditions
analyzed by the ASP program.”

Precursors are a source of valuable information for risk management. Understand-
ing the causes of precursors and their frequency can help one assess a risk and identify
possible risk treatments (Bier et al., 2004). Not all precursors lead to accidents, but
precursors occur more often, so it might be easier to estimate their rate, which can
be used to estimate the accident rate. Understanding why some precursors lead to
accidents and others do not (the exacerbating factors and the mitigating factors)
can provide valuable insights. The general process of identifying accident precursors
includes the following activities (Tamuz, 2004):

Aggregating data about precursors
Detecting signals of potentially dangerous events
Gathering information about the events

el

Interpreting and analyzing this information to classify events and look for pat-
terns

5. Making decisions and implementing changes that reduce risk
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6. Compiling and storing data for later use
7. Disseminating information to those who are at risk.

Within this general risk management framework, there are many different methods
for identifying accident precursors, and different systems have been constructed in
health care, aviation, and nuclear power generation. The choice of how to gather
information is a key distinction between different systems. Some systems, such as the
Aviation Safety Reporting System (ASRS), use a voluntary reporting system. Others
use a surveillance system that directly observes operations.

In a voluntary reporting system, those who observe safety-related events (unsafe
conditions or unusual situations that are precursors) file reports about what happened.
Gathering useful information requires designing a system that has few barriers to
reporting. For instance, punishing those who report violations of safety rules would
reduce the number of reports; providing some limited immunity, however, helps cre-
ate a culture in which learning can occur and risks are reduced (Tamuz, 2004).

Surveillance systems tend to have more reliable counts of safety-related events
(because they do not rely on humans choosing to file reports). For instance, the
FluView report (CDC, 2014) provides data about influenza testing, hospitalizations,
and mortality on a weekly basis. Unfortunately, the precise statistics generated by
surveillance systems provide no narratives for understanding the factors that lead to
safety-related events.

The value of a precursor can be determined by considering the Bayesian network
that relates the precursor, intermediate events, and system failure. Given this informa-
tion, it is possible to determine the probability of system failure if the precursor does
not occur and the probability of system failure if the precursor does occur. Moreover,
it is possible to determine which intermediate event is more likely if system failed
and the precursor did occur.

Example 9.3 Consider a system S that has two subsystems (A and B). If either sub-
system fails, then system S fails. In addition, there is a precursor P, which affects the
likelihood of A or B failing. That is, the probability that subsystem A fails depends
on whether P has occurred, and the probability that subsystem B fails depends on
whether P has occurred. Figure 9.5 shows the Bayesian network for this situation. For
introductions to Bayesian networks, see Pearl (1988) and Jensen and Nielson (2007).
The following calculations can be done using only the definition of conditional prob-
abilities, however. Software such as the Bayes Net Toolbox is available for doing the
calculations automatically and more efficiently, but evaluating large networks can be
a computational challenge even with modern software packages.

The following information about the relationships is given: the probability that P
occurs during one operation is 0.05. The conditional failure probabilities for subsys-
tems A and B are given in Table 9.1. From this, it is possible to determine that the
probability that system S fails during operation equals 0.619. If P does not occur, the
probability that system S fails equals 0.6. If P does occur, however, the probability
that system S fails equals 0.98.
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Figure 9.5 The Bayesian network for a situation in which a precursor P affects the states of
two subsystems A and B, which affect the state of the system S.

TABLE 9.1 The Conditional Probabilities for Subsystems A and B.

A Fails A Operates B Fails B Operates
P 0.9 0.1 0.8 0.2
Not P 0.2 0.8 0.5 0.5

Each value is the conditional probability that A (or B) fails (or operates) given that
P has occurred (not occurred).

Moreover, consider the investigation of a failed system. Given that system S failed,
suppose that Rose, the owner of the system, wants to know which subsystem failed so
that it can be repaired or replaced. Knowing which subsystem failure is more likely
will reduce the expected time looking for the problem. Given that S failed, the prob-
ability that A failed equals 0.380, and the probability that B failed equals 0.832 (it is
possible that both failed). If S failed and P did not occur, the probability that A failed
equals 0.333, and the probability that B failed equals 0.833. If S failed and P did occur,
however, the probability that A failed equals 0.918, and the probability that B failed
equals 0.816. Thus, observing the precursor significantly changes the likelihood that
subsystem A failed. If she knows that P occurred, then Rose is more likely to find the
failure if she starts by checking subsystem A. (All of the probabilities listed here are
determined by applying Bayes’ theorem.)

9.6 WARNINGS

Warnings are part of the information flow in risk management (and are related to
risk communication). They provide risk managers with information that should make
them aware that a problem has occurred (and a contingency plan should be initi-
ated) or that the root cause of a risk has become more likely (i.e., the probability has
increased, or the distribution of the consequence has changed). Some warnings are
messages that something bad has happened. For example, public health and homeland
security officials rely upon various environmental sensors and syndromic surveil-
lance systems for detecting events that would signal a bioterrorism attack. Home-
owners depend on smoke detectors to notify them if a fire has started (although other
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less-dangerous events, such as burned food, can create smoke as well). Other warn-
ings, such as weather advisories, are about precursors. They indicate that the risks
have increased. A report about the results of a bridge inspection may contain a warn-
ing that corrosion or other factors have weakened structural components, and the risk
of a bridge collapse has, therefore, increased.

A warning system can be highly automated, with alarms that are generated auto-
matically whenever a sensor (or combination of sensors) has a reading that signals an
imminent threat. A smoke detector starts beeping when smoke particles enter it, and
a tsunami warning system issues alerts when a detection buoy senses extraordinary
temperatures and pressures from the bottom of the sea.

A good warning system will communicate information quickly enough that the
risk manager can act by implementing a contingency plan or employing a buffer in
time to prevent serious consequences. In addition, a good warning system will provide
accurate information about the threat.

Unfortunately, warnings are often imperfect information. That is, there can be false
positives (sounding an alarm when it is unnecessary) and false negatives (failing to
alarm when necessary). (These were also discussed in Chapter 8.)

The measures of sensitivity and specificity can be used to evaluate a warning sys-
tem or other similar imperfect information. The measures depend on data about the
number of true positives, false positives, true negatives, and false negatives, collected
over time or for a population.

The number of actual positives equals the number of true positives plus the number
of false negatives. The sensitivity equals the number of true positives divided by the
number of actual positives. The number of actual negatives equals the number of
true negatives plus the number of false positives. The specificity equals the number
of true negatives divided by the number of actual negatives. The positive predictive
value (PPV) equals the number of true positives divided by the total number of true
positives and false positives. The PPV measures the likelihood that result is true given
a positive test result.

Let TP be the number of true positives. Let FP be the number of false positives.
Let TN be the number of true negatives. Let FN be the number of false negatives.
Then, we can express the sensitivity and specificity as follows:

Sensitivity = TP/(TP + FN).
Specificity = TN /(TN + FP).
PPV = TP/(TP + FP).

The designer of a warning system that relies upon thresholds to determine whether
to issue a warning must consider how much evidence is needed to conclude that a
threat is real (Choo, 2009). A lower rate of false negatives (a greater sensitivity) will
unfortunately increase the rate of false alarms (false positives that decrease speci-
ficity).
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The best threshold could be determined by considering the various costs. The cost
of a false positive depends on the resources that are mobilized when an alarm sounds,
but the cost of a false negative depends on the harm and damage that occurs when a
real threat is missed. The warning system designer can set a threshold that minimizes
the expected cost (or maximizes expected utility).

A detection system’s receiver operating characteristic (ROC) curve describes how
increasing the detection probability is correlated with increasing the probability of
false alarms. Such curves were initially developed in studies of radar workers in World
War II (Washburn, 1989).

Given certain assumptions about the noise in the signal that is used to detect the
threat, a detection system can be analyzed as follows: let x be the scaled alarm thresh-
old (—oo < x < ), let ®(x) be the cumulative distribution function of a standard nor-
mally distributed random variable, and let d be the detection system’s signal-to-noise
ratio (Washburn, 1989). The probability of false alarms equals 1 — ®(x), and the
detection probability equals 1 — ®(x — \/E). The value d is also the reciprocal of
the squared coefficient of variation (SCV) of the signal (which is random due to the
noise). A larger value of d is desirable because it implies that one can tune the detec-
tion system so that it can achieve a larger detection probability with a low probability
of false alarms.

9.7 RISK COMMUNICATION

In a risk management process, those who provide information about alternatives to
decision-makers often face the problem of describing the uncertainties about the out-
comes. This is the general problem of risk communication. For example, a research
& development (R&D) department may need to explain that the performance of an
advanced technology (which the firm hopes will actually work and be ready in time
for the development of a new product or manufacturing process) is not guaranteed;
there is a chance that it will not work, and there is a chance that it will be delayed.
Failing to describe this uncertainty may lead to overly high expectations, which could
cause future problems for the R&D department if the technology does not work or is
not ready on time (Matheson and Matheson, 2007).
The following are the elements of risk communication (Modarres, 2006):

The nature of the risk
The nature of the benefits
e The uncertainties in the risk assessment

The risk management options available.

The nature of the risk describes the hazard, its size, and its severity; the urgency
of the situation; whether the risk is increasing or decreasing; and the relative risk
of different locations and populations. The nature of the benefits describes who will
benefit from accepting the risk and the quantity and quality of the expected benefits.
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Describing the uncertainties in the risk assessment requires explaining the methods
used to assess the risk and the uncertainties and the importance of the uncertainties.
Describing the risk management options includes reviewing the actions taken so far
to reduce the risk, listing the actions that individuals and organizations can take to
reduce their risk, and the expected effectiveness (reduction in risk) and costs of these
actions.

There may be multiple ways to describe a risk. For instance, after Typhoon
Haiyan struck the Philippines in November, 2013, the risk of typhoons in that
country was presented on three maps by Clark ef al. (2013): the first showed the
paths of 27 typhoons that struck the nation in the last 5 years, the second showed
the relative number of typhoon strikes in different parts of the country, and the
third showed the prevalence of steep slopes (which make landslides more likely)
in different parts of the country. In addition, they included a chart of the number
of deaths from storms per year from 1970 to 2012. In three of those 43 years, the
number of deaths exceeded 2,000; in 32 years, the number of deaths was less than
1,000. These graphics expressed the typhoon risk in different ways. The number of
typhoons and deaths are absolute measures, while the other two maps expressed the
relative risk of different provinces.

A natural mode for communicating about an uncertain event is to use a word
that describes the likelihood that the event will occur. Such words include the terms
“doubtful,” “unlikely,” “possible,” and ‘“almost certain.” Unfortunately, although
some are more imprecise than others, these words convey vague uncertainties. For
example, although the term “tossup” describes a probability that may be between 0.4
and 0.6, the term “likely” describes a probability that may be between 0.5 and 1.0,
and the terms “unlikely,” “improbable,” and “doubtful” all describe the same range
of probabilities (Wallsten et al., 1986).

A basic problem in risk communication is the challenge of representing an uncer-
tain value. When a probability distribution for the uncertain value is available, there
are multiple ways to represent it, including a probability density function (e.g., the
“bell curve” of a normally distributed random value), a cumulative distribution func-
tion, or a box plot (a box-and-whiskers plot). Because it simplifies the distribution to
a small number of values, a box plot is a useful way to compare multiple distributions.
For instance, Figures 9.6 and 9.7 show the cumulative distribution functions and box
plots for four normal distributions that have the means and variances listed in Table
8.3. (In Figure 9.7, the ends of the whiskers are the 2nd and 98th percentiles of the
distribution, but other varieties of box plots are also used.)

The most challenging version of risk communication is concerned with how gov-
ernment agencies and others describe risks to the public. Weather forecasters, for
instance, have to analyze the output of different weather models (which may give
different results) and describe what might happen to those who are reading, watch-
ing, and listening. The messages are expressed in familiar terms such as “a 40 percent
chance of rain tomorrow,” “a frost advisory,” and ““a tornado warning has been issued
for our area.” Among the decision-makers are the residents who must decide what
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Figure 9.7 Box plots for the four distributions in Table 8.3. The ends of the “whiskers” rep-
resent the 2nd and 98th percentiles.

to wear, how to protect their plants and crops, and whether to take shelter in a base-
ment or cellar. Other decision-makers include emergency managers who must decide
whether to activate emergency plans.

The National Highway Traffic Safety Administration (NHTSA) provides 5-Star
Safety Ratings, which are a qualitative, relative risk measure, to share information
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about the crash protection and rollover safety of new vehicles (NHTSA, 2014). A car
that has a rating with more stars is safer than a car that has a rating with fewer stars.

The University of Maryland Police Department issues “crime alerts” that are “im-
portant notifications for recent crimes reported in the campus and surrounding area.”
The department also generates uniform crime reports that are delivered monthly for
the FBI’s crime reporting program. Information about particular crimes and statistics
about criminal activity over time provide the students, staff, and faculty with infor-
mation about the risk of being a victim of crime so that they can decide what to do
and how to be safe.

In general, risk communication should follow these fundamental rules (Modarres,
2006):

Accept and involve the public as a legitimate partner
Plan carefully and evaluate performance

Listen to the public’s specific concerns

Be honest, frank, and open

Co-ordinate and collaborate with other credible sources
Meet the needs of the media

N w =

Speak clearly and with compassion.

The following factors affect the effectiveness of risk communication (Brandeau
et al., 2008): whether the officials providing information are trusted, credible, polite,
respectful, and confident; whether the message is accurate, precise, accessible, and
consistent, and whether it suggests taking action or just provides information; the
relative risk of subgroups; and the age, special needs, information needs, economic
status, language, alertness, and preparedness of the public.

Certain practices characterize effective risk communication (Modarres, 2006):

e Know the audience and the best way to reach them

e Involve experts who can explain the risk assessment

e Involve people with expertise in risk communication

e Provide information from credible sources

e Share the responsibility for effective risk communication with all involved par-
ties

e Distinguish between science and value judgments

e Use a transparent, open risk analysis process

e Provide perspective for the risk by comparing the risk to similar risks.

The way that risk information is communicated affects how individuals use it when
deciding what to do (Zhong and Kim, 2011). The following are the key attributes:
(1) the information source and frequency, (2) the message content, (3) the message
style, and (4) the transmission channel. Information from official, familiar infor-
mation sources that is repeated in a predictable way is more likely to change the
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perception of danger. The information should answer the following questions: What is
the risk? Which geographical area or location is threatened? What protective actions
are possible? When does (or will) the risk occur? How much time is left before the
impact? Who is issuing the warning? Information communicated with an appropri-
ate message style is more likely to change the perception of danger and provoke
responses. The message style includes its consistency, continuity, certainty, urgency,
sufficiency, specificity, clarity, and accuracy. Although broadcast media (newspapers,
television, radio, and social media) are convenient for government agencies and oth-
ers who need to reach a large number of people quickly, information delivered through
personal channels influences risk perception more.

In the health care setting, communicating risks to patients is much different, of
course, because there is a very small audience, but it remains challenging (Paling,
2003). If a patient believes that the physician is both competent and caring, the patient
will trust the physician and will be more likely to understand the risks. Visualiz-
ing probabilities is an important task. Paling presented some innovative techniques,
and Gigerenzer and Edwards (2003) emphasized the use of natural frequencies. For
instance, to discuss the quality of a mammogram, they suggest, “Eight out of every
1000 women have breast cancer. Of these eight women with breast cancer seven will
have a positive result on mammography. Of the 992 women who do not have breast
cancer some 70 will still have a positive mammogram.”

When discussing a low-probability, high-consequence extreme event, it is impor-
tant to communicate clearly its likelihood without using expected values that may
conceal its severity (Bier ef al., 1999). This allows relevant risk acceptance criteria
to be considered. Because of risk aversion, an activity in which the probability of an
extremely bad outcome is too large will be rejected even if the expected losses are
low. Moreover, there may be uncertainty about the event’s likelihood, which should
encourage the risk manager to collect more information and generate a better estimate
or avoid the activity by invoking the precautionary principle (which was discussed in
Chapter 2).

A risk reporting matrix such as the one shown in Figure 9.8 is often used to com-
pare different risks along the dimensions of likelihood and consequences. (Figure 9.8
uses the format described in Department of Defense, 2006.) Associated with each
combination of likelihood and consequences is the relative risk level (“low,” “mod-
erate,” or “high”). Classifying each risk using this type of matrix allows one to dis-
tinguish the most critical risks, which need mitigation if at all possible, from those
that can be accepted. Risk mitigation activities should reduce the likelihood or con-
sequences of the risks until they are all acceptable, and risk reporting matrices can be
used to visualize the changes.

Within an organization that uses such table, the likelihood rows should have stan-
dard values. In the version for DOD acquisition, “1” is called “not likely” and means
approximately 10%. The value “2” is called “low likelihood” and means approxi-
mately 30%. The value “3” is called “likely” and means approximately 50%. The
value “4” is called “highly likely” and means approximately 70%. The value “5”
is called “near certainty” and means approximately 90%. Others use different scales
with a different number of distinct values and ranges from “impossible” to “frequent.”
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Figure 9.8 A risk reporting matrix (adapted from Department of Defense, 2006) with four
hypothetical root causes. The white boxes are “low risk,” the light grey boxes are “medium
risk,” and the dark grey boxes are “high risk.”

The scale of consequences should also be well defined. In the version for DOD
acquisition, a “1” means that the consequence will have minimal or no impact on
technical performance, schedule, or cost. A value of “2” is a small (e.g., 1 %) increase
in cost, a minor reduction in technical performance, or a delay that is so short that
the program will still be able to meet key dates. This continues to a value of “5,”
which is a severe degradation in technical performance (the system cannot meet key
performance requirements), the inability to meet key program milestones, or a cost
increase that exceeds the allowable budget. Other scales describe the consequences
as “negligible,” “marginal,” “critical,” and “catastrophic” or by the level of morbidity
and mortality: “none,” “minor,” “severe,” and “deadly.”

In Figure 9.8, four hypothetical root causes are noted. Risk A denotes a root cause
that is “highly likely” and has consequences that correspond to a value of “3.” This
combination is in the moderate risk range. Risk B denotes a root cause that is “likely”
and has consequences that correspond to a value of “1.” This combination is in the
low risk range. Risk C denotes a root cause that is “likely” and has consequences
that correspond to a value of “5.” This combination is in the high risk range. Risk D
denotes a root cause that is “Not Likely” and has consequences that correspond to a
value of “2.” This combination is in the low risk range.

Other visualizations of risk include probability distributions, the imposed con-
straint risk matrix, and the band-aid chart (NASA, 2010). A band-aid chart (shown in
Figure 9.9) is similar to a box plot, but the horizontal width of the boxes represents
key percentiles of the distribution. A process decision program chart can be used to
show the risks associated with different tasks in a project and the countermeasures
being used to mitigate the risks (Straker, 1995).

Some risk visualizations can be quite bad, unfortunately, as Example 9.4 shows.

9 <

Example 9.4 A pamphlet about invasive pneumococcal disease printed by a phar-
maceutical company included a graphic that was intended to show that adults with
diabetes, heart disease, and lung disease have a greater risk for developing invasive
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Figure 9.9 A notional band aid chart that shows the distribution of a performance measure
(X) for different alternatives. (Image credit: NASA, 2010.)

pneumococcal disease than healthy adults (Merck Sharp & Dohme Corp., 2013). The
graphic used icons of different sizes for the different risks. (The icon was a generic
male figure similar to those used on signs for restrooms.) The national rate for inva-
sive pneumococcal disease is 12.9 per 100,000 (CDC, 2011/2014). According to the
pamphlet, the risk for adults with diabetes is three times the risk for healthy adults,
but the icon used for adults with diabetes was twice as tall as the icon used for healthy
adults (and thus had four times the total area). The risk for adults with heart disease
(and adults with lung disease) is six times the risk for healthy adults, but the icon used
for adults with heart disease (and the icon for adults with lung disease) was nearly
four times as tall as the icon used for healthy adults (and thus had nearly 16 times the
total area). The sizes of the icons are larger for the groups with higher risk, but the
dimensions (the height and the area) did not correspond to the quantitative change
in risk.

9.8 MANAGING THE RISK OF A BAD DECISION

When evaluating a decision retrospectively, it is important to distinguish between the
choice and the outcome. It may be impossible to eliminate all disastrous (or even
unwanted) outcomes, and, in that case, a bad outcome is possible. Although the mul-
tifaceted nature of rationality makes it difficult to call a decision absolutely irrational
(as discussed in Chapter 2), it is sometimes possible to see, with the benefit of hind-
sight, where a decision-maker went wrong. (Of course, sometimes a decision-maker
performs poorly but is lucky enough to avoid a disaster.)

The features of a good decision include the six elements of decision quality: an
appropriate frame for the decision; creative, feasible alternatives; useful, reliable
information; clearly specified objectives; logical and correct reasoning; and the
decision-maker’s commitment to action (cf. Matheson and Matheson, 2007).

Bad decisions have many causes because decision making is complex. A decision
is the selection of the best alternative; a decision is a process of searching for alterna-
tives and gathering information; and a decision is part of a decision-making system.
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Avoiding bad decisions, therefore, would seem to require a large amount of effort.
One could, in principle, spend a lot of time studying the decision to be made to make
sure that the formulation is the correct one (in the context of the organization), that
the process being used is the right one, and that the alternative selected is indeed the
best one. Spending so much effort on every decision would be extreme, however, and
would likely lead to “analysis paralysis.” Engineers must make many decisions every
day and cannot analyze every one of them the same way.

When the stakes are high, however, more care is needed, and a risk management
approach may provide a way to balance the need to make a decision efficiently and
avoid a bad decision. As discussed in Sections 9.1 and 9.2, managing risk involves
identifying the risks (the potential problems), analyzing them (determining their
likelihood and consequences), evaluating them (determining which are acceptable),
treating (mitigating) the unacceptable risks by taking preventive actions or preparing
contingency plans, and monitoring the risks as the decision-making process proceeds.

Two important questions follow: What are the risks in decision making? What can
be done to mitigate these risks? Studies of decision-making failures have identified
a variety of problems that can occur, and those wishing to make better decisions can
move in the right direction by avoiding these. The following paragraphs discuss the
problems that can occur in different parts of the decision-making process.

9.8.1 Selecting a Process

Problems can occur when decision-makers choose inappropriate decision-making
processes or manage them poorly. Some decision-makers have a limited ability to per-
form their job because they do not know proper decision-making methods (Simon,
1997). Some decision-makers choose a decision making style that is inappropriate
for the situation (Snowden and Boone, 2007). Different decision-making contexts
are discussed in Chapter 7. In general, an idea imposition process (discussed later in
this chapter) is an inferior decision-making process (Nutt, 2002). Merchant (2013)
described how companies typically misuse their budgeting process, which leads to
obsolete plans, inappropriate allocations of funds, wasteful spending, and other poor
decisions.

9.8.2 Managing the Process

Some decision-makers do not understand the information flow and decision making
within the organization and do not understand their role in the decision-making sys-
tem. They fail to maintain information responsibility (Drucker, 1988). In some cases,
subordinates who have insufficient clout or inadequate enthusiasm to do a good job
may manage the decision-making process (Nutt, 2002). Some decision-makers fail
to involve or adequately consult all of the interested and affected parties, who there-
fore have little opportunity to contribute to the deliberations, may not understand the
rationale for the decision, and may consider the responsible organization to be biased
(Stern and Fineberg, 1996).

In product development organizations that use formal design reviews (or “gates”)
to control the progress of projects, some senior managers cancel gate meetings, fail
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to show up, fail to make decisions and allocate resources, and allow some projects to
bypass gates (Cooper, 2008).

Some decision-makers fail to define the scope of tasks allocated to others and do
not determine the scope of tasks assigned to themselves (Busby, 2001). For example, a
study at an automobile company concluded that 64% of those on product development
teams believed that their teams had the right to decide which features will be standard;
unfortunately, 83% of those in the marketing group believed that their group had that
right. Similarly, 77% of those on product development teams believed that they had
the right to decide which colors will be offered, while 61% of those in the marketing
group believed that their group had that right (Rogers and Blenko, 2006).

Decision making sometimes takes too much time because (1) some decision-makers
guard their power by insisting on making too many decisions, which delays the
process; (2) some decision-makers are afraid of choosing the wrong thing (and
receiving the blame) and therefore postpone decisions until there is enough infor-
mation to identify the best alternative; and (3) some decision-makers postpone
decisions because they do not know how to deal with complicated decisions (Russo,
20006). Others, however, rush their decisions (Nutt, 2004).

When used by an analyst, quantitative decision aids (including decision analysis
and probabilistic risk assessment) may yield results that the decision-maker does not
use (Brown, 2005). Of course, analysts may not be skilled due to a lack of train-
ing or ability, but a more fundamental problem occurs because the analyst has many
priorities:

e Analysts are interested in using methods that they understand and with which
are comfortable

e Analysts want to maintain their professional standing
e Analysts want to receive an economic gain
e Analysts want to serve the decision-maker.

The first three of the above could lead to a mismatch between the analyst’s priori-
ties and the decision-maker’s priorities. Inappropriate priorities for the analyst can
lead to the following types of problems: asking the wrong question, overlooking
relevant knowledge, using bad data, producing inappropriate output, and miscom-
municating the output.

9.8.3 Generating Alternatives

Some decision-makers prematurely accept the first idea that appears and fail to search
for other, possibly innovative (but not well-known) alternatives (Nutt, 2002). They
may do this when the idea is suggested by a powerful person whom they do not want to
disregard or when they are overwhelmed and just want to move forward (Nutt, 2003).
Some decision-makers are unable to generate alternatives without seeing preexisting
solutions (Nutt, 2004). Some fail to generate alternatives because they rush their deci-
sions (Nutt, 2004) or consider only the political considerations (Nutt, 2002). Groups
may generate and consider too few alternatives due to groupthink (Janis, 1971).
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9.8.4 Selecting Objectives

The objectives of the decision-maker and the corresponding attributes used to evaluate
alternatives are extremely important. Unfortunately, the presence of multiple factors
that influence decision-making can lead to confusion and different interpretations of
what designers should be doing. For example, a study of Volvo engineers responsi-
ble for the final development of new engines revealed that some engineers believed
that their job was to make the engine meet performance specifications, a second set
thought that they needed to resolve tradeoffs between performance categories, and a
third set focused on providing the customer with a good driving experience through
a superior engine (Sandberg, 2001).

Some decision-makers pursue a misleading, unstated, or unknown direction or
pursue a proposed direction without verifying that the stakeholders agree with that
direction (Nutt, 2002). Ignoring the values of the stakeholders may lead to unethi-
cal choices. Some decision-makers use a relevant but incomplete set of objectives
(Drucker, 1967). Some decision-makers use too many objectives, which leads to
excessive and unproductive discussions about their relative importance (Matheson
and Matheson, 2007).

As discussed in Chapter 10, the mechanisms linking decision-makers to the
overall corporate goals are constraints and incentives such as schedules, rewards, and
penalties. That is, the decision-making system is “loosely coupled.” This simplifies
decision making because individual decision-makers do not have to spend time
trying to decipher possibly complex relationships to determine exactly how the
alternatives in front of them affect overall corporate goals, but this distance allows
individual decision-makers to use inappropriate objectives and rules, which leads
to short-sighted actions. Moreover, decision-makers may have conflicts among
loyalties to the individual, the unit, and the organization (Simon, 1997).

9.8.5 [Evaluating Alternatives

Selecting the right alternative depends on evaluating the alternatives correctly and
considering the uncertainties that exist. Inaccurate evaluations arise from many
sources. Some decision-makers use information that is inaccurate or inadequate
to assess the risks or use information that does not address the concerns of the
interested and affected parties (Stern and Fineberg, 1996). Some decision-makers
believe that a new situation is similar to the ones that previously occurred, and some
ignore important constraints or minimum goals (Drucker, 1967). Others ignore
ethical dilemmas such as conflicts of interest (Nutt, 2002). Some decision-makers
have limited knowledge about the facts and considerations that are relevant (Simon,
1997). Because of “bounded awareness,” some decision-makers fail to see, seek,
use, or share relevant and accessible information (Bazerman and Chugh, 2006).
They do not tell others the assumptions that they can make, the normal requirements,
and the exceptional circumstances that can occur, and they compound the error by
failing to involve others in the decision (Busby, 2001). The members of a group may
fail to share information due to groupthink or ignore the information presented by
individuals (cf. Chapter 4).
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Pattern recognition and emotional tagging processes can distort decision-making.
Campbell et al. (2009) identified three problems that affect the evaluation process:

1. Inappropriate self-interest: “the presence of inappropriate self-interest typically
biases the emotional importance we place on information, which in turn makes
us readier to perceive the patterns we want to see. Research has shown that even
well-intentioned professionals, such as doctors and auditors, are unable to pre-
vent self-interest from biasing their judgments of which medicine to prescribe
or opinion to give during an audit.”

2. Distorting attachments: Decision-makers become “attached to people, places,
and things, and these bonds can affect the judgments we form about both
the situation we face and the appropriate actions to take.” Attachments are
certainly important in personal relationships, but they can interfere in technical
and professional situations where more objective criteria should govern
decision-making.

3. Misleading memories: “These are memories that seem relevant and comparable
to the current situation but lead our thinking down the wrong path. They can
cause us to overlook or undervalue some important differentiating factors.”

Unlike a clear and present danger, uncertainty about a risk (an ambiguous threat)
can discourage the evaluation of risk mitigation alternatives. For instance, the uncer-
tainty about the damage caused by the foam strike at launch (along with misleading
memories of previous harmless foam strikes) led to ineffective information gathering
and risk assessment during the final mission of the space shuttle Columbia (Roberto
et al., 2005).

Some decision-makers misuse evaluation by wasting time and resources on eval-
uating, defending, and justifying the selected solution instead of comparing multiple
alternatives (Nutt, 2002). Others delay the process by insisting on better models and
more information beyond that which is really necessary. Others deliberately provide
incorrect information (such as excessive budget estimates) to protect their own turf;
when everyone does this, the whole organization suffers (Matheson and Matheson,
2007).

9.8.6 Selecting Alternatives

Even when given accurate, relevant information, decision-makers can select the
wrong alternative for many reasons. Some rely on inappropriate “rules of thumb,”
some fail to avoid biases, and some fail to organize the relevant information in a
systematic way (Russo and Schoemaker, 1989). Some decision-makers will refuse to
halt an under-performing activity because they originally initiated it (a phenomenon
known as “escalation of commitment”; Schmidt ez al., 2001). Some decision-makers
accept the first claim that appears or use the wrong objectives to make the decision.
Selecting an alternative that involves illegal or unethical behavior or violates the
organization’s values may lead to unwanted trouble in the future.
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9.8.7 Other Problems

Problems can occur when implementing a decision as well. Some decision-makers
fail to see that the decision is implemented correctly (Drucker, 1967), while oth-
ers must resort to using edicts and persuasion to implement solutions (thereby fail-
ing to manage the social and political reaction to a decision) because they used a
poor decision-making process (Nutt, 2002). Personnel changes may lead to revisiting
decisions that were previously made although the situation is otherwise unchanged
(Chelst and Canbolat, 2012). In some cases, individuals insincerely agree to imple-
ment something and then fail to do so, but no one holds them accountable because
corporate norms prevent confrontation (Matheson and Matheson, 2007).

In general, human errors can lead to bad decisions. Humans unintentionally slip
and lapse when conducting routine actions, they make mistakes by applying the
wrong rules or failing to solve problems, and they violate procedures when they seek
to satisfy other needs (Reason, 1990).

Finally, organizations need to learn how to make good decisions, but some organi-
zations discourage learning by punishing bad outcomes and never looking back (Nutt,
2002). Section 9.9 will discuss learning from failures in more detail.

9.8.8 Mitigating Decision Risks

For some of the above risks, it is clear how a decision-maker can mitigate the
risk. For instance, to avoid the risks associated with letting subordinates manage
the decision-making process, the decision-maker should lead the process directly
(although some tasks can be delegated).

In particular, the following “safeguards” can reduce the risks of inappropriate
self-interest, distorting attachments, and misleading memories (Campbell et al.,
2009): (1) inject fresh experience or analysis by “exposing the decision maker to new
information and a different take on the problem”; (2) introduce further debate and
challenge, which “works best when the power structure of the group debating the
issue is balanced”; and (3) impose stronger governance by requiring that a decision
be ratified at a higher level, which can stop a decision that is based on a distortion.

In general, avoiding decision-making risks means designing and executing an
appropriate decision-making process. For instance, reducing of risk of idea imposi-
tion (prematurely adopting the first powerful claim that appears) requires a thorough
decision-making process in which the decision-maker considers competing claims,
as the following paragraphs discuss.

9.8.9 Overcoming Idea Imposition

Nutt (2003) concluded that debacles such as the design of the Denver International
Airport all followed a decision-making process in which “a claim suggested by a
powerful claimant is adopted” and then “identified, evaluated, and installed” without
debate, for no one questions the claim that is being imposed on the organization.
According to Nutt, the claim identifies “the arena of action, topic to be addressed, and,
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by its exclusion, topics to be ruled out.” Thus, accepting a claim influences the scope
of the debate and prevents people from proposing other views and better alternatives.

After adopting the first claim, the decision-maker must spend effort to defend the
selection and persuade others to implement it. To avoid these problems, Nutt sug-
gested the following “discovery decision-making process’:

1. Investigate and reconcile competing claims: the decision-maker should con-
tinue searching after the initial claim appears and should look for undisclosed
or hidden concerns and considerations (other claims) by getting the input of a
cross-section of informed people. Although getting this input can be a long and
costly effort, it is better than cleaning up a bad decision.

2. Understand the forces who can block action and implementation: the
decision-maker should inhibit idea imposition by including others through
direct and indirect participation.

3. Set directions indicating desired results: the decision-maker should use these
directions to indicate the objectives and how they are related, which will guide
the search for ideas.

4. Uncover ideas: the decision-maker should search for solutions, which will be
easier and less controversial if the previous steps have been executed properly.

5. Evaluate options: the decision-maker should get information about the alterna-
tives in order to document and verify their benefits with respect to the desired
direction without political overtones. Then, the alternatives can be compared
objectively to determine the best one. Finally, the decision-maker should con-
sider risk appropriately, without ignoring it or overanalyzing it.

9.9 LEARNING FROM FAILURES

Failure analysis is a well-established topic in the area of engineering design (Becker
and Shipley, 2002). The process involves inspecting the failure, developing a com-
plete case history, determining the root causes of the failure with a detailed exami-
nation of the failed component and other analysis, and writing a technical report that
describes the results of the investigation (Dieter and Schmidt, 2014). This process
can lead to changes that make operations less risky. For instance, the investigation of
the 1996 crash of TWA Flight 800 determined that flammable vapors in a fuel tank
exploded, and this insight led to a new rule (issued in 2008) that required airlines to
lower the oxygen levels in aircraft fuel tanks as they empty.

When organizations make bad decisions, then it is important to learn from that fail-
ure. Learning can be difficult, however, because a culture of intolerance can inhibit
discussing and learning from failures, bad luck can make a good process seem like
a failure, and hindsight can make an unfortunate outcome seem preordained (Nutt,
2002). Although good processes are more likely to produce good outcomes, it is
important to distinguish between bad outcomes and bad processes (which can, if one
is very lucky, still produce a good outcome).
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Besides the knowledge gained from the failures that occur during testing, which
are, to some extent, expected, engineers can also learn from unexpected failures of
systems that are in operation. A few examples follow.

Example 9.5 The Amarube Trestle in Kami, Japan, was the scene of a deadly train
accident caused by a poorly designed decision-making system. This brief discussion
of the accident, its cause, and the lesson to be learned is based on a longer description
in Hatamura (2009). On December 28, 1986, an alarm informed train dispatchers on
that line that the wind velocity was great enough to make crossing the trestle unsafe.
Because they did not have actual wind velocity information, however, they called a
station close to the trestle, which reported that the wind velocity was not that great.
As the doomed train approached the Amarube Trestle, the alarm sounded again, and
again the dispatchers called to check on the wind but did not activate the warning
lights. The need to check also introduced unnecessary delays that reduced their ability
to warn the train. Because the warning lights were not on, the train went onto the
trestle, and a very strong gust blew the cars off the trestle. The system was poorly
designed; a system in which a very strong wind measurement immediately activates
the warning lights would be safer. In general, warning systems should not include
humans, who can ignore safety signals (alarms).

Example 9.6 Petroski (1992) described the story of the de Havilland Comet, which
was the first commercial jet aircraft; it was introduced in 1952, but no prototypes
were ever built. Within 2 years, three planes exploded at altitude. After investigat-
ing the accidents, researchers concluded that the cabin had exploded. An underwater
experiment with one plane repeatedly pressurized and depressurized the cabin as it
would in the air until a fatigue crack developed in the corner of a square window.
The failure was previously unknown because the aircraft previously built and tested
had not been tested in this way. Petroski concluded that “failures are the accidental
experiments that contribute to the engineer’s experience, just as the colossal mistakes
of chess masters should be lessons for students of the game.” Moreover, “finding the
true causes of failure often takes as much of a leap of the analytical imagination as
original design concepts.”

Nevil Shute, the author of On the Beach, worked at de Havilland as an engineer
and wrote a book called No Highway, which was about a fictional plane called the
Reindeer, which is also subject to early fatigue problems. His book was basis of the
1951 film No Highway in the Sky, in which James Stewart stars as the engineer who
discovers its flaw.

Example 9.7 Petroski (2005) described the 1999 Texas A&M Bonfire collapse and
the investigation by a special commission, which issued a final report in 6 months. The
commission studied various causes, including the failure of the center pole, unstable
soil, a damaged cross tie, sabotage, and defective components. Finite element analysis
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was used to simulate the bonfire stack. According to Petroski, “the report shows the
structural collapse to be a classic case of design evolution and engineering hubris.”
The Bonfire grew in size, complexity, number of people, and number of problems,
and precursors (structural collapses in 1957 and 1994 and shorter burn times before
collapse) were ignored. The report concluded that a combination of factors caused the
failure: (1) slightly sloping ground, (2) logs more crooked than usual, (3) upper-tier
logs wedged between lower-tier logs, (4) upper tiers built out farther than in past
years, (5) no steel cables wrapped around the lowest tier. These problems, in turn,
were due to four “root causes”: (1) a lack of adequate engineering analysis, (2) a lack
of documentation of crucial details of the design, (3) the university did not acknowl-
edge the magnitude of the danger, and (4) student organizations did not heed warnings
that it was unsafe (including injuries during construction). “No specific individuals”
were found to blame.

The iterative process of design, build, and redesign has always provided engineers
with opportunities to learn. The changes that occur over years in an everyday product
(like a pencil) happen because engineers and inventors learn from the failures of
old designs and create better ones (Petroski, 1990). The dome of St. Peter’s Basilica
in Rome (designed by Michelangelo and completed in 1624) is a singular notable
example (Figure 9.10 is a modern photograph of the church). After the dome was
constructed, it began to crack, and a series of improvements were made, with new
problems leading to new solutions, which generated knowledge and yielded best
practices that could be used elsewhere (Wells, 2010). In some cases, a systematic
approach is taken. For instance, engineers working for Under Armour and for
Lockheed Martin went through a 2-year process of trial and error (involving a wind
tunnel, six mannequins, and a world-class speed skater) to find the best fabrics for
and best places for zippers and seams in speedskating suits to be used in the 2014
Winter Olympics (Maese, 2013).

There are many causes of failures. The following 10 categories of failure are sorted
in increasing order of potential influence (Hatamura, 2009):

Ignorance

Carelessness

Ignoring procedures

Misjudgment

Insufficient research and examination
The unknown

Changes in constraints

Poor planning

A S Al o o

Inappropriate sense of values

~
e

Poor organizational operation.
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Figure 9.10 St. Peter’s Basilica, Rome, Italy. (Photo credit: Jill Renuart.)

McKaig (1962) listed three primary reasons for building failures: ignorance, care-
lessness, and greed. To be more specific, he included the following list of “causes of
failure”:

—_
— O

e e A o e

Ignorance during design, construction, or inspection
Ignorance during supervision and maintenance
Improper assumption of authority

Competition without supervision

Lack of precedent

Lack of sufficient preliminary information
Economy in first cost

Economy in maintenance

Negligence by an engineer or architect

Risk taking by a contractor or superintendent

. Lack of proper coordination in production of plans
12.

Unusual occurrences such as earthquakes, extreme storms, and fires.

If an organization learns from its failures, it may experience a period in which
every decision is good and every design succeeds. However, danger is lurking because
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a string of successful designs can yield complacency and overconfidence, which can
lead an engineer to introduce innovations such as lower cost, more efficient designs
and processes that reduce safety factors (Petroski, 2012). Thus, there is a cycle in
which failures lead to learning, which leads to success, which leads to failure.

9.10 TRANSFORMING FAILURE INFORMATION

Stories about failures such as the Amarube Trestle, the Comet, and the Texas A&M
Bonlfire are potentially valuable, but information about failures must be transformed
into knowledge to be truly useful (Hatamura, 2009). This transformation requires the
following activities:

Describing the failure

Recording the failure information
Transmitting the failure information
Learning the failure information

M S

Experiencing failure.

Consider, for instance, the aftermath of the 2011 accident at Fukushima, Japan.
The Investigation Committee established by the Japanese cabinet investigated the
accident site, interviewed hundreds of witnesses and experts, and reviewed the cur-
rent prevention, preparedness, and response plans. Their policy recommendations
included many about the risk assessment procedures, risk communication, regula-
tory structure, nuclear power plant safety, the power company (TEPCO), and other
relevant issues. The committee, which Yotaro Hatamura chaired, recognized that cre-
ating and sharing a detailed record was needed to learn from the accident. When
interviewed about the process, Hatamura highlighted this objective, “In the major-
ity of cases, in order to find out the cause of an accident, in order to find out what
happened, the focus is on determining responsibility. But if you do so, you lose the
chance to learn from the accident” (Hatamura, 2012). The Investigation Commit-
tee’s final recommendation called for an extended investigation and for recording
“the results of a comprehensive investigation ... and collection of testimonies of

. stakeholders and victims; investigating the adequacy of relief, support and recon-
struction programs for the victims; or transferring the facts showing how extensive
and serious the damage by a nuclear disaster could be.” Moreover, the country has
the responsibility to “transfer the whole picture ... to future generations based on the
recorded results of comprehensive investigation of the Fukushima nuclear disaster”
(Investigation Committee, 2012).

Unfortunately, it is hard to transmit failure information, which changes over time
in the following ways (Hatamura, 2009): it attenuates, it is simplified, it is distorted,
it is made into a myth, it is localized, it does not move up and down the organization,
and it is not accumulated.

Hatamura (2009) explained that “the correct method of self-learning is one
that utilizes knowledge learned from one’s own experiences and from those of
others. ... failures are encountered through which learning and experience build up.
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Learning from others’ failures enhances this knowledge. These two sources of
knowledge shape the generalized experience. Once failure is encountered with this
self-study method, generalized knowledge can be used ... and this illuminates the
way forward. ... Success can be achieved in a shorter time when failure information
is sublimated into a form of knowledge, the aforementioned generalized experience.”

McKaig (1962), in the preface to his book on building failures, stated, “Only if
the reasons for a failure are understood and published have we who play a profes-
sional role in construction truly done all we can to prevent a recurrence.” His addition
to the record is a collection of examples of concrete failures, steel failures, failures
caused by alterations, foundation failures, negligence and ignorance, lack of prece-
dent, aging buildings, and failures due to wind, fire, and explosion. He continued,
“Experience can be a very expensive teacher, and fortunately we do not have to relive
all the experiences of those who went before us.”

EXERCISES

9.1. A system such as a dam or dike is “designed for the N-year flood” if the prob-
ability (in 1 year) of a flood that exceeds its capacity is 1/N (Benjamin and
Cornell, 1970). If the sizes of annual floods are independent, then consider
how many “50-year” floods will happen over a period of 50 years. What is the
probability that no such floods will occur? What is the probability that exactly
one such flood will occur? What is the probability that exactly two such floods
will occur? What is the probability that three or more such floods will occur?
In what part of a risk management process is information like this generated?

9.2. For the risky scenarios described in the introduction to this chapter (TEPCO,
light-rail line bids, power tool manufacturer, and the regulation of unmanned
aerial systems by the FAA), identify possible actions in the following cate-
gories: (1) avoiding the risk by abandoning the planned action or eliminating
the root cause or the consequences, (2) reducing the likelihood of the root cause
or decreasing its consequences by modifying the planned action or performing
preventive measures, and (3) transferring the risk to another organization.

9.3. Joe is preparing to present his team’s design concept to the executives who will
evaluate the design and decide whether to approve the project. Joe has analyzed
the potential problems related to the presentation in the executive conference
room, and the biggest risk is that he would not be able to use the AV equipment
correctly. Identify preventive actions, buffers, and contingency actions that can
help Joe prevent this potential problem.

9.4. When developing the 1996 Ford Taurus, the product development team encoun-
tered delays with the development of new complex reflector headlamps, so their
leader decided that they should also develop an optic plate lamp as a replace-
ment if the new headlamps were not ready on time (Walton, 1997). How does
the choice to develop a backup headlamp prevent a potential problem?

9.5. In the 1990s, the Ford assembly plant in Atlanta ran the body shop at a rate
of 80 cars per hour, although the final assembly line needed only 68 per hour,
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9.6.

9.7.

9.8.

9.9.

9.10.

9.11.

9.12.

so that it could stockpile dozens of automobile bodies that could be used
when the body shop was not working due to machinery breakdowns (Walton,
1997). How does the choice to create these stockpiles prevent a potential
problem?

In 2013, Honda recalled 143,083 vehicles of 2007 and 2008 Honda Fit in the
United States because of a potential problem with the master power window
switch on the driver’s door, which could overheat and cause a fire (American
Honda Motor Company, 2013). The company recommended that customers
park their cars outside until they have the switch inspected and replaced. How
does this recommendation prevent a potential problem?

A food manufacturer in Baltimore, Maryland, wanted to install an automated
system for checking their processed food for low-density polyethylene (LDPE)
and other harmless but undesirable contaminants before it was sent to storage
tanks (from which it would be piped into jars and tubs). Uncertainty about the
capacity and accuracy of the system led them to suggest renting some equip-
ment and constructing a prototype system to evaluate its performance (capacity
and accuracy). How does installing the system prevent a potential problem?
How does the prototype prevent a potential problem?

During the construction of the Brooklyn Bridge, a long catwalk was used to
access the top of one tower. To manage the risk of the catwalk failing, installed
at one end was a sign that read “Safe for only 25 men at one time. Do not walk
close together, nor run, jump, or trot. Break step!” How does the decision to
restrict the use of the catwalk prevent a potential problem?

After the Tacoma Narrows bridge collapse in 1940, bridge designers reacted
in different ways (Wells, 2010): some designed heavier and stiffer bridges, but
others found designs (such as the First Severn Crossing, built in 1966) that
could pre-empt the problem of aeroelastic flutter by stabilizing itself. Which
one is a preventive action? Which one is a contingency action?

For the Apollo missions, NASA installed on the spacecraft’s nose a launch
escape tower (shown in Figure 9.11) that could ignite and take the astronauts
away from the Saturn V rocket if a catastrophe occurred on the launch pad.
How does this launch escape tower prevent a potential problem?

The Great Shakeout is an annual earthquake drill. On October 17, 2013, as part
of that year’s event, the University of Maryland sent an email to the campus
community to “practice earthquake protective actions.” How does an earth-
quake drill mitigate risk? Is an earthquake drill a preventive action or a contin-
gency action? How does an earthquake drill prevent a potential problem?

As Cyclone Phailin approached northeastern India, at least 64,000 people left
their homes, a dry bulk cargo facility closed and sent all of it ships to sea, and
emergency managers sent a rescue force to the area (Sullivan and Pradhan,
2013). How do these actions prevent potential problems?
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Figure 9.11 The top of the Saturn V rocket used for the Apollo 11 mission. (Image credit:
NASA.))

9.13.

9.14.

In areas that are prone to floods, residents resort to building on high ground
above flood levels, creating artificial hills to create high ground, or creating
dikes to contain the flood waters (Plate, 2002). Are these preventive actions or
contingency actions? Do these actions reduce the likelihood of floods or reduce
the consequences of floods? In addition, when a flood does occur, residents may
close openings with sandbags or brick walls or move belongings to higher parts
of a building. Are these preventive actions or contingency actions?

A severe solar storm (a coronal mass ejection) could disable satellites and
create strong ground currents that travel through pipelines, power lines, and
telecommunications cables and could disable these systems and other infras-
tructure. The impacts include disrupting local radio communications, disori-
enting GPS satellites, interrupting the air traffic control communications with
planes flying over the North Pole, damaging high-voltage transformers, caus-
ing long-term power outages, which could have enormous financial impacts,
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and harming astronauts in space (Plumer, 2013). Identify each of the following
as a preventive action, a buffer, or a contingency action:

(a) Given a warning, electric grid operators reroute currents to minimize the
impact.

(b) Airlines reroute flights away from the North Pole, an especially
vulnerable area.

(¢) Electric grid operators stockpile transformers to replace those that are
damaged.

(d) Electric grid operators install capacitors to block dangerous ground
currents.

(e) Space agencies build and launch more satellites that monitor solar activity.

Consider the potential problem of large asteroids hitting the earth. NASA and
other organizations have developed ideas for defending the planet by managing
this risk (Ianotta, 2013). For each of the following, identify its role in an asteroid
impact risk management system:

(a) Developing, launching, and operating a satellite that, from a position near
Venus, looks for asteroids approaching Earth.

(b) Using ground-based telescopes and amateur astronomers to identify aster-
oids.

(c) Installing infrared sensors on commercial geosynchronous satellites.

(d) Counting the number of large asteroids in parts of the asteroid belt that are
easy to view from Earth.

(e) Launching a probe (a kinetic impactor) that hits an incoming asteroid and
deflects its course away from Earth.

(f) Launching a spacecraft (a gravity tractor) that hovers near an incoming
asteroid and deflects its course away from Earth.

(g) Launching a rocket with nuclear weapons so that its blast deflects the aster-
oid’s course away from Earth.

(h) Defining a plan that defines who would direct an asteroid deflection mis-
sion.

Full-scale tests of the HealthCare.gov web site were conducted just 2 weeks
before its launch in October, 2013, and provided little time to correct the prob-
lems that were discovered, but the site launched as scheduled anyway, and thou-
sands of visitors experienced problems when accessing the site (Somashekhar
and Goldstein, 2013). Testing is part of which step in a risk management pro-
cess? In general, is a decision to launch a web site on schedule despite poor
test results a decision to avoid, reduce, transfer, or accept the risk that the web
site will not work properly? What other risk treatment options could have been
considered?

In Brazil, the generation of electricity using wind turbines was growing
rapidly in 2013. For example, a wind farm with more than 400 wind turbines
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was built in the state of Bahia, Brazil (Forero, 2013). Brazil has some areas
with winds that are ideal for generating electricity, and, because the winds are
stronger during a drought, building wind farms manages the risk associated
with hydropower, which is naturally limited during a drought. Is building wind
farms a decision to avoid, reduce, transfer, or accept the risk of running short
of electricity?

The accident at the Amarube Trestle was caused when a gust of wind blew
a train off the tracks. According to Hatamura (2009), after the accident, the
threshold for the wind alarm was lowered from 25 m/s to 20 m/s. How will this
change affect the number of false alarms?

A tsunami early warning system is designed to sound a warning when the threat
of a tsunami has increased. For instance, the triggering event of a system in
Indonesia is an earthquake with a moment magnitude greater than the critical
threshold of 7.2 Mw (Seng, 2013). What are the expected benefits and costs of
decreasing the threshold? What are the expected benefits and costs of increas-
ing the threshold?

Consider the potential problem of severe solar storms. Airlines can divert
planes if they get a warning, but a diversion costs the airlines money because
the planes fly longer paths and consume more fuel. Solar storms that are
spotted by satellites may not hit the earth. Should the airlines always divert
their planes when solar storms are spotted? Why or why not? Recommend a
policy for the airlines.

Food inspectors in the United States Food and Drug Administration (FDA)
blocked certain shipments of Mimolette cheese in 2013 after finding too many
cheese mites on the rinds of the cheese, which is produced in France (Dennis,
2013). Describe the FDA'’s food inspection process as a risk management pro-
cess. What role in this process do food inspectors process? What type of risk
management activity is the choice to refuse the import of certain shipments?
Assume that the inspectors use a simple threshold rule for determining whether
a particular shipment of Mimolette cheese has too many cheese mites. What is
the cost of a false negative? What is the cost of a false positive? Given these
costs, should the FDA use a low or high threshold?

The Quebec Bridge, a heavy steel bridge over the St. Lawrence River, collapsed
during construction in 1907 and killed 74 men. Before the disaster, the respon-
sibility for both the design and the construction were given to one firm, and
bridge components were increasingly misaligned (Wells, 2010). Describe why
both events were precursors of the disaster.

In 2013, The Washington Post reported that the Washington Suburban Sani-
tary Commission (WSSC), which serves 1.8 million people in two Maryland
counties, had 350 miles (560 km) of prestressed concrete cylinder pipe in use
as water mains (Shaver, 2013b). These large but relatively unreliable water
mains (with diameters as large as eight feet) carry pressurized water, and nine
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exploded between 1996 and 2013. One explosion led to flooding on a major
road, and another blew out doors and walls in an office park. Due to laws
restricting the release of information about critical infrastructure, WSSC has
not released information about the locations of these mains. Assume that you
live in the WSSC service area. What risks do these mains pose to you? What
options do you have for managing these risks?

The prestressed concrete pipes have reinforcing wires. The wires can crack
when they corrode, which weakens the pipe; therefore, cracking wires are a
precursor for a pipe explosion. WSSC was using a break-detection system to
detect when the reinforcing wires cracked, and WSSC planned to shut down
and repair any pipe in which they detected cracking wires (Shaver, 2013b; Weil,
2013). Explain how this system serves as a risk management process. What is
the cost of a false positive? What is the cost of a false negative? How would
the relative costs affect how WSSC officials set the threshold for reacting to a
warning?

In July, 2013, after a warning of cracking wires, WSSC officials reacted by
warning residents that they would need to shut off water to over 100,000 resi-
dents for as long as 5 days in order to repair the damaged section of the water
main before it exploded (Weil, 2013; Shaver and Halsey, 2013). Residents
stockpiled water, restaurants, shops, and hotels at the National Harbor com-
plex closed, and firefighters deployed tank trucks to the affected area. Within
48 hours, however, workers had fixed and closed a broken valve, which allowed
the water main repair to occur without a major shutdown, although manda-
tory water restrictions remained in place. After the fact, the WSSC spokesman
stated that they believed that the broken valve could not be fixed: “No one
thought these guys were going to pull this off” (Halsey and Shaver, 2013).
Some residents and county officials complained that they were not told about
this possibility. Should WSSC have mentioned the possibility of fixing the bro-
ken valve? Why or why not?

Rose sends emergency messages to Enormous State University’s faculty, staff,
and students. Suppose that a hazardous material spill occurs in the chemistry
building on a normal day of classes. (This building has classrooms, laborato-
ries, and offices.) Rose needs to send an effective risk communication message
soon after the spill is reported. Which types of information should she include
in this message?

Consider the pneumococcal disease risk graphic described in Example 9.4.
Create a better graphic that more clearly shows the increase in risk.

Consider the scales on the risk reporting matrix discussed in Section 9.7. Scales
from 1 to 5 were used for describing the likelihood of a risk and its conse-
quences. What type of measurement scales are these? Would it be appropriate
to multiply these numbers?
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9.29. Some descriptions of FMEA suggest using ordinal scales from 1 to 10 for the
severity, the occurrence, and the detection measures. Is it appropriate to multi-
ply these numbers? Suggest a technique for comparing different risks that have
been evaluated on these three measures.

9.30. The Pipeline & Hazardous Materials Safety Administration (part of the
United States Department of Transportation) has published data (PHMSA,
2014) about significant pipeline incidents, their causes, and their impacts
(fatalities, injuries, and property damage). Assume that this historical data
(about all pipeline systems) is sufficient for estimating the risks of significant
pipeline incidents in the future. Use the data about the seven types of causes
(corrosion, excavation damage, etc.) to create three risk reporting charts: one
that describes the fatality risks, one that describes the injury risks, and one
that describes the property damage risks. (Note that the fatalities, injuries, and
property damage data should be expressed per incident.) How do the risks of
the different types of incidents compare?

9.31. The St. Petersburg Paradox described in Chapter 5 has an infinite expected
monetary value. Suppose that Joe, tempted by this fact, is considering paying
$150 to play the game. How would you describe the risk that he faces? For
instance, what is the probability that he will lose money?

9.32. McKaig (1962) described building failures from the first half of the 20th cen-
tury. What role does his book play in the process of learning described by
Hatamura? Would his book be as useful if it described the failures of medieval
cathedrals? Why or why not?
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DECISION-MAKING SYSTEMS

Learning Objectives:

After studying this chapter, the reader will be able to do the following:

1.
2.

Identify two classes of decision-making systems (Section 10.1).

Describe the stages through which a decision-making system progresses
(Section 10.1).

Describe how an organization influences its decision-makers (Section 10.2).

. Describe different decision-making roles (Section 10.3).
. Identify the functions of the participants in a dialogue decision process

(Section 10.3).

Describe the function of information in a decision-making system (Sections
10.4 and 10.7).

Explain the tradeoffs involved in centralizing and decentralizing decision mak-
ing in an organization (Section 10.5).

Describe the relationship between the structure of an organization and the
structure of the systems that it designs (Section 10.5).
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9. Explain why a product development organization is a decision-making system
(Section 10.6).
10. Describe different ways to organize a product development organization and
identify the strengths and weaknesses of each (Section 10.7).

11. Explain why a product development organization is like a factory (Section
10.8).

The last part of our discussion of engineering decision making will consider the
third perspective: decision-making systems. This perspective considers the people
who perform the decision-making process and the flow of information.

A product development organization is a decision-making system (Herrmann and
Schmidt, 2002), and this perspective looks at the human actors who design prod-
ucts and systems. As Bucciarelli (1994) wrote, “the process of designing is a process
achieving consensus among participants with different interests in the design. ... The
process is necessarily social and requires the participants to negotiate their differences
and construct meaning through direct, and preferably face-to-face, exchange.”

This perspective also provides another context for and more insight into the
decision-making methods and processes discussed in earlier chapters. According to
Bucciarelli (1994), “their true meaning and value [are], namely, how they function
to provide a framework for negotiation.”

Traditional decision analysis has focused on helping a decision-maker make an
important decision for which expending the resources for an in-depth study is justi-
fied, but this limits the impact of better decision making. Considering an organization
as a decision-making system in which decisions emerge from the activities of many
people — ““an ecology of patterns of behavior” (Matheson and Matheson, 2007) —
provides a new view of decision analysis in which modifying the behaviors of individ-
uals allows better decisions to emerge. Instead of using decision analysis for isolated
studies to help only the most powerful decision-makers, an organization can create
a culture of good decision making, and decision analysts can provide better tools to
everyone, assisted by the abundance of inexpensive but powerful information tech-
nology (Matheson and Matheson, 2007).

Section 10.1 discusses two classes of decision-making systems, and Section
10.2 reviews how organizations influence the decisions of their members. Section
10.3 describes the different roles in decision-making, Section 10.4 highlights
the importance of information flow, and Section 10.5 discusses organizational
structure. Section 10.6 describes product development organizations, and Section
10.7 discusses the flow of information in product development and different types of
product development teams. Section 10.8 describes the similarities between product
development organizations and factories. Chapter 11 will turn from describing
organizations as decision-making systems to discussing how one can model and
improve decision-making systems.



INTRODUCTION TO DECISION-MAKING SYSTEMS 291
10.1 INTRODUCTION TO DECISION-MAKING SYSTEMS

Organizations include families, professional societies, government agencies, small
businesses, and large product development organizations. An organization can be as
small as a team or as large as a national government. More generally, an organization
is “the pattern of communications and relations among a group of human beings,
including the process for making and implementing decisions” (Simon, 1997).

Organizations are decision-making systems. As Simon (1997) wrote, “[The]
whole mass of decisions that are continually being made in a complex organization
can be viewed as an organized system. Particular decision-making processes aim at
finding courses of action that are feasible or satisfactory in the light of multiple goals
and constraints; and decisions reached in any one part of the organization enter as
goals or constraints for decisions being made in other parts.”

Two important types of decision-making systems are control systems and trans-
formation systems. A control system is a decision-making system that continually
monitors the state (status) of another system and makes decisions that determine
the instructions (inputs) that should be sent to the other system so that it meets its
goals. A transformation system is a decision-making system that receives informa-
tion from external sources and then makes decisions that generate new information
that someone else will use. In a design setting, this information is assembled into
a coherent document that describes the system design (Conway, 1968). From the
decision-making point of view, however, the document (whatever its form) is simply
a means of recording the decisions that are made.

Both types of systems involve decision making, which creates information from
other information, so their operations are quite similar. The distinction made here
focuses on the different purposes of the two types of systems. Organizations include
both types of systems.

For example, within a manufacturing firm, a production planning office is a con-
trol system because the production managers continually monitor the status of the
machines, workers, and jobs in the factory, decide what should be done to optimize
the factory’s performance, and generate production schedules and other instructions
that (in theory, at least) govern what the factory will do.

When a manufacturer is designing and building new railcars for a transit author-
ity (similar to a subway system), representatives from the manufacturer, the transit
authority, and the Federal Transit Administration work together as a Safety and Secu-
rity Certification Committee (SSCC) (Vitek, 2013). Throughout the life cycle of the
railcar (from design to operation), the SSCC uses a risk management process to mon-
itor the status of safety hazards that the safety engineer identifies and make decisions
about whether mitigations proposed to reduce the risks are acceptable. Thus, a SSCC
is a type of control system.

An architecture firm is a transformation system because it receives work from
clients, who specify their wants, and the firm decides on a design for the client. This
is, of course, a composite decision and thus requires various individuals in the firm
to decide on different components of the design. The design (a set of blueprints or a
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computer model) is then sent to the contractor, who will oversee the building’s con-
struction. It is important to note that this decision-making system yields designs, not
buildings. The construction system that transforms raw materials into finished build-
ings uses designs as instructions, but construction is not part of the decision-making
system.

Similarly, the design of software is also a transformation: “the knowledge of user
requirements has to be translated into knowledge about computing systems” (Endres
and Rombach, 2003). Similar to product development, software development uses
many different software design processes (Dubberly, 2005/2013).

Gioia (1994) described the recall investigation process at Ford in 1973: field
reports of accidents were sent to the recall coordinator, who reviewed them and
decided which should go to a preliminary department-level review. At this review,
the members of the field recall office voted on each case to recommend a recall (or
not). The recommended cases went to higher levels in the organization for further
deliberation. This can be seen as a transformation system that transforms information
about accidents into recommendations for recalls. (It is also part of a larger control
system that monitors accidents and issues recalls.)

The Federal Aviation Administration (FAA) Air Traffic Control System Command
Center’s Collaborative Decision Making (CDM) program is a control system because
it monitors the weather and runway closures, receives information from the com-
mercial airlines’ operational control centers, and then decides when to issue ground
delays and how to allocate arrival slots to the airlines, who then decide which flights
should get those slots and which should be cancelled (Chang et al., 2001).

Over time, as it matures, a decision-making system typically moves through three
stages (Holt et al., 1960). In the first stage, when an organization is small, skilled
managers make decisions as situations arise. In the second stage, the complexity of
the operations increases, and the firm installs a system of decision making. For routine
decisions, heuristics or simple rules guide decision making. In the third stage, the firm
seeks to improve decision making by implementing decision support tools. Often
these tools help decision-makers treat problems in a more integrated manner.

In the end, however, different organizations have different structures and
decision-making and information flow patterns due to the differences in their
environment and their tasks. Thus, there is no single best structure for every
organization. The study of how the variables that describe the internal structure of an
organization (e.g., whether different departments have different objectives, whether
they collaborate to achieve common goals, and how they resolve conflict) are related
to the variables that describe the organization’s environment is called contingency
theory (Lawrence and Lorsch, 1967).

10.2 MECHANISMS OF ORGANIZATION INFLUENCE

Generally, the mechanisms linking decision-makers to the overall corporate goals
are constraints and incentives such as schedules, rewards, and penalties. That is, the
decision-making system is “loosely coupled” (Simon, 1997). In a manufacturing firm,
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therefore, increasing profit is merely an indirect influence on most decision-makers
in the firm. Instead, an organization influences the decisions of the individuals in the
organization in the following ways (Simon, 1997):

e The organization divides work among its members. This assignment causes
each person to focus on a specific task and the corresponding decisions.

o The organization establishes certain practices that specify how a task shall be
done, which means that the person performing the task does not have to decide.

e The organization transmits decisions by establishing systems of authority and
influence, through supervisors and advisors and social relationships. Authority
permits a decision made by one person to influence the behavior of others; thus
specialization in decision making can occur.

e The organization establishes channels of communication, both formal and infor-
mal. The formal ones (including reports both written and oral) typically match
the formal structures, whereas the informal ones correspond to the social rela-
tionships.

e The organization trains and indoctrinates its members so that each person
acquires the knowledge, skill, and loyalties needed to make decisions that
promote the organization’s goals.

The formal plan of organization affects behavior because individuals respect
the authority that created the plan, and it provides a framework for individuals to
understand the organization’s goals and their individual role in solving the complex
problem.

For instance, the FAA’s CDM program that was mentioned in Section 10.1 influ-
ences the decisions of the airlines by establishing a formal channel of communication
for the airlines to notify the FAA of their schedule changes and defining everyone’s
roles and responsibilities in the decentralized decision-making process (Chang et al.,
2001).

In some cases, the coupling to organizational objectives can be made explicit. For
example, Reinertsen (1997) discussed methods that use sensitivity analysis to esti-
mate how development expenses, unit costs, product performance, and development
delays affect the profitability of a product development project. This analysis can be
aggregated to understand how these factors affect the profitability of the entire enter-
prise. This approach can help engineers make project management and product and
process design decisions by estimating the “bottom line” impact of those changes.

10.3 ROLES IN DECISION-MAKING SYSTEMS

The persons in a decision-making system have different roles. Five different roles
were identified by Rogers and Blenko (2006):

1. those who recommend alternatives by gathering, analyzing, and presenting
information to the decision-maker;
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2. those who provide input by providing, when consulted, information about the
alternatives;

3. those who agree by verifying that an alternative is feasible with respect to their
domain (e.g., compliance with safety and environmental regulations) and veto-
ing those alternatives that are not;

4. the one who decides, is responsible for the decision, and has the authority to
implement it; and
5. those who perform the decision by implementing the desired actions.

Example 10.1 Consider a maintenance planning system that transforms work
requests from the factory into work orders for the maintenance technicians. The
actors are the maintenance supervisor, the coordinator, the maintenance planner, and
the safety manager (Hingle, 2013). Each person has a distinct role. The maintenance
planner provides input by identifying the personnel and equipment required and
estimating the expected time to complete the maintenance task. The safety manager
agrees by verifying that the maintenance plan is not dangerous. The coordinator rec-
ommends an alternative by generating a production schedule that will accommodate
the maintenance activities. The maintenance supervisor decides by approving the
schedule and assigns work to the maintenance technicians who perform the work.

A different set of roles was presented by Spetzler (2007):

1. the decision-makers who are responsible for making the decision and allocating
the required resources;

2. the decision staff who gather information, generate and evaluate alternatives,
facilitate the decision-making process, and communicate the decision to those
who must implement it; and

3. the content experts and implementers who provide facts about the alternatives
and their consequences (especially practical knowledge that only the imple-
menters have).

Compared with the roles described by Rogers and Blenko (2006), Spetzler’s
decision-makers include the one who decides; Spetzler’s decision staff are those who
recommend alternatives; and Spetzler’s content experts and implementers are those
who provide input, those who agree, and those who perform the decision (as shown
in Figure 10.1).

The dialogue decision process (Spetzler, 2007; Tani and Parnell, 2013) is a
good example of a process in which different persons have clearly defined roles.
Two groups participate in the process: the decision board and the project team. The
decision board includes the stakeholders who must accept the decision. They have the
power to block implementation of the decision, so they must be part of the process.
They also have the power to implement the decision, so their approval should be suffi-
cient for implementation. On the project team are the analysts and staff who facilitate
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Figure 10.2 The dialogue decision process.

the decision process, have relevant information, and can perform the decision

analysis.

The two teams meet multiple times as shown in Figure 10.2. (The number of meet-
ings is an unfortunate problem with the process.) There are four key meetings. At the
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first, the decision board agrees on the statement of the problem. After the project team
generates alternatives, they present these alternatives to the decision board at the sec-
ond meeting, where the decision board reviews them, adds or eliminates alternatives,
and agrees that the project team should evaluate those that remain. After the project
team evaluates the remaining alternatives and generates new alternatives that com-
bine the best aspects of the original ones, the project team presents their insights to the
decision board at the third meeting. The decision board may ask for more analysis, in
which case this part of the process resembles a decision calculus (which is discussed
in Chapter 7). The decision board selects an alternative, and the project team creates
an implementation plan, which the decision board reviews and approves at the last
meeting in the process. In this process, the decision board is the decision-maker, and
the project team members are the decision staff. The project team may call on content
experts to get information.

10.4 INFORMATION FLOW

Decisions are based on information provided by others in the organization. A
decision, once made, influences, to some extent, future decisions. The decisions
are interconnected in a complex web. Top-down communication is one form of the
information flow, as a supervisor gives policies and directions to subordinates. Other
flows are also important for getting the relevant facts to a decision-maker, as in
gathering intelligence from where operations are occurring (on the factory floor or
the battlefield). One decision leads to information that is used to make another, and
so forth until each decision is an assembly of many decisions.

The British administration of India (from the mid-1700s to the mid-1900s) pro-
vides a good example of formal information flow (Drucker, 1988). The administration
had nine provincial political secretaries. Each one had over 100 district officers that
reported to him. Each month, each district officer wrote a report about four clearly
identified tasks, including what he expected to happen, what happened, why it hap-
pened, what was going to happen, and what he was planning to do. Each political
secretary responded to this report with detailed comments to the district officer. (This
decision-making system is a type of control system.)

In space mission development, the mission sponsors provide information about
the available time, funding limits, and other constraints; users and operators provide
information about the mission’s broad objectives and performance requirements; and
the engineers generate and evaluate mission concepts and detailed designs (Wertz and
Larson, 1999).

The formal flow of information through official documents can unfortunately be
insufficient (Curtis, 1990). For example, although the marketing group may produce
documents that list the customer’s requirements (or specifications), the designers will
often need to communicate informally with the marketing group to understand these
documents.
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10.5 THE STRUCTURE OF DECISION-MAKING SYSTEMS

Information processing studies from economics claim that the hierarchical nature of
corporations (including those that design and produce goods) evolved naturally out
of the need to process information efficiently. In particular, the economic benefits
of centralized decision-making motivated the rise of large organizations (Malone,
1997). Centralized decision-makers can integrate diverse kinds of remote information
efficiently and make better decisions than unconnected local decision-makers.

Hierarchies are structured so that agents of an enterprise can reduce the time nec-
essary for completing tasks and reduce the risks associated with making decisions
based on the imperfect or incomplete information (Borland and Eichberger, 1998).
More generally, hierarchical structures are the basis of our world, both physical and
human (see Simon, 1981, for a detailed discussion). Organisms are made of systems
that are composed of subsystems and components. A hierarchy is a way to orga-
nize an enterprise, especially one that needs to solve a complex problem. It provides
structure, regular routines, and rewards such as power and status (Leavitt, 2003).

There are at least two reasons for decentralizing decision making, however, even
if the superiors are more highly trained. The superiors have limited time and cannot
afford to waste time on less important things. In addition, sending the superiors the
required information and transmitting the information from the superiors back to the
subordinates can be costly.

Beyond the important influence of hierarchical structures, the structure of a
decision-making system reflects the nature of the decisions that it addresses. In
particular, the structure of a design organization will “mirror” the structure of the
system that it designs (Colfer and Baldwin, 2010). The communication between
the units, in turn, reflects the interfaces between the subsystems. The organization’s
structure affects the system design, which, in turn, can affect the organization’s
structure. Over time, these co-evolve.

For example, an electronic device manufacturer may have a team of engineers who
design the system hardware, a team of system programmers who design the operating
system, and individual developers who design the individual applications that run on
the device. The engineers and system programmers have to communicate about the
hardware—operating system interface, and the system programmers and developers
have to communicate about the operating system—application interface. Additional
examples were provided by Gulati and Eppinger (1996).

This phenomenon, also known as Conway’s Law, implies that a decision-making
system is limited by its ability to generate only solutions that reflect its structure
(Conway, 1968). Because the current structure might have emerged from (or been
influenced by) the structure of previous solutions it was required to generate, it is
likely that the structure will resemble the structure of previous solutions. If the struc-
ture of the system that is being designed changes during the development process,
then the structure of the organization that is developing the system should also change,
and the new organizational structure should reflect the new system structure.

This phenomenon creates not only some advantages — the organization can pro-
duce familiar solutions efficiently — but also some disadvantages: it will be hard to



298 DECISION-MAKING SYSTEMS

generate extremely novel solutions efficiently, if at all. The mirroring phenomenon
was not seen, however, in design organizations in which everyone can directly influ-
ence every part of the design and can directly communicate to the others (Colfer and
Baldwin, 2010).

10.6 PRODUCT DEVELOPMENT ORGANIZATIONS

In a market economy, manufacturing firms serve the interest of their community by
employing workers, purchasing materials, producing goods, generating profits, and
not harming the community. Guiding the activities of a firm are the ethical standards
of the community, the firm’s civic responsibilities, regulatory constraints, and the
values and consciences of the owners and executives. Making a profit is certainly an
important objective to a manufacturing firm. If it loses money over a long period, it
will have to shut down, and it would not accomplish its objectives.

Within a manufacturing firm, the product development organization is the set
of people who plan, design, and test new products that will, when manufactured
and sold, generate revenue for the manufacturing enterprise. (The manufacturing
and assembly processes must be designed as well.) Fundamentally, then, a product
development organization transforms information about the world (e.g., technology,
customer needs and preferences, and regulations) into information about products
and processes that will generate profits for the firm. It performs this transformation
through decision making (Herrmann and Schmidt, 2002).

Example 10.2 During World War II, the Admiralty’s Department of Miscellaneous
Weapons Development (DMWD) regularly turned ideas for weapons and other
devices into effective systems like the Hedgehog anti-submarine weapon (Kennedy,
2013) or “plastic” protective plating for shielding the bridges on merchant vessels
(Pawle, 1957). The inputs included formal requests from other organizations within
the Admiralty, the concepts generated by the department’s engineers and scientists,
and ideas submitted by well-meaning civilians. Given a promising concept, the
department conducted research and then developed and tested solutions, iterating
quickly and repeatedly until they had designed and demonstrated an effective,
practical device or weapon that was ready for mass production (or shown that the
idea was a dud). The DMWD was successful in part because its leaders rejected the
slow bureaucratic, conscientious routines that were no longer suitable for a nation
at war.

Given the importance of profit to a firm’s survival, product development organi-
zations naturally want to generate profitable product designs subject to the relevant
regulatory and ethical constraints and other conditions that the firm’s owners impose
based on their values. Hazelrigg (1998) proposed a framework for product devel-
opment in which the firm chooses the product’s price and design to maximize the
expected utility of the design, where the utility function reflects not only the profits
but also the inherent uncertainty and the corporation’s tolerance for risk.
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A more practical approach is a high-level estimate of profitability based on unit
costs, development costs, marketing costs, sales price, and projected sales. This can
be used for deciding whether to begin a product development project (cf. Walton,
1997). In some firms, this type of model, called a “product profit model” (Smith and
Reinertsen, 1991), is used during the product development to understand how changes
in costs and sales (changes that result from design decisions) affect profitability.

In practice, product development organizations have sought to develop profitable
product lines through the decomposition of a complex problem into a sequence of
steps that a variety of experts perform (as discussed in Chapter 7). Some of these
steps solve more manageable subproblems. This decomposition is a natural way to
overcome human limitations and find satisfactory solutions directly.

Within the organization, product development teams report periodically to a group
of more senior personnel who have decision-making authority over all aspects of the
project. Product development review systems come in many forms. Typically, the
project review and oversight group formally reviews each project at predetermined
points in the development process (e.g., stage-gate or phase review; see also McGrath,
1996; Reinertsen, 1997). Normally, many different project teams are operating at any
one time.

10.7 INFORMATION FLOW IN PRODUCT DEVELOPMENT

Reinertsen (1997) suggested that an organization generates new information by test-
ing new ideas. Both successes and failures generate information, so testing uncertain
ideas is a good policy. For example, a rocket manufacturing firm may design, proto-
type, and test novel concepts and learn how to improve existing products and create
innovative ones.

As mentioned earlier, a product development organization generates new designs
by making decisions, and the decision-makers generate and share information as they
work. (The different types of decisions were listed in Section 7.19.)

One advantage of viewing product development as a decision-making system
(in particular, a transformation system) is the focus on information-processing
and decision-making flows instead of personnel reporting relationships. This view
can be used to help organization members understand the flows of information
and decisions in the same way that an organization chart describes administrative
authority relationships and that a process plan (routing) describes the flow of material
through a factory.

Different processes launch different sets of information-processing and
decision-making activities. Each step requires information exchange and decision
making. In the decision-making system, individuals make decisions based on
information received from other units and information processed internally by other
members of the same unit.

As discussed in Section 10.3, there are different roles in decision-making sys-
tems, and some participants make decisions and some do not. A decision-maker gets
some information, makes a decision, and consequently generates new information.
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The “make a decision” step may involve sending information to and receiving infor-
mation from others. For example, a design engineer of a product development team
may send a solid model of a component to the testing group, where a finite ele-
ment analysis expert determines how the part will behave and returns a report to the
designer.

Various types of decisions are interrelated and coupled with the information flow.
Management decisions that affect the management and scheduling of the design
process set constraints on design decision making by limiting the time and funds
available to generate, evaluate, and compare alternatives. Design decisions such as
the product architecture have significant project management implications. Decision
making requires information, generates information, and determines who gets which
information.

Although the hierarchical organization chart is a natural way to structure a prod-
uct development organization, it is not the best way to structure information flow in
a product development process. Product development activities generate information
such as drawings, solid models, test results, and process plans. The flow of informa-
tion from one activity to another creates precedence constraints between activities
(cf. Smith and Eppinger, 2001).

If information flow were restricted to the paths on the organization chart, the prod-
uct development process would operate using a “throw-it-over-the-wall” mentality in
which each business unit performs their part of the development process alone, mak-
ing decisions suited to their objectives, and then passes the design in progress to the
next business unit. Good product development practice led designers away from that
restrictive model years ago (Smith, 1997). It is especially important that the product
and the manufacturing process be designed concurrently.

These considerations show how the information flow in a product development
organization can differ substantially from information flow in other types of organi-
zations, which have different functions and different structures.

Under the pressure of time and budget constraints, product development organiza-
tions have found that information must flow through channels outside the organization
chart. One common solution is to form interdisciplinary project teams, which are ad
hoc groups created for specific product development projects. Many product devel-
opment textbooks mention the different forms of product development teams. For
instance, Schmidt et al. (2002) described functional, modified-functional, balanced,
and independent teams.

Reinertsen (1997) described three ways to organize a product development orga-
nization and discussed the strengths and weaknesses of each.

The functional organization is the traditional hierarchy with departments full
of specialists. This organization exploits an economy of scale and can be efficient,
reducing the cost of product development. However, this organization can be slow
and has large communication costs, which inhibit communication between different
departments. In this setting, a mechanism for integrating design with manufacturing
and other concerns is required; such mechanisms include getting the approval of
every area, assigning liaison personnel who transfer information between different
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areas, and establishing committees that include representatives from different areas
(Smith, 1997).

The autonomous team has members from many areas, and the team leader is the
supervisor for the team members. The team can work quickly to reduce the time
to complete a project especially when team members are willing to be flexible and
work outside their specialty. Thus, the team can adjust capacity rapidly. Such teams
are quickest when there is little market risk or technical risk. Mitigating such risks
would require communicating with experts in the firm, whom the isolated team does
not have. Moreover, the team may lack a company-wide perspective.

In the hybrid organization (sometimes known as a matrix organization), team
members have two superiors, which requires a careful definition of who has what
authority. The team members are representing their home department and bring a
variety of perspectives. The interdisciplinary cross-functional product development
team includes team members who come from multiple business units and have differ-
ent levels of experience and decision-making authority. The members may represent
the production, marketing, finance, maintenance, and regulatory compliance depart-
ments, for example. Such teams meet regularly to share project-related information,
and members communicate information between the team and their respective busi-
ness units. The team will dissolve when the new product has been established in the
marketplace, and responsibility for the product will return to the appropriate place in
the organization. Such an organization can lower unit cost, because the manufactur-
ing representative can look for manufacturing cost problems and consult with peers
in the manufacturing department. Similarly, this can improve product performance
by because representatives from marketing communicate the customer’s preferences,
and the team can get access to technical experts.

One advantage of the project team approach is that team members (who will even-
tually be on multiple teams) have a greater chance of becoming aware of the key
objectives of all relevant business units because they are no longer insulated from
these units. Because project teams are temporary, the communication channels men-
tioned before lack the permanence and stature of an organization chart reporting line.
Moreover, individuals use different networks (which include different sets of people)
to get different types of information (Curtis, 1990). Still, over time, this collection
of channels, along with the relationships formed on interdisciplinary project teams,
makes a network through which information flows. This network overcomes the lim-
itations of the organization’s hierarchical structure, and it more accurately represents
the organization’s behavior.

Of course, the members of the team may disagree about which design alternatives
are best. For instance, in automotive design, industrial designers, who tend to prefer
designs that are aesthetically pleasing, have good proportions, and are symmetric,
may clash with human factors engineers, who prefer designs in which drivers and
passengers of all shapes and sizes have good visibility and can reach the controls,
and structural engineers, who prefer designs that meet the relevant safety standards
(Rogers, 2013). Selecting the best alternative when different objectives conflict is
a recurring challenge in product development. Multicriteria decision making tech-
niques (similar to those discussed in Chapter 3) can be useful.
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10.8 THE DESIGN FACTORY

A single product development project requires many related activities and decisions.
A product development organization may concurrently execute different activities in
the same project. This resembles a factory that simultaneously fabricates different
components that will be combined in a single final assembly. Moreover, the organi-
zation conducts multiple projects that yield a stream of new products over time.

Of course, this organization (similar to a factory or production line) has queues
because tasks and decisions wait for the attention of the persons who must com-
plete them. There are many reasons for queues, including variability and insufficient
capacity. Hopp and Spearman (2001) discussed the influence of variability, and Hall
(1991) described the behavior of queues. Reinertsen (1997) suggested the following
suggestions for reducing queues in product development organizations:

e Add capacity by adding full-time or part-time staff, working overtime, provid-
ing better tools (computer-aided analysis, for example), more or better support
staff, and training.

e Manage demand by limiting the number of active projects, spacing arrivals,
reducing the scope of projects, and reusing solutions.

e Reduce variability by controlling the arrival process, reusing solutions, and stan-
dardizing tasks.

e Implement control systems that remove the queue from the critical path, monitor
queues, reserve time at bottleneck resources, and plan capacity.

In addition, like traditional factories, product development organizations perform
many nonvalue-added operations, unfortunately. For example, although design
reviews can be an effective way to reduce the risk of creating an inferior design,
preparing and participating in unnecessarily formal and extended presentations can
waste time and generate little useful information. Likewise, documentation standards
that yield specific instructions for mass production may add unnecessary paperwork
when designing and fabricating prototypes that are used for testing. There are often
many opportunities for improvement.

EXERCISES

10.1. Consider the government of a country, state, province, county, or other juris-
diction with which you are familiar. For each of the decision-making roles
mentioned in Section 10.3, identify the persons who perform that role.

10.2. Answer the following questions about this government:
(a) Is it a control system or a transformation system?

(b) How does it influence its decision-makers?
(c) What type of information is used and generated by the decision-makers?
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(d) Is decision making centralized or decentralized? Is that justified?
(e) Does the structure of the organization reflect the structure of its outputs?

10.3. Describe an experience in which you were part of a product development
team. Which type of team was it? What were the advantages and disadvan-
tages of its structure?

10.4. For each of the following elements of a product development organization,
identify an element of a factory that best corresponds to it:

(a) An engineer’s email inbox
(b) Engineers

(¢) Design information

(d) Making a design decision
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MODELING AND IMPROVING
DECISION-MAKING SYSTEMS

Learning Objectives:

After studying this chapter, the reader will be able to do the following:

1. Describe characteristics of an organization that consistently makes good
decisions (Chapter introduction).

. Create a rich picture of an organization (Section 11.2).

Create a swimlane diagram of an organization (Section 11.3).

Create a root definition of an organization (Section 11.4).

. Create a conceptual model of an organization (Section 11.5).

Identify models for representing a product development organization
(Section 11.6).

7. List the steps in the Soft Systems Methodology (Section 11.7).

8. Describe an integrative strategy for improving decision-making systems
(Section 11.8).

o v A

Organizations often perform poorly, unfortunately, due to problems with their
decision making, which may take too long or be too contentious or generate

Engineering Decision Making and Risk Management, First Edition. Jeffrey W. Herrmann.
© 2015 John Wiley & Sons, Inc. Published 2015 by John Wiley & Sons, Inc.
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bad ideas. For example, an engineering firm that does work for NASA, the Depart-
ment of Defense, and other clients used a bid/no-bid process for determining whether
to respond to requests for proposals (RFPs) that were issued by clients. The inputs
are the RFPs. For each RFP, the firm’s engineers did extensive research about the
opportunity, gathered information, and evaluated, with respect to that particular
RFP, the firm’s resources, their experience, their competition, the expected time
to generate a proposal, the potential revenue, and the strategic importance. This
information was synthesized and summarized and then reviewed by the firm’s
executives, who decided whether to respond by generating a bid proposal.

The firm was unhappy with the time and resources spent to complete this pro-
cess. After analyzing the process, they developed an improved system in which a
“coarse” evaluation was used to screen RFPs, which would eliminate those to which
the firm would clearly not respond (based on a low likelihood of winning the con-
tract). A “fine” evaluation was used to evaluate the value of the contract and its
strategic fit. Moreover, multiple opportunities would be compared simultaneously so
that resources could be allocated to the most valuable RFPs.

The threshold for rejecting RFPs (based on the likelihood of winning) in the coarse
evaluation was an important parameter of this system. If the threshold were too low,
then too many RFPs would get past this step, which would lead to many proposals as
well (which would be costly to develop). In contrast, if the threshold were too high,
then too few RFPs would survive, which would lead to few contracts as well (which
would reduce revenues). An intermediate value was best.

In general, decision-making systems that design and develop products and systems
tend to become more complex over time (cf. the three stages discussed in Chapter 10).
For example, software development organizations begin with some programmers
writing code and shipping software, but eventually they add managers, designers,
quality assurance personnel, and usability experts (Dubberly, 2013). These extra per-
sonnel are there to improve the development process by making sure that the software
meets the customer requirements and works correctly, but they add time and money.
The acquisition of weapon systems has also become more complex. The time required
to obtain a weapon system has increased from 4 years (for the Polaris missile, which
was developed in the late 1950s) to 22 years as the number of organizations involved
has increased (Lehman, 2013).

Ideally, an organization would use appropriate decision-making processes and
make good decisions. Matheson and Matheson (2007) listed nine “principles” of
a “smart” organization, in which effective patterns of behavior lead to best prac-
tices in decision making and exert a positive influence on the organization’s mem-
bers. A “smart” organization understands its environment by adopting an outside-in
strategic perspective, embracing uncertainty, and using systems thinking. A “smart”
organization achieves its purpose by creating alternatives, establishing a culture of
value creation, and continual learning. A “smart” organization mobilizes resources by
aligning and empowering its members, using disciplined decision-making processes,
and maintaining an open information flow.

Decision competency occurs when the organization satisfies the following condi-
tions (Spetzler, 2007):
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1. The organization routinely makes high-quality decisions using appropriate
decision-making processes and avoiding decision failures.

2. The organization has appropriate decision-making tools, techniques, and pro-
cesses and has personnel who know how to use them.

3. The organization’s decision-makers understand their roles and have the appro-
priate knowledge and skills.

4. The organization has a shared understanding of quality decisions, values making
quality decisions, and consistently operates that way.

5. The organization continually learns and improves its decision making.

This chapter discusses approaches for helping organizations improve their deci-
sion making so that they can be “smart” and “competent.” Because understanding the
system is a crucial step, this chapter presents various modeling techniques that can
be used as part of the process. Decision-making systems, like other systems in which
humans act, are difficult to model using engineering science or rigorous mathemat-
ical principles, however. Therefore, the models discussed herein include qualitative
models that are effective for gaining insight into how an organization behaves and
identifying opportunities to improve it.

Because decision-making systems (except those that have only extremely routine
decisions to make) require creative human decision-makers, the process of modeling
and improving decision-making systems can leverage the creativity of the persons in
the system. Those who operate in the system can use knowledge about the system
to change the system. The effort to improve a decision-making system should not
be viewed as something that an “outsider” does “to” the system; instead, it can be
viewed as something that those inside the system do for themselves. The models that
are created and used in this process may be discarded, but the knowledge that is gained
by the participants as they create the models is not.

Section 11.1 describes the need for modeling decision-making systems, and the
next four sections highlight some specific techniques: rich pictures (Section 11.2),
swimlanes (Section 11.3), root definitions (Section 11.4), and conceptual models
(Section 11.5). Section 11.6 reviews some other models for product development
organizations. Section 11.7 discusses approaches for improving decision-making sys-
tems, and Section 11.8 presents an integrative strategy that builds upon most of the
material presented in this text. The example in Section 11.8 also shows the different
models.

11.1 MODELING DECISION-MAKING SYSTEMS

The ideal model of an organization would “assemble the decision-making programs
of all the participants, together with the connecting flow of communication, into a
composite description of the organizational decision-making system” (Simon, 1997).
Unfortunately, finding good representations of decision-making systems is a diffi-
cult task. Decision-making systems include humans, and modeling human behavior
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(and the flow of information) is a challenge. The available models range from simple
descriptions such as organization charts and process flowcharts to sophisticated math-
ematical and computer simulation models. Different representations capture different
aspects of a decision-making system. There is no single representation that can cap-
ture all of the relevant aspects. Section 11.6 discusses some models specific to product
development organizations.

The most typical representation is an organization chart, which lists the employees
of a firm, their positions, and the reporting relationships. However, this chart does
not explicitly describe the decisions that these persons are making or the information
that they are sharing. A flowchart can be used to describe the lifecycle of an entity by
diagramming how some information (e.g., such as a customer order) is transformed
via a sequence of activities into some other information or entity (such as a shipment
of finished goods).

SIPOC diagrams are a simple way to represent the flow in a system (Driscoll,
2008). The acronym “SIPOC” represents Suppliers, Input, Process, Output, and Cus-
tomers. A SIPOC diagram describes who supplies which inputs, what the process
does with the input(s), the output(s) of the process, and who uses the output(s). Thus,
it has some overlap with root definitions and the CATWOE elements discussed in
Section 11.4.

Control systems theory provides another way to represent a decision-making sys-
tem. For instance, See ef al. (2004) modeled inventory management in a supply
chain using proportional-integral-derivative (PID) control, a classic control systems
approach. The viable system model (Beer, 1972) is a cybernetics model that decom-
poses an organization into predefined subsystems.

Mathematical and computer simulation models of decision-making systems are
very difficult due to the enormous variability in the systems and the complexity of
modeling human behavior. Herrmann (2010) did this for one particular product design
situation, but the approach could be extended to other problems.

11.2 RICH PICTURES

A rich picture is a drawing of the system that identifies the elements of the system
and their relationships in an informal way that describes the big picture (Checkland,
1999). Because a picture is more accessible than written or computational models, a
rich picture is an effective and efficient way to describe one’s current understanding
about a system and invite others to comment. Checkland (1999) suggested building
rich pictures to indicate the many components of a complex system and to encourage
system-level thinking. An Internet search for images of “SSM rich pictures” will
locate a variety of examples.

For example, Koski (2011) described and analyzed a reliability engineering
program that the US Coast Guard Surface Forces Logistics Center implemented to
improve the mission availability of its cutters. To express the problem situation,
Koski developed a diagram of the organizational units that had roles in the reliability
engineering program. After interviewing individuals throughout the engineering
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organization, which provided information about the reliability engineering program
from many viewpoints, Koski developed a rich picture that shows the complex
system and the many individuals, processes, and documents required for cutter
maintenance.

11.3 SWIMLANES

Swimlanes are a special type of flowchart that adds more detail about who does which
activities, a key component of a decision-making system. A swimlane diagram high-
lights the who, what, and when of a system in a straightforward, easy-to-understand
format (Sharp and McDermott, 2001). Unlike other types of models, swimlane dia-
grams identify the actors in the system. Other names used to describe this type of
diagram include process map, line of visibility chart, process responsibility diagram,
and activity diagram.

A swimlane diagram is a structured model that describes the decision making and
information flow and clearly shows the actions and decisions that each participant
performs. One limitation is that the model does not show the structure of the orga-
nization. Also, representing a larger, more complex system would require swimlane
diagrams at different levels of abstraction to avoid confusion.

A swimlane diagram includes the following components: roles identify the persons
who participate in the process, responsibilities identify the individual tasks that each
person performs, and routes connect the tasks through information flow.

Example 11.1 The NASA-led Center of Excellence for Collaborative Innovation
(CoECI) published a swimlane diagram (Figure 11.1) that shows how a government
agency would participate in the center (NASA, 2012). The figure has rows (swim-
lanes) for each participant and boxes for each activity in the process.

Sharp and McDermott (2001) presented techniques for modeling branching,
optional steps, the role played by information systems, steps that iterate, steps
that are triggered by the clock, and other details (see Figure 11.2). The following
paragraphs summarize some key points.

A single diagram is the path of a single item (e.g., form or schedule) as it goes
through a process. Each person gets a row (a swimlane) from left to right. (Verti-
cal swimlanes are also used.) An organization, a team, an information system, or a
machine can have a row. In the row go boxes, one box for each task that the person
performs. Arrows show the flow of work from one task to another and also indicate
precedence constraints.

If a task involves multiple actors, then its box should span the different actors’
rows. Although there are multiple flowchart symbols available, Sharp and McDermott
recommended a simple box with occasional icons to represent an inbox or a clock.
Boxes should be labeled with verb—noun pairs (e.g., “create schedule” rather than
“new schedule”). Transportation steps and other delays should be included.
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Figure 11.1 A swimlane diagram of a NASA center. (Image credit: NASA, 2012.)
Acquisition Send Receive
manager workorder acceptance
Branch Log Accept
manager workorder workorder
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controller schedule
Production Check w/o Order
engineer hardware hardware

Figure 11.2 The details of a swimlane diagram.

Flow should go generally from left to right, with backward arrows for iteration.
A conditional flow should have one line that leaves an activity and then splits into
two lines. Flow from an activity to two parallel steps should have two lines. (These
are shown in Figure 11.2.)

Managing detail requires multiple diagrams. The highest level shows one task per
person per handoff. This clarifies the relationships and flow of information between
persons. Another diagram can show the tasks that are key milestones that change
the status of something, decisions, communication activities (passing and receiving
information), and iteration. An even more detailed diagram can describe the specific
ways in which the tasks are done (via fax or email, using specific tools or other special
resources). As in other modeling efforts, the analyst should keep in mind and seek to
achieve the purpose of the model (so that the model is good enough) without wasting
time on unneeded details or scope.
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11.4 ROOT DEFINITIONS

A root definition is “a clear definition of the purposeful activity to be modeled”
(Checkland, 1999). In our context, the activity is the decision-making system, which
may be a transformation system. In product development, for example, the transfor-
mation process is typically the transformation of information about the world (e.g.,
consumer preferences, regulations, and competitors) into a product design. The out-
puts of a transformation are generated from its inputs. A root definition specifies not
only the transformation process but also various details about the customers, actors,
owners, and environment. This requires the ability to see the system both as a whole
and in its details. The root definition helps define the system boundary and answers
the question of what is in the system and what is not. The system does not necessarily
correspond to a single organization, however, if only some parts of the organization
perform the activity or the participants are in multiple organizations.

A useful form for the root definition is, “do P by Q in order to contribute to achiev-
ing R.” P is what the system does, Q is how the system does it, and R is why the system
does it.

In many cases, it is possible to see multiple processes with means-end relationships
between them. This is a useful insight, but it may make creating the root definition
more difficult. That is, if the organization does Q in order to achieve P, which is done
to achieve R, which is done to achieve S, and so forth, what is the root definition?

Selecting the appropriate level is key. The why, what, and how of one level are
shifted from level to level. Example 11.2 shows this property.

Example 11.2 Consider the following possible root definitions for the US
Navy’s CAD/PAD design organization. (A CAD/PAD is a cartridge-actuated or
propellant-actuated device that is used in ejection seats and other applications.
Figure 11.3 shows some CAD/PADs in operation.) Each definition corresponds to
the perspective of a different person in the organization.

Device delivery: A system that delivers devices to military services by identifying
needs, acquiring and testing devices, and sending devices so that the military
services can keep aircraft flying safely.

Better designs: A system that effectively and efficiently creates better designs by
solving redesign problems quickly and correctly so that the CAD/PAD depart-
ment can provide the military services with better devices.

Product improvement projects: A system that quickly and correctly solves redesign
problems through design engineering and proper project management so that
better designs are created effectively and efficiently.

Design engineering: A system that develops CAD/PAD designs using engineering
knowledge and judgment, along with analysis and experimentation, to solve
redesign problems quickly and correctly.
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Figure 11.3 A U.S. Air Force pilot ejects from a F-16 Falcon. (Photo credit: Bennie J. Davis
III, U.S. Air Force.)

Associated with a root definition are six elements that provide information about
the system: the customer(s), the actors, the transformation, the worldview, the
owner(s), and the environment. These are often called the CATWOE elements.

The customers are those who need and receive the outputs and benefits of the
system. The actors are those who perform the transformation. The transformation
converts the inputs of the system into its outputs; this should be what the system
does (not why or how). The worldview (or “Weltanshauung™) is the set of basic
assumptions and values that the owner and the customer(s) share; this worldview
gives meaning to the transformation. The owners are the ones who can shut down
the system. The environment includes the constraints that influence the design and
operation of the transformation process (thus, they limit the owner’s ability to change
the process).

Example 11.3 Emanuel (2012) generated the following root definition of the US
Navy Fleet Replacement Squadron: “a system to qualify newly winged aircrew in
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combat aircraft tactics, techniques and procedures by providing classroom, simula-
tor and flight instruction in order to achieve the aircrew manning requirements of
the U.S. Navy.” The customers are the combat-ready fleet squadrons that receive the
new aircrew. The actors are the personnel in various departments who perform the
training. The system transforms Navy personnel into trained aircrew. The worldview
is that the Navy always needs new aircrew due to losses caused by retirement, res-
ignation, career changes, medical disabilities, disqualifications, and other forms of
attrition. The owners are the Wing Commodore, who can temporarily halt operations,
the Chief of Naval Air Forces, and the Chief of Naval Operations. The environmental
constraints include the combat procedures developed by the Navy’s Weapons School.

11.5 CONCEPTUAL MODELS

The concepts expressed by a root definition (along with an understanding of the
real-world system) can be used to create a conceptual model of the system (Check-
land, 1999). A conceptual model uses a number of phrases (commands) to describe
the activities that are necessary to perform the activity described by the root defini-
tion. That is, the conceptual model describes the activities that the system must do
(not how they are currently done). Thus, this model, when compared with models of
the existing system (such as a rich picture and a swimlane diagram), can help one see
how the existing system fails to perform require tasks (or implements them poorly)
and identify opportunities to improve the system.

A conceptual model does not represent the real-world system. It is a device to
generate questions and debate that lead to identifying feasible, desirable changes.
In particular, one can compare the conceptual model to the swimlane diagram to
see where there may be problems, just as a pediatrician compares the list of what
a 2-year-old should be able to do to the actual abilities of the 2-year-old who is being
examined. Discrepancies between the list and the 2-year-old’s abilities are signals that
there may be a problem, an opportunity to help the child. In the same way, discrepan-
cies between the conceptual model and the system’s actual activities are opportunities
to improve the system.

The following steps are a procedure for constructing a conceptual model (Check-
land, 1999):

1. Write down a number of phrases (commands) that describe the activities that
are necessary to perform the activity. The number of activities should be from
five to nine.

2. Create a diagram of the activities and indicate the dependencies between them
(similar to a graph).
3. Add monitoring and control activities.

4. Check that the activities are justified not by the real-world system but instead
by the root definition (and common sense), and that all of the activities required
by the root definition are in the diagram.
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Figure 11.4 Conceptual model of project management.
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Figure 11.5 Conceptual model of the CAD/PAD design organization.

Example 11.4 A conceptual model of project management (based on the process
groups of the Project Management Body of Knowledge [IEEE, 2011]) has five types
of activities, as shown in Figure 11.4. This model is extremely generic but captures
the key relationships between these types of activities. The freeform boxes were used
to indicate that the model is not as formal and precise as a flowchart.

Figure 11.5 is a conceptual model of the CAD/PAD design organization. The
curved vertical line in the center indicates an internal partition between the trans-
formation activities and the activities that control them.

Koski (2011), after analyzing the reliability engineering program at US Coast
Guard, developed a conceptual model that clearly shows that reactive maintenance
and proactive maintenance are separate types of activities. Reactive maintenance
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includes the activities needed to repair failed machinery (which is clearly unexpected
and unscheduled), whereas proactive maintenance includes both schedule-based and
condition-based maintenance.

11.6 MODELS OF PRODUCT DEVELOPMENT ORGANIZATIONS

Some computational and quantitative models have been developed for representing
various aspects of product development organizations. Some of these could be used
for other types of decision-making systems.

The design structure matrix (DSM) is an information-based model of product
development. A DSM represents the activities in a product development project, their
duration, and the probabilities of repeating them (see, e.g., Smith and Eppinger, 2001;
Carrascosa et al., 1998; Yassine et al. 2000, for more information). Olson et al. (2009)
created a simulation platform with 17 agents that represent the engineers on Team
X, a design group at NASA'’s Jet Propulsion Laboratory, and their interactions and
problem-solving strategies.

McGrath (1996) and Reinertsen (1997) discussed methods for managing a
pipeline of product development projects. Adler ef al. (1995) used capacity analysis
and discrete event simulation to evaluate the performance of a product development
organization. The organization is modeled as a queueing system (cf. Section 10.8).
Jobs representing product development projects are processed by workstations
representing groups within the organization. The models are used to evaluate
resource utilization and project cycle times.

Ford and Sterman (1997) described a model that represents the dynamics of a
product development project. The system dynamics model includes development pro-
cesses, project resources, scope, and targets. Khurana ef al. (2001) used a Markov
decision process to determine optimal policies for managing a product development
project.

11.7 IMPROVING DECISION-MAKING SYSTEMS

Improving any organization is a difficult challenge, and there are many different
approaches. An important step is to assess the organization and the performance of
its processes. A common approach is to assess process maturity. Tools for doing so
include the quality management maturity grid (Crosby, 1979) and a design process
maturity model (Moultrie et al., 2007).

The suggestions for improving decision-making systems range from general to
specific. Simon (1997) proposed the following general technique for designing an
organization:

1. Examine the decisions that are actually made, including the goals, knowledge,
skills, and information needed to make those decisions.
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2. Create an organization pattern for the tasks that provide information for these
decisions.

3. Establish (or change) the pattern of who talks to whom, how often, and about
what (i.e., modify the flow of information).

Of course, this has to be repeated for the more specific decisions that form the more
general decisions. One corollary of this approach is that comprehensive databases
and management information systems are not solutions for improving decision mak-
ing; the technology must be matched to the information and attention needs of the
decision-makers (Simon, 1997).

This is not the only solution, of course. An organization can improve decision
making by investing in appropriate decision processes and tools, by training its per-
sonnel how to use them and when to use which tools in their roles in the organization’s
decision-making processes, and by aligning all parts of the organization in a way that
their actions work together to sustain better decision making (Spetzler, 2007). Regard-
less of the organization chart, specifying who will do what in the decision-making
process (cf. Section 10.3) and establishing appropriate incentives, information flows,
and culture can avoid decision-making delays and help the organization respond to
opportunities promptly (Rogers and Blenko, 2006).

In the field of macroergonomics, a work system consists of multiple persons who
interact in an organizational design (a structure and a set of processes) to perform
a function (Hendrick and Kleiner, 2002). A work system includes a personnel sub-
system (those who perform the work), a technical subsystem (the job design and the
technology used to perform the work), and an internal environment (including phys-
ical, social, and cultural factors). A work system operates in and is influenced by
an external environment. A decision-making organization is a type of work system,
and one can use the techniques of macroergonomics to study decision-making sys-
tems as work systems. Macroergonomic studies of designers and design organizations
include Ball et al. (1994, 1997) and Meredith (1997). Macroergonomics is closely
related to the theory of sociotechnical systems, which has been used as a framework
for describing the characteristics of a design organization (Hammond et al., 2001).

To improve a product development organization, Reinertsen (1997) suggested
using financial measures to make product development decisions, utilizing capacity
intelligently, promoting prudent risk taking (and learning from the failures that do
occur), establishing incentives that encourage thinking about the entire organization,
designing the design process rigorously, and justifying control systems (similar to
management reviews) using financial measures.

Improving a decision-making system requires addressing poorly defined (unstruc-
tured) problems in which multiple actors (stakeholders) have different perspectives,
seek widely different and, perhaps, conflicting interests, and are facing uncertainty.
Problem structuring methods (PSMs) are suited for these situations because the par-
ticipants are not required to undergo specialized training; they can synthesize multiple
perspectives into a common understanding; and they can identify feasible partial
improvements, which avoid the problem of getting everyone to accept a single com-
prehensive solution (Mingers and Rosenhead, 2004).
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The line around PSMs is not sharp, and “in fact it is common to combine together
anumber of PSMs, or PSMs together with more traditional methods, in a single inter-
vention — a practice known as multimethodology. So the range of methodological
choice is wider even than a simple listing of methods might suggest” (Mingers and
Rosenhead, 2004). Despite the variety of methodologies, most PSMs work by finding
a model or representation that describes the problem situation in a way that everyone
understands and then identifying opportunities for feasible, desirable improvements
that everyone supports.

The Soft Systems Methodology (SSM), a type of PSM, has four essential activi-
ties (Checkland, 1999): (1) finding out about a problem situation and the prevailing
culture and politics, (2) formulating some relevant purposeful activity models, (3)
debating the situation using the models in order to find feasible, desirable changes and
the accommodations needed to implement them, and (4) taking action to improve the
situation. These activities move from the real world (finding an unstructured problem
situation and expressing it) to systems thinking about the real world (formulating the
root definitions and conceptual models) and back again (comparing these models and
the problem situation, identifying changes, and taking action).

The “finding out” activity includes drawing a rich picture (cf. Section 11.2), which
can be useful in a discussion in which one asks participants to comment on whether
the current understanding (expressed in the rich picture) is correct from their perspec-
tives. The purposeful activity models include root definitions and conceptual models
of the activity (cf. Sections 11.4 and 11.5). The conceptual model should describe
the transformation system defined by the root definition, which requires real-world
knowledge but is not focused on the real-world organization. The process of creating
the models helps the participants generate and use a common language to describe the
system and helps create a consensus about what the system is. The debate about the
situation should include comparing the current organization (described by the rich
picture) to the (idealized) system described by the root definition and the conceptual
model.

11.8 AN INTEGRATIVE STRATEGY

This text has presented three different perspectives on decision making: the
decision-making system perspective, the decision-making process perspective, and
the problem-solving perspective. If we accept the validity of these perspectives, then
we should exploit them in a coordinated way to improve a decision-making system.

The following integrative strategy for improving a decision-making system
incorporates all three of these perspectives. It is important to note that, throughout
this process, the input and feedback of all stakeholders must be included. This is
a version of the approach that was originally presented by Herrmann (2006) for
production scheduling systems. This version is relevant to improving any type of
decision-making system. It incorporates the ideas of Simon (1997) and includes
some techniques from SSM. It builds on many of the techniques discussed in earlier
chapters of this text.
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1. Study the decision-making system. Create swimlane diagrams to represent the
persons in the decision-making system, their tasks and decisions, and the infor-
mation flow between them. Create a rich picture to integrate multiple perspec-
tives. Develop a root definition and conceptual model to identify the essential
activities in the system. Scrutinize this model and determine whether changes
to the information flow, task assignments, or decision-making responsibilities
are desirable and feasible. If changes are needed, go to Step 4.

2. Given that the patterns of information flow are satisfactory, consider the
decision-making processes that are being used. Is the decision-making process
appropriate for the context (cf. Snowden and Boone, 2007)? Is there a consen-
sus about the objective, and does sufficient technical information exist (cf. Daft,
2001)? Is more information needed (cf. Chapter 8)? Are pattern recognition
and emotional tagging processes distorting decision making (cf. Campbell
et al., 2009)? Are risks being managed correctly (cf. Chapter 9)? Are there
decision-making problems (cf. Section 9.8)? If changes to the decision-making
processes are needed, go to Step 4.

3. If the decision-making process is adequate, then consider implementing appro-
priate decision-making techniques (perhaps implemented in a decision support
system) that analyze relevant data, find nondominated solutions, search for opti-
mal solutions, present the important uncertainties, and indicate the key tradeoffs
(cf. Chapters 3-6).

4. Implement the changes that were selected.

5. Assess the impact of the implemented changes and repeat the above steps as
necessary.

The structural validity of the approach can be justified by considering the validity
of the constructs that it uses. An organization is a decision-making system (cf. Simon,
1997), and each decision-maker in that system uses a process of gathering and using
information before ultimately making a selection. The approach used in Step 1 of the
approach is a version of the SSM, which is appropriate for improving organizational
situations. The questions asked in Step 2 come from the literature on decision-making
processes. The possible solutions considered in Step 3 are all established techniques
for improving decision making. The overall iterative structure is motivated by contin-
uous improvement approaches such as the Plan-Do-Check-Act cycle and the iterative
approach of the SSM.

The motivation for starting with the decision-making system perspective is that
organizational changes can have the biggest impact on performance (cf. Hatamura,
2009). Starting with the problem-solving perspective runs the risk of wasting time and
resources on solving the wrong problem. Going through the decision-making system
and decision-making process perspectives first at least verifies that the problem is
important.

An organization that wants to establish the performance validity of the approach
in its domain should find examples of poor decision-making performance in its
domain, apply the approach to the examples, measure the usefulness of the approach
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(the improvement in decision-making process quality or time, for instance), and
establish that the usefulness was due to applying the approach (and not other factors).
Then, along with the structural validity discussed above, the organization will have
evidence to justify that the approach is generally useful for improving decision
making in its domain (Pedersen et al., 2000; Seepersad et al., 2006).

Example 11.5 This example, which is based on but adapted from the situation at
a real-world organization (cf. Herrmann, 2004), will be used to show the integrative
strategy and some of the models discussed in this chapter. This example concerns the
production scheduling system for a facility that assembles devices from components
that are made in other shops at the same organization and components that are made
by contractors.

The production scheduling system includes the following persons. The branch
manager directs the operation of the facility. The production controller maintains
the production schedules. (There are two other production controllers who help with
ordering and preparing hardware.) The shop foreman directly supervises the opera-
tors in the shop. There are nine production engineers, who are each responsible for a
range of products. The production engineers order components and other hardware,
prepare everything needed for production, and solve any problems that occur.

Jobs are called workorders. Workorders arrive from the acquisition organization
that is responsible for purchasing devices for the armed services. The branch manager
logs the workorder. The production controller adds it to the long-range schedule. The
production engineer determines whether the key hardware will be ready on time and
informs the branch manager whether the required delivery date is feasible. The branch
manager accepts the workorder and informs the acquisition organization.

The production system operates with two schedules: a long-range schedule
(discussed later) and a weekly schedule. The weekly schedule is a list of about 24
operations (for 13 workorders) that are currently in process or ready to start. For
each operation, it lists the product, the responsible production engineer, the number
required, the operation, the workorder, the hours needed, the hours completed to
date, the due date, and the hours completed in the previous week.

At the end of each week, the shop foreman tells the production controller how
many hours were worked on which workorders. The production controller updates the
weekly schedule (the one created at the beginning of the week) with this information
and brings this interim schedule to the weekly meeting.

The primary communication mechanism in the production scheduling system is a
weekly meeting (first thing Monday morning) of all the participants. The participants
discuss the workorders scheduled for that week, the work performed the previous
week, and any other updates. The primary objective of the meeting is to create an
accurate picture of which workorders are ready for production and which have prior-
ity so that the shop foreman can determine what the shop will do.

Production engineers state whether any new workorders are ready for production.
Any such workorders are added to the weekly schedule at this meeting. Production
engineers provide information about how much work was done last week and how
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much time is left to complete the workorder. Production engineers provide informa-
tion about any changes to the status of their workorders. For example, a workorder
may be ready to be moved to the X-ray facility, hardware may have been moved
from storage to the production building, or a piece of necessary equipment may be
unavailable. The shop foreman adds similar information. The shop foreman is aware
of the shop status, including any equipment problems, from direct observation or
reports by operators and production engineers (for instance, the hogout facility may
be down). Based on information from a monthly meeting with the acquisition orga-
nization, the branch manager identifies the workorders that have priority that week.
After the meeting, the production controller updates the schedule accordingly, signs
it, and distributes to all personnel that day.

The shop foreman makes decisions about which operators will work on which
activities and when during the week tasks will be done. The shop foreman records
the hours worked. When changes occur during the week (to the status of equipment,
hardware, or workorders), the production engineers, production controller, and shop
foreman react appropriately without changing the weekly schedule. These events are
discussed at the next weekly meeting, and the schedule is updated accordingly then.

The long-range schedule lists approximately 80 workorders. For each workorder,
it states the quantity, the customer due date, the responsible production engineer, the
predicted labor hours, the workorder status, and has columns for each month in the
next year. In each column is the number of production labor hours scheduled for
that workorder in that month. This is based on the production engineer’s estimate
of when the necessary hardware and cartridges will be ready. The predicted labor
hours on the schedule are rough estimates. Although the long-range schedule includes
capacity estimates, satisfying the capacity constraints is not important because the
requirements are not precise.

Once a month, the participants in the weekly meeting also discuss the long-range
schedule. The group discusses each workorder on the long-range schedule and its
status. The production controller updates the long-range schedule accordingly and
distributes this to personnel in the branch and elsewhere. Any changes during the
month are discussed at the monthly discussion.

Once a month, the branch manager meets with the acquisition manager and another
production branch manager. At this meeting, the branch manager discusses the status
of critical workorders and receives a list of priority workorders. (These are used to pri-
oritize workorders at the weekly meeting.) The minutes of this meeting are distributed
to personnel across the manufacturing organization.

The discussions at the weekly meeting include releasing orders that are ready for
production and adding them to the weekly schedule, which functions more as a dis-
patch list than a schedule. In addition, this meeting serves as an information filter for
the shop foreman, who makes the actual scheduling decisions based on the informa-
tion discussed in the meeting.

Assume that the stakeholders and participants adopt the integrative strategy
described in this section. Their first step is to consider the production scheduling
process from the decision-making system perspective. Figures 11.6 and 11.7 are
swimlane diagrams of the scheduling processes. Each horizontal bar corresponds to
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Figure 11.6 Swimlane diagram of short-term scheduling process.

a particular person and shows the activities in which that person participates. The
links between the activities show the flow of information. Figure 11.8 is a rich picture
that describes the situation. This emphasizes the connections between various actors
and shows their relationships. The four actors in the middle are the primary ones in
branch operations. The italic type indicates actors outside the branch, and the dashed
lines indicate the fact that these relationships extend beyond the branch. The gray
rectangle represents the shop itself. Although a more detailed (and more artistic)
rich picture could be drawn, this one indicates the key components sufficiently.

The production scheduling process is a type of control system, for it continually
monitors and influences the production operations. A reasonable root definition
would be “the production scheduling process controls the assembly of CAD/PAD
devices by receiving information about the status of workorders and production
resources in order to meet customer requirements for devices.” A conceptual model
of the process (Figure 11.9) includes activities that gather information about the
workorders that need to be completed, gather information about the resources in the
production facility, generate a schedule (a plan for the future), compare to customer
requirements, and communicate the schedule.

The analysis of this decision-making system shows that the acquisition manager,
who represents the customer, has very little visibility about the status of the worko-
rders. Monthly meetings with the branch manager are the only source of information,
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Figure 11.8 Rich picture of the scheduling system.

and the branch manager is only passing along second-hand and, perhaps, out-of-date
information. This would suggest changes to the information flow so that changes to
the status (and project completion date) of workorders are sent directly to the acqui-
sition manager (via email, perhaps). A centralized schedule that everyone can view
and update directly would also avoid indirect channels of information.
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Figure 11.9 Conceptual model of the scheduling system.

If these changes are made and successful, then, in the next iteration, the stake-
holders and participants consider the production scheduling process from the
decision-making process perspective.

At this point, they realize that the production scheduling process is not managing
risk. Because the weekly schedule is only a list of the workorders that are waiting to be
done, it does not include any predictions of when these workorders will be completed.
The long-range schedule does not include any time buffer for current workorders that
may be delayed or capacity buffer for urgent orders that need to be done quickly
after they are received. The weekly meetings focus on the current status and do not
discuss what could happen. Better risk management would require information from
the acquisition manager about potential future orders and information from the shop
foreman about possible production problems.

From the problem-solving perspective, the production scheduling process is using
a very simple, informal procedure for determining who should be doing what and
when it should be done. The weekly schedule is simply a dispatch list that does not
help the participants make a detailed schedule. By creating a detailed schedule, the
scheduling process could avoid unnecessary setups and waste due to poor coordina-
tion, could make plans that work around other foreseeable interruptions (such as bad
weather or VIP tours), and could keep everyone in the loop about what is happen-
ing. A first step toward this might be a weekly schedule that specifies the operations
planned for each day.

EXERCISES

11.1. The British Institution of Structural Engineers defined structural engineering as
follows: “Structural engineering is the science and art of designing and making,
with economy and elegance, buildings, bridges, frameworks, and other similar
structures so that they can safely resist the forces to which they may be subject-
ed” (Petroski, 1992). Consider this statement as a root definition of structural
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11.2.

11.3.

11.4.

11.5.

11.6.
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engineering. What does structural engineering do? How does it do that? Why
does it do that?

The Naval Air Warfare Center (NAVAIR) sponsored a research program at the
A. James Clark School of Engineering at the University of Maryland. Every
year, researchers at the university developed white papers that described pro-
posals for research on topics related to the Navy’s science and technology
needs. The white papers were reviewed by the dean of the engineering school,
who ranked them and sent these recommendations to the NAVAIR program
manager, who, in turn, reviewed the white papers and the dean’s recommenda-
tions. The program manager created a ranking and sent that to the NAVAIR
program executive officer (PEO), who decided how many projects to fund
and notified the program manager. The program manager then notified the
researchers, who wrote formal proposals that were sent to the NAVAIR con-
tract office, which awarded the contracts to the university. The researchers
conducted the research, and these results were used to create ideas for the next
year’s white papers. Draw a swimlane diagram of this decision-making system.
Draw a conceptual model of this decision-making system.

Select an organization with which you are quite familiar. (Note that the organi-
zation may be a relatively small group or unit within a much larger enterprise.)
The organization should perform a transformation process that involves chiefly
decision making. Clearly define the activity of the organization by providing
a root definition. This should include a statement of what the organization
does, how it does this, and why it does this. Also include information about
the organization’s customers, actors, owners, environment, worldview, and the
transformation process.

Construct a swimlane model that identifies the key persons in the organization,
the key decisions and activities, and the information that flows between them.
(Note that this is a model of the organization’s current processes.)

Construct a rich picture that identifies the elements of the system and their
relationships in an informal way that describes the big picture.

Create a conceptual model. Identify the activities that the organization must do
to achieve the root definition and draw a conceptual model. (Note that these are
not necessarily how the organization currently operates.) The model does not
describe the actual organization, but it must be reasonable. There should be five
to nine verbs, connected in a logical manner. Include monitoring or supervisory
activities as appropriate.
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