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If I have seen further, it is by standing upon the shoulders of giants.

Isaac Newton (1642-1727)
Letter to Robert Hooke, 1675

## Preface

Relational data mining is application of data mining techniques to discover knowledge that is hidden in data with a relational structure. It aims to integrate methods from existing fields applied to an analysis of data represented by multiple relations, producing new techniques for mining relational data. It has been successfully applied in areas such as bioinformatics, marketing, or fraud detection.

Granular computing is a new and rapidly growing paradigm of information processing. It integrates theories, methodologies, techniques, and tools that make use of granules in the process of problem solving. Granular computing methods have widely and successfully been applied in the field of data mining. They have mainly been used to discover knowledge from single table databases; however, research on incorporating them into mining relational data has also been done.

The goal of this monograph is to highlight research on mining relational data in the paradigm of granular computing. This newly emerging field can be identified as granular computing-based relational data mining and shortly called granular-relational data mining. The monograph provides unified frameworks for performing typical data mining tasks such as classification, clustering, and association discovery. The book is also aimed to establish itself as a basic text at the intersection of two fields: relational data mining and granular computing.

The project was partially funded by the National Science Center awarded on the basis of the decision number DEC-2012/07/B/ST6/01504.

Białystok, Poland
Piotr Hońko
September 2016
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## Symbols

| A | Set of attributes |
| :---: | :---: |
| $A_{\text {des }}$ | Subset of the attribute set consisting of descriptive attributes |
| $A_{\text {key }}$ | Subset of the attribute set consisting of key attributes |
| $\operatorname{acc}_{\mathbf{I S}}(\alpha \leftarrow \beta)$ | The accuracy of $\alpha \leftarrow \beta$ with respect to an information system IS |
| $\operatorname{acc}_{I S}^{\pi_{a}}{ }_{(m)}\left(\varepsilon_{\alpha \rightarrow \beta}\right)$ | The accuracy of $\varepsilon_{\alpha \rightarrow \beta}$ with respect to a domain of $D_{a}\left(\varepsilon_{\alpha}\right)$ |
| $A S_{\#, \$}$ | Approximation space |
| $A S_{\#, \$}^{i}$ | Approximation space constructed based on $i$-th depth level related sets |
| $A S_{i, \#, \$}^{g e n}$ | Approximation space constructed based on $i$-th depth level generalized related sets |
| $A S_{\omega}$ | (Non-compound) approximation space |
| $A S_{\omega_{(i, j)}}$ | Compound approximation space constructed based on $I S_{(i, j)}$ |
| $A S_{\omega_{(m)}}$ | Compound approximation space constructed based on $I S_{(m)}$ |
| $A S_{\omega_{(i, j)}}^{\Theta}$ | Constrained compound approximation space constructed based on $I S_{(i, j)}^{\Theta}$ |
| $A S_{\omega_{(m)}}^{\Theta}$ | Constrained compound approximation space constructed based on $I S_{(m)}^{\Theta}$ |
| $\operatorname{conf}_{\mathbf{I S}}(\alpha \rightarrow \beta)$ | The confidence of $\alpha \rightarrow \beta$ with respect to an information system IS |
| $\operatorname{conf}_{I S_{(m)}}^{\pi_{a}}\left(\varepsilon_{\alpha \rightarrow \beta}\right)$ | The confidence of $\varepsilon_{\alpha \rightarrow \beta}$ with respect to a domain of $D_{a}\left(\varepsilon_{\alpha}\right)$ |
| $\operatorname{conf}_{I S(m)}^{\pi_{a}}\left(\varepsilon_{\alpha \rightarrow \beta}, t^{a^{\prime}, \#}\right)$ | The confidence of $\varepsilon_{\alpha \rightarrow \beta}$ with respect to a domain $D_{a}\left(\varepsilon_{\alpha}\right)$ under a threshold $t \in[0,1]$ imposed on a domain $D_{a^{\prime}}\left(\varepsilon_{\alpha}\right)$ |
| $\operatorname{cov}^{1 S_{(m)}} \pi_{\alpha_{\text {a }}}\left(\varepsilon_{\alpha \rightarrow \beta}\right)$ | The coverage of $\varepsilon_{\alpha \rightarrow \beta}$ with respect to a domain of $D_{a}\left(\varepsilon_{\alpha}\right)$ |
| $D\left(\varepsilon_{\alpha}\right)$ | The domain of an $\varepsilon$-relation $\varepsilon_{\alpha}$ |
| $D_{a}\left(\varepsilon_{\alpha}\right)$ | The domain related to an attribute $a \in \operatorname{attr}\left(\varepsilon_{\alpha}\right)$ |
| $\varepsilon_{\alpha}$ | Formula-based relation, i.e., relation defined by a formula $\alpha \in L_{\text {IS }}$ |
| $\varepsilon_{I S}$ | Relation representing an information system $I S=(U, A)$ |


| $\varepsilon$-relation | Relation with the schema $\varepsilon_{\alpha}\left(a_{1}, \ldots, a_{k}\right)$ constructed based on a formula $\alpha \in L_{I S_{(m)}}$ |
| :---: | :---: |
| freq $_{\text {IS }}(\alpha)$ | The frequency of $\alpha$ with respect to an information system IS |
| freq ${ }_{I S}^{\pi_{a}(m)}\left(\varepsilon_{\alpha}\right)$ | The frequency of $\varepsilon_{\alpha}$ with respect to a domain $D_{a}\left(\varepsilon_{\alpha}\right)$ |
| $\operatorname{freq}_{I S}^{\pi_{a}(m)}\left(\varepsilon_{\alpha}, t^{a^{\prime}, \#}\right)$ | The frequency of $\varepsilon_{\alpha}$ with respect to a domain $D_{a}\left(\varepsilon_{\alpha}\right)$ under a threshold $t \in[0,1]$ imposed on a domain $D_{a^{\prime}}\left(\varepsilon_{\alpha}\right)$ |
| $I_{\text {\# }}$ | Uncertainty function of $A S_{\#}$ |
| $I_{\omega}$ | Uncertainty function of $A S_{\omega}$ |
| $I_{\omega(i, j)}$ | Uncertainty function of $A S_{\omega_{(i, j)}}$ |
| $I_{\omega(m)}$ | Uncertainty function of $A S_{\omega_{(n)}}$ |
| $I_{\omega_{(i, j}}^{\Theta}$ | Uncertainty function of $A S_{\omega_{(i, j)}}^{\Theta}$ |
| $I_{\omega_{(m)}}^{\Theta}$ | Uncertainty function of $A S_{\omega_{(m)}}^{\Theta}$ |
| IS | (Non-compound) information system |
| $I S_{(i, j)}$ | Compound information system consisting of particular systems $I S_{i}$ and $I S_{j}$ |
| $I S_{(m)}$ | Compound information system consisting of particular systems $I S_{1}, \ldots, I S_{m}$ |
| $I S_{(i, j)}^{\Theta}$ | Constrained compound information system, i.e., compound information system with the universe constrained by formulas from $\Theta$ |
| $I S_{(m)}^{\Theta}$ | Constrained compound information system, i.e., compound information system with the universe constrained by formulas from $\Theta$ |
| $L_{\text {IS }}$ | Language for constructing granules in $\mathbf{I S} \in\left\{I S, I S_{(i, j)}, I S_{(m)}, I S_{(i, j)}^{\Theta}, I S_{(m)}^{\Theta}\right\}$ |
| $L_{I S_{\text {des }}}$ | Language for constructing granules based on attributes from $A_{\text {des }}$ of $I S$ |
| $L_{I S}{ }_{\text {key }}$ | Language for constructing granules based on attributes from $A_{\text {key }}$ of $I S$ |
| $L_{I_{(i v j)}}$ | Language consisting of formulas from $L_{I S_{i}}$ and $L_{I S S_{j}}$ |
| $L_{I S}{ }_{\text {(ivj })}$ | Language consisting of formulas from $L_{I S}{ }^{\text {e }}$ and $L_{I S}{ }^{\ominus}$ |
| $L_{I S S_{(i \lambda j)}}$ | Language consisting of formulas constructed over both $L_{I S_{i}}$ and $L_{I S_{j}}$ |
| $L_{I S}^{(i, j)}$ | Language consisting of formulas constructed over both $L_{I S_{i}^{\Theta}}$ and $L_{I S_{j}}$ |
| $L_{\text {IS }}^{\star}$ | Language $L_{\text {IS }}$ expanded by formulas constructed using $\varepsilon$-relation |
| $\nu_{\$}$ | Rough inclusion of $A S_{\$}$ |
| $\nu_{\omega}$ | Rough inclusion of $A S_{\omega}$ |
| $\nu_{\omega_{(i, j)}}$ | Rough inclusion of $A S_{\omega_{(i, j)}}$ |
| $\nu_{\omega_{(m)}}$ | Rough inclusion of $A S_{\omega_{(m)}}$ |


| $\nu_{\omega_{(i, j)}}^{\Theta}$ | Rough inclusion of $A S_{\omega_{(i, j)}}^{\Theta}$ |
| :---: | :---: |
| $\nu_{\omega_{(m)}}^{\Theta}$ | Rough inclusion of $A S_{\omega_{(m)}}^{\Theta}$ |
| $r l t(o)$ | Related set of an object $o$ |
| $r l t^{\prime}(o)$ | $n$-th depth level related set of an object $o$ |
| rltgen $(o)$ | Generalized related set of an object $o$ |
| $r l t_{\text {gen }}^{n}(o)$ | $n$-th depth level related set of an object $o$ |
| $S_{\text {S }}^{\text {IS }}$ ( $\alpha$ ) | The semantics of a formula $\alpha$ in an information system IS |
| $S E M_{I S(m)}^{\pi_{i}}(\alpha)$ | The semantic of $\alpha$ in $I S_{(m)}$ limited to objects from $I S_{i}$ |
| $\operatorname{SEM}_{\text {IS }}^{(m)}{ }^{\pi_{\left(i_{1}, i_{2}, \ldots, i_{k}\right)}}(\alpha)$ | The semantic of $\alpha$ in $I S_{(m)}$ limited to objects from $I S_{\left(i_{1}, i_{2}, \ldots, i_{k}\right)}$ |
| $U$ | Universe, i.e., the set of objects |
| $U^{i}$ | Universe constructed based on $i$-th depth level (generalized) related sets |
| $U_{D}$ | Universe constructed based on a relational database $D$ |
| $U_{D_{B}}$ | Universe constructed based on a relational database $D$ limited to background objects |
| $U_{D_{T}}$ | Universe constructed based on a relational database $D$ limited to target objects |
| $U^{\alpha}$ | Subset of $U$ including objects satisfying a formula $\alpha$ |
| $U_{\omega_{(i, j)}}$ | Compound universe, i.e., the Cartesian product of universes $U_{i}$ and $U_{j}$ |
| $U_{\omega_{(m)}}$ | Compound universe, i.e., the Cartesian product of universes $U_{1}, \ldots, U_{m}$ |
| $U_{\omega_{(i, j)}}^{\Theta}$ | Constrained compound universe, i.e., the subset of the compound universe consisting of pairs satisfying formulas from $\Theta$ |
| $U_{\omega_{(m)}}^{\Theta}$ | Constrained compound universe, i.e., the subset of the compound universe consisting of $m$-arity tuples satisfying formulas from $\Theta$ |

## Chapter 1 Introduction

One of the main challenges of data mining is to develop its unifying theory [102]. The current state of the art of data mining research seems too ad hoc. Many techniques are designed for individual problems, such as classification, clustering, or association discovery, but there is no unifying theory. A theoretical framework that unifies different data mining tasks can help the field and provide a basis for future research.

The problem of developing a unified framework is more complicated for relational data than for that stored in a single table. Such data is distributed over multiple tables, and the central issue in the specification of a relational data mining problem is the definition of a model of the data. Such a model directly determines the type of patterns that will be considered, and thus the direction of the search. Such specifications are usually referred to as declarative or language bias [49]. A bias not only determines pattern structure, but also limits the search space which can be very huge for relational data.

The unification in the field of relational data mining can be done by building a bridge between relational data and knowledge to be discovered from it. Granular computing as a paradigm of information processing has shown to be a proper environment for building such a construction. A granular representation of relational data can be seen, on one hand, as an alternative view of considered objects, and on the other hand, as a platform for discovering relational patterns of different types.

This monograph aims to provide comprehensive frameworks to mining relational data in the paradigm of granular computing. These two fields, i.e. relational data mining and granular computing are more particularly described in the current chapter. Each of the two parts of the monograph concerns one general granular computing approach for mining relational data. Part I describes a generalized related set based approach and is structured as follows. Chapter 2 introduces an information system dedicated to relational data. Information granules in this system are defined based on the notion of generalized related sets that are the basis to discover knowledge from relational data. Chapter 3 investigates properties of the granular computing frame-
work. The properties enable to improve the performance of tasks such as relational objects representation, search space limitation, and relational patterns generation. Chapter 4 provides specialized versions of the granular computing framework for association discovery and classification rule mining. Chapter 5 develops a relational version of rough-granular computing by defining approximation spaces and rough approximations for relational data.

Part II presents a description language based approach and is structured as follows. Chapter 6 introduces compound information systems and their constrained versions. They are an extension of the standard information system to a relational case. Chapter 7 shows how the granular computing based framework defined for single table data can be upgraded to a relational case. Chapter 8 develops relationbased granules that make it possible to discover richer knowledge from relational data. Chapter 9 provides compound approximation spaces that are intended to handle uncertainty in relational data.

Conclusions on application of granular computing to relational data mining are given in Chap. 10.

### 1.1 Relational Data Mining

Multi-relation data mining (MRDM) (see, e.g. [12, 18, 25, 30, 53]) concerns knowledge discovery from relational databases consisting of multiple relations (tables). Research on relational data covers a range of data mining tasks such as classification (see, e.g. [13, 77, 94, 108]), clustering (see, e.g. [11, 14, 29, 47]), association discovery (see, e.g. [7, 20-22]), subgroup discovery (see, e.g. [55, 56, 99, 111]), sequence mining (see, e.g. [17, 27, 28, 46]), outlier detection (see, e.g. [3, 64, 78, 79]). Mining relational data has been supported by standard data mining techniques twofold: upgrading propositional algorithms to a relational case (see, e.g. [13, 70, 77, 95]) and using propositional algorithms to relational data transformed beforehand into a single table (see, e.g. [4, 50, 51, 54]).

Relational data is usually mined using one of the general frameworks: inductive logic programming and relational database theory.

Early approaches for pattern discovery in relational data were defined in an inductive logic programming (ILP) framework [24, 26, 69]. ILP is a research field at the intersection of machine learning and logic programming. It provides a formal framework as well as practical algorithms for learning in an inductive way relational descriptions from data represented by target examples and background knowledge.

In ILP, data and induced patterns are represented as formulas in a first-order language. Data is stored in deductive databases, where relations can be defined extensionally as sets of ground facts and intentionally as sets of database clauses. Patterns are typically expressed as logic programs, i.e. sets of Horn clauses.

In ILP, the pattern structure is determined by the so-called declarative bias. It imposes some constraints on the patterns to be discovered. Thanks to the bias, one can determine which relations and how many times may be used in patterns; how to
replace a relation attribute with a variable; what values a relation variable may take, and the like.

An alternative framework [48, 49] for discovering patterns in relational data is defined in relational database theory (RDB). In relational database, relations are usually defined extensionally as sets of tuples of constants. However, they can also be defined intensionally as sets of views. Relational patterns discovered in relational database can be expressed as SQL queries.

Unlike in the ILP framework, a specification of the pattern structure is not required. Instead, the patterns are specified by the relationships that occur between the database entities and are shown by entity-relationship diagram. Alternatively, class diagram that is a part of Unified Modeling Language (UML) [49] is used to express a bias. UML class diagram shows how associations (i.e. structural relationships) between given classes (which correspond to database tables) determine how objects in each class relate to objects in another class. Furthermore, multiplicities of associations are also considered. Such an association multiplicity provides information how many objects in one class are related to a single object in another, and vice versa.

### 1.2 Granular Computing

When analyzing data to discover knowledge, regardless of the tool used, we usually aggregate the objects with common features into the same clusters (i.e. groups). Such clusters can be treated as information derived from the database, which is, in turn, the basis for the discovery of knowledge. The clusters can be obtained in a variety of ways depending, among others, on the task to be performed. Furthermore, one can receive many different partitions of the universe, i.e. families of clusters, for the same task. The choice of the most proper partition can depend on which solution accuracy of the problem under consideration is sufficient. The challenge is thus to develop a framework for constructing and processing such clusters of data.

A field within which frameworks are developed for problem solving by the use of granules (e.g. clusters of data) is granular computing (GC) [9, 72]. This is a relatively new, rapidly growing field of research (see, e.g. [5, 6, 16, 23, 45, 57, 61, 63, 73, 86, 97, 100, 104]). It can be viewed as a label of theories, methodologies, techniques, and tools that make use of granules in the process of problem solving [105].

A granule is a collection of entities drawn together by indistinguishability, similarity, proximity or functionality [110]. Therefore, a granule can be defined as any object, subset, class, or cluster of a given universe. The process of the formation of granules is called granulation. To clearly differentiate granulation from clustering, the semantic aspect of GC is taken into account. Therefore, we treat information granulation as a semantically meaningful grouping of elements based on a given criterion [10]. An information granule can be represented by an expression of the form (name, content), where name is the granule identifier and content is a set of objects identified by name [89].

Granulation can be performed by applying a top-down or a bottom-up method. The former concerns the process of dividing a larger granule into smaller and lower level granules, and the latter the process of forming a larger and higher level granule with smaller and lower level sub-granules [103].

One can obtain many granularities of the same universe which differ in their levels. A granule of high-level granularity, i.e. a high-level granule represents a more abstract concept, and a low-level granule a more specific one. A basic task of GC is to switch between different levels of granularity. A more specific level granularity may reveal more detailed information. On the other hand, a more abstract level granularity may improve a problem solution thanks to omitting irrelevant details.

### 1.3 Granular Computing Tools: Rough Set Theory

Handling uncertainty in data is a challenging task in the field of data mining. A powerful framework intended for this issue is provided by rough set theory [71]. It was proposed by Professor Zdzisław Pawlak in early 1980s as a mathematical tool to deal with uncertainty in data. Although being a standalone field, rough set theory, beside fuzzy set theory [109], is considered as one of the main granular computing tools. A concept that can include uncertain data is characterized in this theory by a pair of two certain sets, i.e. its lower and upper approximations. New knowledge about the concept can be derived from the approximations. For example, decision rules constructed based on the lower approximation show features of objects that certainly belong to the concept, whereas those generated from the upper one describe objects whose membership in the concept is possible.

Many various rough set models have been proposed over the last three decades (e.g. [32, 82, 107, 116]). They have found a wide range of applications in areas such as e.g. medicine, banking, or engineering (for more details, see, e.g. [74, 81, 87]). The standard rough set model has been generalized in a variety of ways. However, most of the rough set approaches are intended to analyze data stored in a single table. Such a data structure makes it possible to encode simple features of objects of the interest. To show more complex properties such as relationships among objects, a more advanced structure is needed, e.g. relational database.

An adaptation of rough sets tools to relational data can be considered as a generalization of the standard rough set model. An overview of this direction of development of the field is provided below.

The standard rough set model was extended to a covering generalized rough set model (e.g. [15, 115]), where the universe is replaced with its covering. Such a generalization enables to deal with more complex problems. Covering rough set theory with the concept of neighborhood induced by covering plays an important role in reduction of nominal data and in generation of decision rules from incomplete data.

In [62] a relationship between different approximation operators defined in covering rough set theory was studied. It was shown that the operators that use the notion of neighborhood and the complementary neighborhood can be defined almost in
the same way. It was also investigated that such twin approximation operators have similar properties.

In [91] matrix-based methods for computing approximations of a given concept in a covering decision system is proposed. The methods are also used for reducing covering decision systems. It was shown that the proposed approach can decrease the computational complexity for finding all reducts.

Another generalization of the standard rough set model (single granulation rough set model) is rough set model based on multi-granulations (MGRS) [76]. Approximations of a concept are defined by using multiple equivalence relations on the universe. The relations are chosen according to user requirements or the problem to be solved. MGRS is considered in two different versions. If the condition of the lower approximation is satisfied for (at least one of/all) single granulation rough set models under consideration, then MGRS is called (optimistic/pessimistic). Properties of optimistic and pessimistic multi-granulation rough set models investigated in [80] show connections of these models with notions such as lattices, topology on the universe, and Boolean algebra.

A model that can be viewed as a multi-granulations form of nearness approximation space was introduced in [96]. A topological neighborhood based on $* E I$ algebra (a notion from axiomatic fuzzy set theory) is used in information systems with many category features. The neighborhood is combined with generalized approximation spaces producing, thereby, an extension model of the approximation space.

Another kind of extension of the standard rough set model is composite rough set model [112] that is intended for dealing with multiple types of data in information systems, e.g. categorical data, numerical data, set-valued data, interval-valued data and missing data. All basic rough set notions such as lower and upper approximations, positive, boundary and negative regions are redefined in composite information systems. A dynamic version of the composite rough set model [113], which uses a matrix-based method, makes it possible to fast update approximations of a changing concept.

### 1.4 Mining Relational Data Using Granular Computing

The development of general granular computing frameworks for mining relational data is a relatively new direction. Instead of approaches described in this book one can point out the following ones.

An information system dedicated to relational data, which is defined in a granular computing environment, is proposed in [84]. The information system, called a sum of information systems, is the pair of the universe (the Cartesian product of the universes of the information systems, each corresponding to one table) and the attribute set (the collection of attributes from the attribute sets of the information systems). A constrained version of this system allows only tuples of objects that belong to a constraint relation on the Cartesian product of the universes. The constraint relation can be constructed by conditions expressed by Boolean combination of descriptors
of attributes. Not only the attributes from the attribute set, but also some other ones specifying relation between particular information systems can be used to define the constraints. Such systems can find application in reasoning in distributed systems of granules and in searching for patterns in data mining.

Another approach where relational data is viewed in the context of GC is introduced in [58]. A relational database can be represented by a relational granular model which is the pair of the universe (a family of classical sets, called the family of universes) and the collection of relations on the Cartesian product of sets from the universe. The sets from the universe correspond to objects of a relational database, and the relations (of various arities) define constraints for these objects. Some granules considered in fields such as data mining, web/text mining, and social networks can be modeled into the relational granular model.

More research has been done for applying one of the main tools of GC, i.e. rough set theory to relational data.

In [101] the approximation space is defined as a triple of two distinct universes and a binary relation that is a subset of the Cartesian product of the universes. Approximations are defined for a subset of one of the universes. They include objects from the other universe that are in the relation with objects of the subset. Such an approach can be viewed as a generalization of that introduced in [106] where approximations are defined in a formal context that is a triple of a universe of objects, universe of attributes, and a binary relation between the universes.

In [52] approximations are defined in an information system that is a pair of the double universe (the Cartesian product of two particular universes) and the attribute set. Approximations of a subset of the double universe are defined based on equivalence classes of the equivalence relation on the double universe. Additionally, a constrained version of the information system is introduced. It is a triple of the double universe, a constraint relation on the universe, and the attribute set.

To handle with data stored in many tables a multi-table information system is proposed in [68]. The system is a finite set of tables (each table is viewed as an information system). Approximations are defined for a subset of the universe of one specified table, i.e. the decision table. Elementary sets of a given universe are used to define the approximations. Indiscernibility of objects from the decision table is defined using the information available in all the tables of the multi-table information system.

The general granular computing approach from [84] was also used to process relational data using a rough set approach. Approximation spaces for multiple universes are constructed based on (constraint) sums of information systems. Approximations are defined for a subset of the Cartesian product of the universes using approximations computed for particular information systems.

# Part I <br> Generalized Related Set Based <br> Approach 

## Chapter 2 <br> Information System for Relational Data

### 2.1 Introduction

The goal of this chapter is to develop a general granular computing based framework for mining relational data. It is based on an information system defined for relational data [38]. Information granules derived from the information system are defined based on the notion of related sets, that is sets of objects related (i.e. joined) to the objects to be analyzed. Such granules are the basis for discovering relational knowledge.

The crucial task of the general framework is to process relational data for discovering patterns of different types. Namely, information granules obtained in the framework can be viewed as an abstract representation of relational data. Such a representation is treated as the search space for discovering relational patterns. Thanks to this, the size of the search space may be significantly limited.

The framework is independent on the way the language bias is specified, thereby biases from existing frameworks can be adapted. Furthermore, the framework, unlike others (i.e. ILP, RDB), unifies not only the way the data and patterns are expressed and specified, but also partially the process of discovering patterns from the data. Namely, the patterns can directly be obtained from the information granules or constructed based on them.

Applying the granular computing idea makes it possible to switch between different levels of granularity of the same universe (i.e. the set of objects), thereby one can choose an appropriate granularity of the data for a given task.

In the framework, one can define new methods as well as redefined existing ones for performing popular relational data mining tasks.

The remaining of the chapter is organized as follows. Section 2.2 constructs an information system for relational data. Section 2.3 defines a granular description of relational objects that is based on the notion of generalized related sets. Section 2.4 shows how to construct relational patterns based on introduced granules. Section 2.5 provides concluding remarks.

### 2.2 Relational Data

It is assumed that we are given relational data that resides in a relational database; however, the framework can also be defined for data stored in a deductive database.

Definition 2.1 (Relational database) A relational database can be defined in the context of MRDM by the following notions.

- A relation schema is an expression of the form $R\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, where $R$ is a relation name, and $a_{i}(1 \leq i \leq n)$ are the attributes.
- A relation is a subset of the Cartesian product $V_{a_{1}} \times V_{a_{2}} \times \cdots \times V_{a_{n}}$, where $V_{a_{i}}$ $(1 \leq i \leq n)$ are the value sets of attributes $a_{i}$.
- A relational database $D=T \cup B$ is a collection of logically connected relations, where $T=\left\{R_{1}^{T}, R_{2}^{T}, \ldots, R_{n_{T}}^{T}\right\}$ and $B=\left\{R_{1}^{B}, R_{2}^{B}, \ldots, R_{n_{B}}^{B}\right\}$ consist of target and background relations, respectively.

The target table (i.e. relation ${ }^{1}$ ) includes objects to be analyzed, e.g. objects for which association rules are mined. Such objects may reside in more than one table; for example, each target table includes the objects of one class. Background tables include additional objects which are directly or indirectly joined to the objects of the target table. The same terms are used for the objects of the target and background tables, i.e. the target and background objects.

Example 2.1 Given a database $D=\{$ customer $\} \cup\{$ product, purchase $\}$ for the customers of a grocery store.


[^0]| purchase |  |  |  |  | product |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| id | cust $_{\text {id }}$ | $\mathrm{od}_{\text {id }}$ | ount | date | id | name | price |
| 1 | 1 | 1 | 1 | 24/06 | 1 | bread | 2.00 |
| 2 | 1 | 3 | 2 | 24/06 | 2 | butter | 3.50 |
| 3 | 2 | 1 | 1 | 25/06 | 3 | milk | 2.50 |
| 4 | 2 | 3 | 1 | 26/06 | 4 | tea | 5.00 |
| 5 | 4 | 6 | 1 | 26/06 | 5 | coffee | 6.00 |
| 6 | 4 | 2 | 3 | 26/06 | 6 | cigarettes | 12.00 |
| 7 | 6 | 5 | 3 | 27/06 |  |  |  |
| 8 | 3 | 4 | 1 | 27/06 |  |  |  |

The target table customer includes basic data about customers. The data is divided into two groups according to the values of the attribute class. The background tables include information on marriage couples (married_to) and that on products purchased by the customers (product and purchase).

To consider objects apart from the tables they belong to, the notion of relational object is used.

Definition 2.2 (Relational object) Given a database relation with the schema $R\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. An expression of the form $R\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ is an object of $R$ if and only if $\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ is a tuple of $R$.

For example, the first tuple of table customer from Example 2.1 is represented by the object customer (1, Adam Smith, 36, male, 1500, yes).

A relational database is represented by an information system that is constructed based on the standard information system [71]. ${ }^{2}$

Definition 2.3 (Information system) An information system is a pair $I S=(U, A)$, where $U$ is a non-empty finite set of objects, called the universe, and $A$ is a non-empty finite set of attributes.

The information system for storing relational data is constructed as follows. Consider a database $D=T \cup B$. Let $U_{D_{T}}=T, U_{D_{B}}=B, A_{D_{T}}=\bigcup_{R \in T} A_{R},{ }^{3}$ and $A_{D_{B}}=\bigcup_{R \in B} A_{R}$.

Definition 2.4 (Information system for a relational database) A relational database $D=T \cup B$ is represented by an information system $I S_{D}=\left(U_{D}, A_{D}\right)$, where

- $U_{D}=U_{D_{T}} \cup U_{D_{B}}$ is a non-empty finite set of objects, called the universe,
- $A_{D}=A_{D_{T}} \cup A_{D_{B}}$ is a non-empty finite set of attributes.

[^1]Example 2.2 Database $D$ of Example 2.1 can be represented by information system $I S_{D}=\left(U_{D}, A_{D}\right)$, where $U_{D}=U_{D_{T}} \cup U_{D_{B}}, A_{D}=A_{D_{T}} \cup A_{D_{B}}$ are defined as follows: $U_{D_{T}}=$ \{customer $(1$, Adam Smith, 36 , male, 1500 , yes), $\ldots$, customer $(7$, Jack Thompson, 33, male, 1800, no) \},
$U_{D_{B}}=\{$ married_to $(1,5,1) \ldots$, married_to $(3,3,7), \operatorname{purchase}(1,1,1,1,24 / 06)$, $\ldots, \operatorname{purchase}(8,3,4,1,27 / 06)$, product $(1$, bread, 2.00$), \ldots, \operatorname{product}(6$, cigarettes, 12.00) \},
$A_{D_{T}}=\{$ customer.id, customer.name, customer.age, customer.gender, customer. income, customer.class\},
$A_{D_{B}} \quad=\quad$ \{married_to.id, married_to.cust_id ${ }_{1}$, married_to.cust_id ${ }_{2}$, purchase. id, purchase.cust_id,purchase.prod_id,purchase.amount, purchase.date, product.id, product.name, product.price\}. ${ }^{4}$

### 2.3 Relational Information

Essential information acquired from relational data is expressed by descriptions of target objects. The descriptions are used in a sense to identify the objects, i.e. the objects are compared to each other or to patterns (e.g. classification rules) based on their descriptions. For each target object its description is constructed based on background relations. To construct such descriptions, the notion of related set is introduced [36].

Definition 2.5 (Related objects) Object $o$ is related to object $o^{\prime}$, denoted by $o \sim o^{\prime}$, if and only if there exists a key attribute joining $o$ with $o^{\prime} .{ }^{5}$

In this approach, the key attribute is, in general, understood as an important attribute for joining tables. It is usually a primary or foreign key. However, in some cases, it can also be another attribute by which one table can be joined with another table or with itself.

A target object description is expressed by a set of background objects joined with the target object. More precisely.

Definition 2.6 (Related set) A related set of a target object $o$, denoted by $r l t(o)$, is a set of background objects directly or indirectly related to the target object.

Each target object in this approach is processed along with its related set.
Example 2.3 Consider the target objects $o_{1}=$ customer (1, Adam Smith, 36, male, 1500, yes), $o_{2}=$ customer ( 2 , Tina Jackson, 33, female, 2500, yes) from the information system of Example 2.2.

[^2]The related sets of $o_{1}$ and $o_{2}$ are $r l t\left(o_{1}\right)=\{$ married_to $(1,5,1)$, purchase $(1,1$, $1,1,24 / 06)$, purchase ( $2,1,3,2,24 / 06$ ), product ( 1, bread, 2.00 ), product $(3$, milk, $2.50)\}$ and $\operatorname{rlt}\left(o_{2}\right)=\{$ purchase (3,2, 1, 1, 25/06), purchase(4, 2, 3, 1, 26/06), product (1, bread, 2.00), $\operatorname{product}(3$, milk, 2.50) \}, respectively.
The objects of relation purchase (product) are directly (indirectly) related to the target objects by attribute $c_{-} i d$ (by relation purchase and attribute $p_{-} i d$ ).

For a given target object one can usually obtain more than one description, each of which describes the object with different precision. The objective is to choose an appropriate description of the target object with respect to a given data mining task. The precision of the target object description (i.e. the related set) can be tuned by its depth level. To define a related set of a given depth level, Definition 2.5 is generalized.

Definition 2.7 ( $n$-related objects) Object $o_{0}$ is $n$-related to object $o_{n}$, denoted by $o_{0} \stackrel{n}{\sim} o_{n}$, if and only if there exists $o_{i+1}$ such that $o_{i} \sim o_{i+1}$, where $n>0$ and $0 \leq i \leq n-1$.

One can note that for $n=1$ Definitions 2.5 and 2.7 are equivalent.
A related set of a given depth level is defined as follows.
Definition 2.8 ( $n$-related set) The $n$th depth level related set of a target object $o$, denoted by $r l t^{n}(o)$, is a set of background objects, each of which are $m$-related to object $o$ and $m \leq n$.

It is assumed that for each $o \in U_{D_{T}}$ we have $r l t^{0}(o)=\emptyset$. It is reasonable to consider a target object without its related set (i.e. the related set is empty) when the object itself includes information, i.e. descriptive attributes occur in the target relation (e.g. attribute class in relation customer).

Example 2.4 Consider the target object $o_{2}$ from Example 2.3.
We can obtain two different non-empty descriptions of $o$, namely $\operatorname{rlt}^{1}\left(o_{2}\right)=$ $\left\{\right.$ purchase ( $3,2,1,1,25 / 06$ ), purchase (4, 2, 3, 1, 26/06) \} and $r l t^{2}\left(o_{2}\right)=r \operatorname{lt}\left(o_{2}\right)$.

A target object with its related sets can be presented in the form of a graph.
Definition 2.9 (Directed graph of related set) Given a target object $o$. Let $d l\left(o^{\prime}\right)$ be the depth level of an object $o^{\prime} \in\{o\} \cup r l t(o)$. A target object $o$ with its related set $r l t(o)$ can be presented in the form of the directed graph $G_{o}=(V, E)$ where $V=\{o\} \cup r l t(o)$ and $E=\left\{\left(o^{\prime}, o^{\prime \prime}\right) \in V \times V: o^{\prime} \sim o^{\prime \prime}, d l\left(o^{\prime}\right)<d l\left(o^{\prime \prime}\right)\right\}$.

The directed graph illustrates how a related set of a given target object is formed (see Fig. 2.1). If the way the object description is formed is not essential, a target object with its related set can be presented using an undirected graph.

Definition 2.10 (Undirected graph of related set) A target object $o$ with its related set $r l t(o)$ can be presented in the form of the undirected graph $G_{o}=(V, E)$ where $V=\{o\} \cup r l t(o)$ and $E=\left\{\left\{o^{\prime}, o^{\prime \prime}\right\} \subseteq V: o^{\prime} \sim o^{\prime \prime}\right\}$.


Fig. 2.1 Directed graph for the first customer from Example 2.1 (For illustrative purposes table purchase is extended by the tuple ( $9,5,3,1,25 / 06$ ).)


Fig. 2.2 Undirected graph for the first customer from Example 2.1

An undirected graph enables to check if two object are $n$-related.
Proposition 2.1 Given a target object o and its related set rlt(o). Objects $o^{\prime}$ and $o^{\prime \prime}$ such that $o^{\prime}, o^{\prime \prime} \in\{o\} \cup r l t(o)$ are n-related if and only if there exists in $G_{o}$ a path of length $n$ joining $o^{\prime}$ and $o^{\prime \prime}$.

As it can be observed in Fig. 2.2, two objects can be related in more than one way. For example, objects customer (1, Adam Smith, 36, male, 1500, yes) and purchase (2, 1, 3, 2, 24/06) are 1-related and 2-related.

A related set of a given target object can be viewed as its specific description. In order to derive relational patterns the target object description is generalized. To obtain a general (i.e. abstract) description of a target object itself and its related set, they both are generalized.

Definition 2.11 (Generalized target object) A generalized target object $o$, denoted by $o_{g e n}$, is the target object with certain components replaced according to a given substitution. ${ }^{6}$

[^3]Definition 2.12 (Generalized related set) A generalized related set of a target object $o$, denoted by $r l_{\text {gen }}(o)$, is the related set with certain components replaced according to the substitution (partially) constructed during generalization of the target object.

A generalized $n$-related set is defined in an analogous way.
Related sets can be generalized in a variety of ways (for more details see [36]). A method for generalization can be developed taking into consideration a language bias.

Example 2.5 Consider again the target object $o=$ customer(2, Tina Jackson, 33, female, 2500, yes) from Example 2.3 and its related set $r l t^{2}(o)=\{$ purchase $(3,2$, $1,1,25 / 06)$, purchase $(4,2,3,1,26 / 06)$, product (1, bread, 2.00), product (3, milk, 2.50) \}.

The generalized target object and its related set can be of the following forms $o_{g e n}=\operatorname{customer}\left(A,,_{-},,_{-}\right.$, yes $)$and $\operatorname{rlt}_{g e n}^{2}(o)=\left\{\right.$ purchase $\left(B, A, C,,_{-}\right)$, $\operatorname{product}\left(C,\{\right.$ bread, milk $\left.\left.\}, \_\right)\right\},{ }^{7}$ respectively.
An object of the relation customer can be generalized according to the following language bias constraint mode(customer (+type(c_id),,$_{-}$, , $\left.\#[y e s, n o]\right)$ ), which means that the first argument of the relation customer has to be replaced with an input variable of a type that is the same as that of attribute $c_{-} i d$, the last one can be replaced with yes or no (i.e. the class label), and the remaining arguments are omitted. Object $o$ is generalized according to the substitution $\{2 /$, Tina Jackson/_, 33/_, female/_, income/_\}.

As presented above, each target object is represented by the set of background objects related to the target object. It is natural to treat such a set as a granule of objects drawn together by their relationships with the target object. Therefore, we consider a granule defined by the pair $(o, \operatorname{rlt}(o))$, where $o$ is a target object from a given information system.

For generalized related sets, information granules are defined by their syntax and semantics. For this purpose, the method for constructing information granules [83] is extended to a relational case.

In the approach, an elementary granule is defined by a conjunction of relational descriptors, i.e. expressions of the form $R\left(t_{1}, t_{2}, \ldots, t_{n}\right)$, where $R$ is a relation name, and $t_{i}(1 \leq i \leq n)$ are the terms (constants or variables).

Given information system $I S_{D}=\left(U_{D}, A_{D}\right)$.

- A generalized target object $o_{g e n}$ of object $o$ from $I S_{D}$ is a trivial elementary granule, i.e. a single relational descriptor.

The meaning (i.e. semantics) of the granule, denoted by $S E M_{I S_{D}}\left(o_{g e n}\right)$, is the set of target objects that satisfy the descriptor.

[^4]- A generalized related set $r l t_{g e n}(o)$ of target object $o$ from $I S_{D}$ is an elementary granule where each descriptor is constructed based on a background relation.
The meaning of the granule, denoted by $\operatorname{SEM}_{I S_{D}}\left(r l t_{g e n}(o)\right)$, is the set of target objects for each of which there exists a substitution such that each descriptor under the substitution is satisfied.
- A generalized target object $o_{g e n}$ with its generalized related set $r l_{g e n}(o)$ is represented by the granule ( $\left.o_{g e n}, r l t_{g e n}(o)\right)$.
The meaning of the granule is $\operatorname{SEM}_{I S_{D}}\left(\left(o_{\text {gen }}, r l t_{\text {gen }}(o)\right)\right)=\left(\operatorname{SEM}_{I S_{D}}\left(o_{g e n}\right)\right.$, $\left.S E M_{I S_{D}}\left(r l t_{g e n}(o)\right)\right)$.

Example 2.6 Consider the generalized target object from Example 2.5: o ogen $=$ customer $\left(A,_{-},,_{-}\right.$, yes $)$and $r t_{g e n}^{2}(o)=\left\{\operatorname{purchase}\left(B, A, C,_{-},{ }_{-}\right)\right.$, product (C, $\{$ bread, milk $\left.\left.\}, \_\right)\right\}$.
The meaning of the granule $\left(o_{g e n}, r l t_{\text {gen }}^{2}(o)\right)$ is $S E M_{I S_{D}}\left(\left(o_{\text {gen }}, r l t_{\text {gen }}^{2}(o)\right)\right)=\left(\left\{o_{1}, o_{2}\right.\right.$, $\left.o_{4}, o_{5}, o_{6}\right\},\left\{o_{1}, o_{2}\right\}$ ) ( $o_{i}$ stands for the $i$-th customer of database $D$ ).

Information granules defined as above can be viewed as an abstract representation of relational data. The accuracy level of the representation can easily be changed by taking other depth level of related sets. Furthermore, a representation constructed based on the information granules obtained for all target objects is treated in the approach as the search space for discovering patterns. Thanks to this, the size of the search space may significantly be limited.

A granularity of the universe is defined by the set $\left\{\operatorname{SEM}_{I S_{D}}\left(r l t_{g e n}^{n}(o)\right): o \in U_{D_{T}}\right\}$. Thus different depth levels of related sets correspond to different levels of information granulation. As the depth level increases, a lower-level granularity is obtained.

### 2.4 Relational Knowledge

The information granules defined in the previous section are the basis for the discovery of relational knowledge. Thanks to constructing such granules we are able to obtain knowledge of different types. Therefore, we can consider as granules, e.g. frequent patterns and relational association rules, relational classification rules, and relational clusters and their descriptions.

Firstly, basic definitions will be restated (cf. [25]).
Definition 2.13 (Relational pattern) A relational pattern is an expression of the form ${ }^{8}$

$$
R_{1}\left(t_{1}^{1}, t_{2}^{1}, \ldots, t_{n_{1}}^{1}\right) \wedge R_{2}\left(t_{1}^{2}, t_{2}^{2}, \ldots, t_{n_{2}}^{2}\right) \wedge \cdots \wedge R_{m}\left(t_{1}^{m}, t_{2}^{m}, \ldots, t_{n_{m}}^{m}\right)
$$

where $R_{i}(1 \leq i \leq m)$ are relations, and indexed $t$ are the terms (constants or variables).

[^5]For simplicity's sake we denote a relational pattern as $\alpha$.
The frequency of a pattern $\alpha$ is the ratio between the number of objects that satisfy $\alpha$ and the number of all objects under consideration.

Definition 2.14 (Relational frequent pattern) A relational frequent pattern is a relational pattern that occurs in a given database with the frequency not less than a given threshold.

Definition 2.15 (Relational association rule) An association rule is an expression of the form $\alpha \rightarrow \beta$, where $\alpha$ and $\beta$ are relational (frequent) patterns and $\alpha$ is more general than $\beta$.

The frequency of an association rule $\alpha \rightarrow \beta$ is the frequency of $\beta$. The confidence of association rule $\alpha \rightarrow \beta$ is the ratio between the frequency of $\beta$ and that of $\alpha$.

Definition 2.16 (Relational classification rule) A relational classification rule is an expression of the form ${ }^{9}$

$$
R\left(t_{1}, t_{2}, \ldots, t_{n}\right) \leftarrow R_{1}\left(t_{1}^{1}, t_{2}^{1}, \ldots, t_{n_{1}}^{1}\right) \wedge R_{2}\left(t_{1}^{2}, t_{2}^{2}, \ldots, t_{n_{2}}^{2}\right) \wedge \cdots \wedge R_{m}\left(t_{1}^{m}, t_{2}^{m}, \ldots, t_{n_{m}}^{m}\right),
$$

where $R$ is a target relation, $R_{i}(1 \leq i \leq m)$ are background relations, and indexed $t$ are terms.

For simplicity, a relational classification rule is denoted as $\alpha \leftarrow \beta$.
The accuracy (coverage) of the rule $\alpha \leftarrow \beta$ is the ratio between the number of objects that satisfy $\alpha \wedge \beta$ and the number of objects that satisfy $\beta(\alpha)$.

Example 2.7 Assume that we discover associations involving the customers from database $D$ of Example 2.1. Table customer is therefore the target one, however the division into classes is not taken into account.
Given patterns $\alpha=\operatorname{customer}\left(A,{ }_{-},{ }_{-},{ }_{-},{ }_{-}\right) \wedge \operatorname{purchase}\left(B, A, C,{ }_{-},{ }_{-}\right)$and $\beta=\alpha \wedge$ $\operatorname{product}\left(C,\{\right.$ bread, milk $\left.\left.\}, \_\right)\right\}$. Patterns $\alpha$ and $\beta$ are satisfied by objects $o_{1}, o_{2}, o_{3}, o_{4}$, $o_{6}$ and $o_{1}, o_{2}$, respectively. Hence, the frequencies of $\alpha$ and $\beta$ are $5 / 7$ and $2 / 7$, respectively.
Since $\alpha$ is more general than $\beta$ we can build the following association rule $\alpha \rightarrow \beta$. The frequency and confidence of $\alpha \rightarrow \beta$ are $2 / 7$ and $2 / 5$, respectively.

Consider information system $I S_{D}=\left(U_{D}, A_{D}\right)$. Relational patterns are represented by granules as follows.

- A relational (frequent) pattern $\alpha$ in $I S_{D}$ is represented by the granule $\left(o_{g e n}, r l t_{g e n}(o)\right)$. The meaning of the granule is $S E M_{I S_{D}}(\alpha)=\left(\operatorname{SEM}_{I S_{D}}\left(o_{g e n}\right)\right.$, $\left.S E M_{I S_{D}}\left(r l t_{g e n}(o)\right)\right)$.
The pattern's frequency can be calculated by freq $q_{I S_{D}}(\alpha)=\frac{\operatorname{card}\left(S E M_{I S_{D}}\left(r l_{g e n}(o)\right)\right)}{\operatorname{card}\left(S E M_{I S_{D}}\left(o_{g e n}\right)\right)}$.

[^6]- A set of relational (frequent) patterns is represented by the set of granules $\left\{\alpha_{i}\right.$ : $1 \leq i \leq k\}$, where $k$ is the cardinality of the set of rules.
The meaning of the granule is $\left\{\operatorname{SEM}_{I S_{D}}\left(\alpha_{i}\right): 1 \leq i \leq k\right\}$.
- A relational association rule $\alpha \rightarrow \beta$ in $I S_{D}$ is represented by the granule $(\alpha, \beta)$, where $\alpha$ and $\beta$ are defined, respectively, by $\left(o_{g e n}, r l t_{g e n}^{\prime}(o)\right)$ and ( $\left.o_{g e n}, r l t_{g e n}(o)\right)$ such that $S E M_{I S_{D}}\left(r l t_{g e n}(o)\right) \subseteq S E M_{I S_{D}}\left(r l t_{g e n}^{\prime}(o)\right)$.
The meaning of the granule is $\operatorname{SIM}_{I S_{D}}((\alpha, \beta))=\left(\operatorname{SIM}_{I S_{D}}(\alpha), \operatorname{SIM}_{I S_{D}}(\beta)\right)$.
Since any association rule is constructed based on patterns that are discovered over the same relation (i.e. both patterns are checked to be satisfied for objects of the same relation), the meaning of the granule can be written in a simpler form, that is, $\operatorname{SIM}_{I S_{D}}((\alpha, \beta))=\left(S E M_{I S_{D}}\left(o_{g e n}\right), S E M_{I S_{D}}\left(r l t_{g e n}^{\prime}(o)\right), S E M_{I S_{D}}\left(r l t_{g e n}(o)\right)\right)$.
The rule's frequency and confidence can be calculated by freq IS $_{D}(\alpha \rightarrow \beta)=$ $\operatorname{freq}_{I S_{D}}(\beta)$ and $\operatorname{conf}_{I S_{D}}(\alpha \rightarrow \beta)=\frac{\text { freq }_{I_{D}}(\beta)}{\text { freq }_{I_{D}}(\alpha)}$, respectively.
- A set of relational association rules is represented by the set of granules $\left\{\left(\alpha_{i}, \beta_{i}\right)\right.$ : $1 \leq i \leq k\}$, where $k$ is the cardinality of the set of rules.
The meaning of the granule is $\left\{\operatorname{SEM}_{I S_{D}}\left(\left(\alpha_{i}, \beta_{i}\right)\right): 1 \leq i \leq k\right\}$.
- A relational classification rule $\alpha \leftarrow \beta$ in $I S_{D}$ is represented by the granule $(\alpha, \beta)$, where $\alpha$ and $\beta$ correspond to $o_{g e n}$ and $r \operatorname{rtgen}^{(o)}$, respectively.
The meaning of the granule is $\operatorname{SIM}_{I S_{D}}((\alpha, \beta))=\left(\operatorname{SIM}_{I S_{D}}(\alpha), \operatorname{SIM}_{I S_{D}}(\beta)\right)$.
The rule's accuracy and coverage can be computed by $\operatorname{acc}_{I_{S_{D}}}(\alpha<\beta)=$
 respectively.
- A set of relational classification rules is represented by the set of granules $\left\{\left(\alpha_{i}, \beta_{i}\right)\right.$ : $1 \leq i \leq k\}$, where $k$ is the cardinality of the set of rules.
The meaning of the granule is $\left\{\operatorname{SEM}_{I S_{D}}\left(\left(\alpha_{i}, \beta_{i}\right)\right): 1 \leq i \leq k\right\}$.
Example 2.8 Given information system $I S_{D}$ from Example 2.2 and patterns
$\alpha=\operatorname{customer}\left(A,_{-},,_{-},{ }_{-}\right) \wedge \operatorname{purchase}\left(B, A, C,,_{-}\right)$and $\beta=\alpha \wedge$ product (C, \{bread, milk\},_).
Consider the following generalizations of the object $o=$ customer (2, Tina Jackson, 33, female, 2500, yes $): o_{g e n}=\operatorname{customer}\left(A,{ }_{-},{ }_{-},{ }_{-},{ }_{-}\right), r l t_{\text {gen }}^{1}(o)=$ $\left\{\operatorname{purchase}\left(B, A, C,{ }_{-},{ }_{-}\right)\right\}, \operatorname{rlt}_{\text {gen }}^{2}(o)=\left\{\operatorname{purchase}\left(B, A, C,{ }_{-},{ }_{-}\right)\right.$, product (C, \{bread, milk\},_)\}.
Patterns $\alpha$ and $\beta$ can be represented, respectively, by granules ( $\left.o_{g e n}, r l l_{g e n}^{1}(o)\right)$ and $\left(o_{g e n}, r l t_{\text {gen }}^{2}(o)\right)$ with the meanings $S E M_{I S_{D}}(\alpha)=\left(\left\{o_{1}, \ldots, o_{7}\right\},\left\{o_{1}, o_{2}, o_{3}, o_{4}, o_{6}\right\}\right)$ and $S E M_{I S_{D}}(\beta)=\left(\left\{o_{1}, \ldots, o_{7}\right\},\left\{o_{1}, o_{2}\right\}\right)$.
The frequencies of $\alpha$ and $\beta$ are freq $_{I S_{D}}(\alpha)=\frac{\left|S E M_{I S_{D}}\left(r l t_{g e n}^{1}(o)\right)\right|}{\mid S E M_{I S_{D}}^{\left(o_{g e n}\right) \mid}}=5 / 7$ and
$\operatorname{freq}_{I S_{D}}(\beta)=\frac{\left|S E M_{I S_{D}}\left(r I_{g e n}^{2}(o)\right)\right|}{\left|S E M_{I S_{D}}\left(o_{g e n}\right)\right|}=2 / 7$.
Consider also the association rule $\alpha \rightarrow \beta$. The meaning of the rule is $S E M_{I S_{D}}(\alpha \rightarrow$ $\beta)=\left(\left\{o_{1}, \ldots, o_{7}\right\},\left\{o_{1}, o_{2}, o_{3}, o_{4}, o_{6}\right\},\left\{o_{1}, o_{2}\right\}\right)$. The frequency and confidence of $\alpha \rightarrow \beta$ are freq $_{I S_{D}}(\alpha \rightarrow \beta)=$ freq $_{I S_{D}}(\beta)=2 / 7$ and $\operatorname{conf}_{I S_{D}}(\alpha \rightarrow \beta)=\frac{\text { freq }_{I_{D}}(\beta)}{\text { freq }_{I S_{D}}(\alpha)}=$ $2 / 5$.


### 2.5 Conclusions

This chapter has introduced a general framework for mining relational data. The structure for storing relational data in this framework is an information system that is constructed by adapting the notion of the standard information system. Information granules derived from the information system are used to construct relational patterns such as frequent patterns, association rules, and classification rules.

The introduced framework can be summarized as follows.

1. The framework can be helpful when a given database consists of many tables and some background objects are joined with the target ones through a number of tables. In this case, there arises the problem of how deeply one should search the database for background objects that are joined with the target ones. In the framework the search level can easily be changed so as to adjust the target object representation to a given data mining task.
2. The framework can also be useful when the search space limitation achieved by a language bias is not sufficient. The search space can additionally be limited since this is given as a set of information granules derived from the data.
3. The framework has an advantage over the ILP and RDB frameworks in terms of generation of patterns. Namely, the framework, unlike others, partially unifies the process of discovering patterns from data. This is done by constructing the search space based on information granules. The patterns can thus directly be obtained from such granules or constructed based on them.

## Chapter 3 <br> Properties of Granular-Relational Data Mining Framework

### 3.1 Introduction

Mining relation data is a more complicated and complex task than in the case of data stored in a single table. Relational data is distributed over multiple tables, which causes that the issues such as relational objects representation (1), search space limitation (2), and relational patterns generation (3) need more attention [44].

1. An object of a single table database is represented by a tuple of table attributes values. An object of a database with a relational structure can be represented not only by a tuple that belongs to a table to be analyzed, but also by tuples of other tables that are directly or indirectly joined to the table under consideration. Therefore, relational objects representation can vary, depending on given representation precision and data mining task.
2. Due to multiple tables the search space for discovering relational patterns may be very huge. This problem is typically overcome by applying a language bias. It imposes some constraints on patterns to be discovered, thereby the search space is limited. However, the search space after such a limitation has been imposed on it can still be large.
3. A method for deriving patterns from data is usually provided not by a given framework for mining relational data, but by a concrete algorithm that can be defined in the framework. Therefore, the whole process of the generation of patterns may be conducted from scratch at each time when any algorithm parameter changes.

The goal of this chapter is to address the three above problems. To tackle them, properties of the granular computing framework for mining relational data introduced in Chap. 3 are investigated. The crucial issue in the three tasks is to find a proper depth level of searching the data. It can be done globally, i.e. the same level for all the
tasks, or locally, i.e. the level is individually defined for each task. ${ }^{1}$ The properties investigated in this work can facilitate the process of finding a proper depth level for any of the three tasks.

The remaining of the chapter is organized as follows. Sections 3.2, 3.3, and 3.4 investigate, respectively, properties of relational objects representation, properties that can be useful for limiting the search space, and properties that can improve the process of relational pattern generation. Section 3.5 provides concluding remarks.

### 3.2 Relational Objects Representation

As mentioned in Sect. 3.1 an object can be represented not only by the tuple that belongs to one relation (i.e. the target relation), but also by tuples that belong to other relations that are directly or indirectly joined to the target one. The crucial task is therefore to find a representation proper in terms of generality. That is, on the one hand, it is specific enough to identify objects, and on the other hand, it is general enough to avoid too detailed information.

Traditional algorithms for relational data mining do not use explicit objects representation; however, they are able to use a depth level (usually specified by an expert) during the construction of patterns. ${ }^{2}$ It means that all background objects of the given depth level are considered as the representation of the target ones. Therefore, any time target objects are processed, the background ones are scanned up to a give depth level.

Considering explicit objects representations can shorten the process of pattern generation since unessential features of relational objects can be removed during the construction of the representations.

The remaining part of this subsection shows properties of the framework that can be useful for constructing relational objects representation.

Consider a finite database $D=T \cup B$, where $T=U_{D_{T}}$ and $B=U_{D_{B}}$ are, respectively, the sets of target and background relations of $D$. Let $I S_{D}=\left(U_{D}, A_{D}\right)$ be an information system of a given database $D$, where $U_{D}=U_{D_{T}} \cup U_{D_{B}}$. Let also $n_{D}$ denote the maximal depth level of $D$.

Firstly, a simple definition is introduced to compare object descriptions in terms of generality. Here a description of an object is defined by its related set.

Definition 3.1 (Generality relation of related sets) Let $r l t(o)$ and $r l t^{\prime}(o)$ be descriptions of an object $o \in U_{D_{T}}$. If $r l t(o) \subseteq \operatorname{rlt}^{\prime}(o)$ than $r l t(o)$ is more general than or equal to $r l t^{\prime}(o)$ (equivalently, $r l t^{\prime}(o)$ is more specific than or equal to $r l t(o)$ ).

Let us start with two obvious properties.

[^7]Proposition $3.1 \stackrel{3}{o \in U_{D_{T}}} \underset{\operatorname{br}}{ } r l t(o) \subseteq U_{D_{B}}$.
Proposition $3.2 \underset{o \in U_{D_{T}}}{\forall} r l t^{i}(o) \subseteq r l t^{i+j}(o)$, where $0 \leq i \leq n_{D}, 0 \leq j \leq n_{D}-i$.
Based on the above property, we can see that with increasing depth level, object description (i.e. its related set) may become more specific.

Proposition $3.3 \underset{o \in U_{D_{T}}}{\forall} \underset{0 \leq i<n_{D}}{\forall}\left[r l t^{i}(o)=r l t^{i+1}(o) \Rightarrow \underset{1<j \leq n n_{D}-i}{\forall} r l t^{i}(o)=r l t^{i+j}(o)\right]$.
This property enables us to find the deepest level of object description, which may be lower than the maximal depth level of the database.

Let $S(o)=\left\{r l t^{i}(o): 0 \leq i \leq n_{D}, r l t^{i}(o) \neq \emptyset\right\}$, where $o \in U_{D_{T}}$.
By Proposition 3.3 we obtain the following property.
Proposition 3.4 The following holds: $\underset{o \in U_{D_{T}}}{\forall}|S(o)| \leq n_{D}$.
Proposition 3.5 For any $o \in U_{D_{T}}$ the set $S(o)$ is well totally ordered by the relation $\subseteq$.

This property enable us to order all object descriptions according to generality. Furthermore, this order can be known a priori (see Proposition 3.2).

The set $S(o)$ is well ordered, hence when considering any number of object descriptions, we can always find the most general one. Since any subset of the set $S(o)$ is finite, we can also find the most specific object description.

Let $S^{i}=\left\{r l t^{i}(o): o \in U_{D_{T}}, r l t^{i}(o) \neq \emptyset\right\}$.
Proposition 3.6 The following hold:

1. $\bigcup S^{i}=\emptyset$ for $i=0$;
2. $S^{i}$ is a partial covering of set $U_{D_{B}}$ for $1 \leq i<n_{D}$;
3. $S^{i}$ is a total covering of set $U_{D_{B}}$ for $i=n_{D}$.

Remark 3.1 The set $S^{i}$ can be treated as the $i$-th level description of all target objects (target relation description for short).

Definition 3.2 (Relation $\preceq$ on $\mathscr{S}$ ) Let $\mathscr{S}=\left\{S^{i}: 0 \leq i \leq n_{D}\right\}$. We define a relation $\preceq$ on $\mathscr{S}$ as follows:

$$
S^{i} \preceq S^{j} \Leftrightarrow \underset{X \in S^{i}}{\forall} \underset{Y \in S^{j}}{\exists} X \subseteq Y .
$$

If $S^{i} \preceq S^{j}$, we say that $S^{i}$ is more general than or equal to $S^{j}$ (equivalently, $S^{j}$ is more specific than or equal to $S^{i}$ ).

Proposition 3.7 $S^{i} \leq S^{i+j}$, where $0 \leq i \leq n_{D}, 0 \leq j \leq n_{D}-i$.

[^8]Based on the above property, we can see that with increasing depth level, target relation description may become more specific.

Proposition 3.8 The set $\mathscr{S}$ is well weakly ordered by the relation $\preceq$.
Since the set $\mathscr{S}$ is weakly ordered, we can compare in terms of generality any two target relation descriptions. Despite the antisymmetry does not hold, the set $\mathscr{S}$ can be totally ordered based on the depth level according to Proposition 3.7.

The set $\mathscr{S}$ is well ordered, hence when considering any number of target relation descriptions, we can always find the most general one. Since any subset of the set $\mathscr{S}$ is finite, we can also find the most specific target relation description.

### 3.3 Search Space Limitation

Relational data is distributed over multiple tables, thereby the search space for discovering relational patterns may be very huge. This problem is typically overcome by applying a language bias. It imposes some constraints on patterns to be discovered, thereby the search space is limited. However, the search space after such a limitation has been imposed on it may still be large.

The remaining part of this subsection shows properties of the framework thanks to which the search space can additionally be limited.

To define the search space the following set is used. Let $A t_{I_{D}}=\left\{R_{i}\left(t_{1}^{i}, \ldots, t_{n_{i}}^{i}\right)\right.$ : $\left.t_{j}^{i} \in \operatorname{Tm}\left(j=1, \ldots, n_{i}\right), R_{i} \in \operatorname{rel}(D)\right\}$ be the set of all atom formulas of information system $I S_{D}$, where $T m$ is the set of all terms (constants or variables), and $\operatorname{rel}(D)$ is the set of all relation names of a database $D$.

Remark 3.2 The family $\mathscr{P}\left(A t_{I S_{D}}\right)$ can be treated as the unlimited search space for relational patterns.

We have the following relationship between abstract object descriptions and the search space.

Proposition $3.9 \underset{o \in U_{D_{T}}}{\forall} r l t_{g e n}(o) \in \mathscr{P}\left(A t_{I S_{D}}\right)$.

### 3.3.1 Syntactic Comparison of Abstract Objects Descriptions

This subsection shows how abstract objects descriptions, i.e. generalized related sets, can syntactically be compared in terms of generality. ${ }^{4}$

[^9]An abstract object description, denoted by $r l \operatorname{tg}_{g e n}(o)$, is, in fact, obtained by applying a substitution $\sigma$ to the object description $r l t(o)$, i.e. $r l l_{g e n}(o)=r l t(o) \sigma$.

Syntactic comparison of abstract objects descriptions is possible if they are constructed in the same way regardless of the depth level. Therefore, the following assumption is made.

Assumption $3.1 \underset{1 \leq i<j \leq n_{D}}{\forall} \underset{o \in U_{D_{T}}}{\forall} r l t^{i}(o) \sigma_{i}=r l t^{i}(o) \sigma_{j}$
It is assumed above that a term to be replaced is substituted according to the same binding regardless of the depth level the substitution is defined for.
Proposition 3.10 Under Assumption 3.1, $\underset{o \in U_{D_{T}}}{\forall} r l t_{\text {gen }}^{i}(o) \subseteq r l t_{\text {gen }}^{i+j}(o)$, where $0 \leq$ $i \leq n_{D}, 0 \leq j \leq n_{D}-i$.

Based on the above property, we can see that with increasing depth level, abstract object description may become more specific.

Let $S_{\text {gen }}(o)=\left\{r l t_{\text {gen }}^{i}(o): 0 \leq i \leq n_{D}, r l t^{i}(o) \neq \emptyset\right\}$, where $o \in U_{D_{T}}$.
Proposition 3.11 The set $S_{g e n}(o)\left(o \in U_{D_{T}}\right)$ is partially ordered by the relation $\subseteq$. Thanks to this property, we can find the most (or least) general object descriptions.

Proposition 3.12 Under Assumption 3.1, the set $S_{g e n}(o)\left(o \in U_{D_{T}}\right)$ is well totally ordered by the relation $\subseteq$.

By the above properties, we can order any subset of the set $S_{g e n}(o)$ according to generality and find in the subset the most (or least) general object descriptions.

Let $S_{\text {gen }}^{i}=\left\{r l t_{\text {gen }}^{i}(o): o \in U_{D_{T}}, r l t^{i}(o) \neq \emptyset\right\}$.
Remark 3.3 The set $S_{g e n}^{i}$ can be treated as the search space limited by the $i$-th depth level.

Let $\mathscr{S}_{\text {gen }}=\left\{S_{\text {gen }}^{i}: 1 \leq i \leq n_{D}\right\}$.
Proposition 3.13 Under Assumption 3.1, $S_{\text {gen }}^{i} \preceq S_{\text {gen }}^{i+j}$, where $0 \leq i \leq n_{D}, 0 \leq j \leq$ $n_{D}-i$.

Based on the above property, we can see that with increasing depth level, abstract target relation description may become more specific.

Proposition 3.14 The set $\mathscr{S}_{\text {gen }}$ is partially ordered by the relation $\preceq$.
Thanks to this property, we can find the most (or least) general target relation descriptions.

Proposition 3.15 Under Assumption 3.1, the set $\mathscr{S}_{\text {gen }}$ is well totally ordered by the relation $\preceq$.

By the above properties, we can order any subset of the set $\mathscr{S}_{\text {gen }}$ according to generality and find in the subset the most (or least) general target relation descriptions.

### 3.3.2 Semantic Comparison of Abstract Objects Descriptions

When comparing patterns in terms of generality, a semantic order may be more important than the syntactic one. This subsection shows how abstract objects descriptions can semantically be compared in terms of generality.

Let $\sigma_{\mid \sigma^{\prime}}=\left\{t / t^{\prime} \in \sigma: \exists \underset{t^{\prime \prime}}{ } t / t^{\prime \prime} \in \sigma^{\prime}\right\}$ denote a substitution $\sigma$ limited by a substitution $\sigma^{\prime}$ to bindings that include terms to be replaced by both $\sigma$ and $\sigma^{\prime}$.

Assumption $3.2 \underset{1 \leq i<j \leq n_{D}}{\forall} \sigma_{i}$ and $\sigma_{j_{\mid \sigma_{i}}}$ are equivalent. ${ }^{5}$
Definition 3.3 (Relation $\preceq_{\theta}$ on $S_{g e n}(o)$ ) Let $S_{g e n}(o)\left(o \in U_{D_{T}}\right)$ be defined as previously. A relation $\preceq_{\theta}$ on $S_{g e n}(o)$ is defined as follows:

$$
X \preceq_{\theta} Y \Leftrightarrow \exists_{\theta} X \theta \subseteq Y,
$$

where $X, Y \in S_{g e n}(o)$ and $\theta$ is a substitution. ${ }^{6}$
If $X \preceq_{\theta} Y$, we say that $X$ is more general than or equal to $Y$ (equivalently, $Y$ is more specific than or equal to $X$ ) (cf. [75]).

Proposition 3.16 Under Assumption 3.2, $\underset{o \in U_{D_{T}}}{\forall} \operatorname{rlt}_{\text {gen }}^{i}(o) \preceq_{\theta} \operatorname{rltg}_{\text {gen }}^{i+j}(o)$, where $0 \leq$ $i \leq n_{D}, 0 \leq j \leq n_{D}-i$.

Proposition 3.17 Under Assumption 3.1, $\operatorname{rltg}_{\text {gen }}^{i}(o) \preceq_{\theta} \operatorname{rltg}_{\text {gen }}^{i+j}(o)$ for $\theta=\emptyset$, where $0 \leq i \leq n_{D}, 0<j \leq n_{D}-i$.

Proposition 3.18 The set $S_{g e n}(o)\left(o \in U_{D_{T}}\right)$ is quasi ordered by the relation $\preceq_{\theta}$.
Proposition 3.19 Under Assumption 3.2, the set $S_{g e n}(o)\left(o \in U_{D_{T}}\right)$ is well weakly ordered by the relation $\preceq_{\theta}$.

Definition 3.4 (Relation $\preceq_{\theta}$ on $\mathscr{S}_{\text {gen }}$ ) Let $\mathscr{S}_{\text {gen }}$ be defined as previously. A relation $\preceq_{\theta}$ on $\mathscr{S}_{\text {gen }}$ is defined as follows:

$$
S_{g e n}^{i} \preceq_{\theta} S_{g e n}^{j} \Leftrightarrow \underset{X \in S_{g e n}^{i}}{\forall} \underset{Y \in S_{g e n}^{j}}{\exists} X \preceq_{\theta} Y .
$$

If $S_{g e n}^{i} \preceq_{\theta} S_{g e n}^{j}$, we say that $S_{\text {gen }}^{i}$ is more general than or equal to $S_{g e n}^{j}$ (equivalently, $S_{\text {gen }}^{j}$ is more specific than or equal to $S_{\text {gen }}^{i}$ ).

[^10]Proposition 3.20 Under Assumption 3.2, $\underset{o \in U_{D_{T}}}{\forall} S_{\text {gen }}^{i} \preceq_{\theta} S_{\text {gen }}^{i+j}$, where $0 \leq i \leq$ $n_{D}, 0 \leq j \leq n_{D}-i$.

Proposition 3.21 The set $\mathscr{S}_{\text {gen }}$ is quasi ordered by the relation $\preceq_{\theta}$.
Proposition 3.22 Under Assumption 3.2, the set $\mathscr{S}_{\text {gen }}$ is well weakly ordered by the relation $\preceq_{\theta}$.

Conclusions from the properties given above are analogous to those from Sect. 3.3.1.

### 3.4 Relational Patterns Generation

A method for deriving patterns from data is usually provided not by a given framework for mining relational data, but by a concrete algorithm that can be defined in the framework. Therefore, the whole process of the generation of patterns may be conducted from scratch at each time when any algorithm parameter changes.

The remaining part of this subsection shows properties of the framework that can be useful for relational patterns generation.

When generating a pattern, we mainly consider its semantics to determine the pattern's quality.

For simplification, we will use the denotation $M(\bullet)$ instead of $S E M_{I S_{D}}(\bullet)$, where $M$ is the abbreviation of meaning, i.e. semantics.

It is assumed that the higher number of objects satisfying a pattern candidate is, the more general the pattern candidate is.

Proposition $3.23 \underset{o \in U_{D_{T}}}{\forall} M\left(r_{l} t_{g e n}(o)\right) \subseteq U_{D_{T}}$.
Proposition 3.24 Under Assumption 3.1, $\underset{o \in U_{D_{T}}}{\forall} M\left(r l t_{g e n}^{i+j}(o)\right) \subseteq M\left(r l t_{g e n}^{i}(o)\right)$, where $0 \leq i \leq n_{D}, 0 \leq j \leq n_{D}-i$.

Based on the above property, we can see that with increasing depth level, the pattern candidate may became more specific.

Let $S_{M}(o)=\left\{M\left(r l t_{g e n}^{i}(o)\right): 0 \leq i \leq n_{D}, r l t^{i}(o) \neq \emptyset\right\}$, where $o \in U_{D_{T}}$.
Proposition 3.25 The set $S_{M}(o)\left(o \in U_{D_{T}}\right)$ is partially ordered by relation $\subseteq$.
Thanks to this property, we can find the most (or least) general pattern candidates.
Proposition 3.26 Under Assumption 3.1, the set $S_{M}(o) o \in U_{D_{T}}$ is well totally ordered by the relation $\subseteq$.

By the above properties, we can order any subset of the set $S_{M}(o)$ according to generality and find in the subset the most (or least) general pattern candidates.

Let $S_{M}^{i}=\left\{M\left(r l l_{\text {gen }}^{i}(o)\right): o \in U_{D_{T}}\right\}$.
Proposition 3.27 $S_{M}^{i} \preceq S_{M}^{i+j}$, where $0 \leq i \leq n_{D}, 0 \leq j \leq n_{D}-i$.
Based on the above property, we can see that with increasing depth level, pattern candidates set may become more specific.

Proposition 3.28 The set $\mathscr{S}_{M}$ is quasi ordered by relation $\preceq$.
Proposition 3.29 Under Assumption 3.1, the set $\mathscr{S}_{M}$ is well weakly ordered by relation $\preceq$.

Since the set $\mathscr{S}_{M}$ is weakly ordered, we can compare in terms of generality any two pattern candidate sets. Despite the antisymmetry does not hold, the set $\mathscr{S}_{M}$ can be totally ordered based on the depth level according to Proposition 3.27.

The set $\mathscr{S}_{M}$ is well ordered, hence when considering any number of pattern candidate sets, we can always find the most general one. Since any subset of the set $\mathscr{S}_{M}$ is finite, we can also find the most specific pattern candidate set.

### 3.5 Conclusions

This chapter has investigated properties of the granular computing framework for mining relational data. The properties have been studied in the context of the three essential relational data mining problems: relational objects representation, search space limitation, and relational patterns generation. One can observe that they are in a sense interrelated. Namely, the level of generality of relational objects representation can determine those of the search space and pattern candidates set. Therefore, thanks to the framework, one can not only separately consider one of the above issues, but also comprehensively process relational data according to a given data mining task.

# Chapter 4 <br> Association Discovery and Classification Rule Mining 

### 4.1 Introduction

Association discovery and classification are ones of the most extensively studied tasks in the field of data mining (see, e.g. [1, 2, 8, 33-35, 92]). These issues have also been widely investigated for relational data (see, e.g. [22, 25, 59, 93, 114]). One can indicate many different relational techniques and algorithms for both tasks; however, a unified framework for them does not seem to have been introduced so far. Such a framework is needed for unifying operations that are independent of the technique or algorithm applied for processing relational data. One can indicate the following essential operations that need to be unified: relational object representation, search space limitation and generation of relational patterns. These issues will briefly be discussed.

1. An object of a single-table database is represented by a tuple of table attribute values. An object of a database with a relational structure can be represented not only by a tuple that belongs to a table to be analyzed, but also by a certain part of the tuples of other tables that are directly or indirectly joined to the table under consideration. Therefore, relational object representation can vary depending on a given data mining task.
2. The search space for discovering relational patterns may be very huge. This problem is typically overcome by applying a language bias, which imposes some constraints on the patterns to be discovered, thereby the search space is limited. However, the search space, after such a limitation has been imposed on it, may still be large.
3. Rule-based classification is one of the most common classifying methods in data mining. Classification rules can be considered as a special case of association rules. The way of deriving both types of rules from data is usually provided not by a given framework for mining relational data, but by a concrete algorithm that can be defined in the framework; therefore, the whole process of the generation of rules may be conducted from scratch each time any of the algorithm's parameters change.

When a unified framework for mining (relational) data is developed, there is a need to specify it for a given data mining task. On the one hand, such a specialized framework should be tuned for one concrete task, on the other hand, the framework should make it possible to define a spectrum of algorithms for the task to be performed, both existing and new algorithms.

The goal of this chapter is to provide frameworks for association and classification rules discovery from relational data [38, 39]. The frameworks are specialized versions of the general granular computing framework for mining relational data (see Chap. 2).

The remaining of the chapter is organized as follows. Sections 4.2 and 4.3 introduce specialized frameworks for association discovery and classification rule mining, respectively. Section 4.4 evaluates the approach's complexity. Section 4.5 provides concluding remarks.

### 4.2 Association Discovery

The general framework for association discovery can be outlined as follows.

1. For each target object compute its related set.
2. Generalize the related sets.
3. Compute frequent patterns based on the generalized related sets.
4. Compute association rules based on the frequent patterns.

The tools for performing the first two steps are provided by the general granular computing framework described in Chaps. 2 and 3. The third step is crucial for association discovery and will be presented in this section. The last step can be, in turn, performed by applying any existing method that derives relational association rules from frequent patterns, cf. [21].

In the following approach, frequent patterns can be generated by applying a topdown or bottom-up method.

## Given:

- $I S_{D}=\left(U_{D}, A_{D}\right)$-the information system of database $D$;
- $n$-the depth level of related sets;
- $k$-the number of seeds, i.e. the number of target objects to be generalized;
- minfreq $\in(0,1]$-the frequency threshold.


## Find:

- $F P$ - a set of frequent patterns;


## Steps:

1. For each target object $o$ of $I S_{D}$ compute $r l t^{n}(o)$.
2. Choose randomly $k$ seed objects from the target objects.
3. Based on the chosen objects, generate initial patterns, i.e. granules of the form $\left(o_{g e n}, r l t_{g e n}^{m}(o)\right)$, where
a. The top-down case: $m:=0$;
b. The bottom-up case: $m:=n$.
4. Add to $F P$ each initial pattern with frequency not less than minfreq.
5. $F P^{\prime}:=\emptyset$; For each $m$-level frequent pattern $p$ from $F P$ find its all allowed
a. The top-down case: $F P^{\prime}=F P^{\prime} \cup \operatorname{special}(p, m) ; \operatorname{Next} m:=m+1$;
b. The bottom-up case: $F P^{\prime}=F P^{\prime} \cup \operatorname{general}(p, m) ;$ Next $m:=m-1$.
6. Add to $F P$ each frequent pattern from $F P^{\prime}$ if $p$ is not equivalent to any pattern from $F P$.
7. Repeat steps 5 and 6 until
a. The top-down case: all of the patterns from step 5 are not frequent or $m>n$;
b. The bottom-up case: $m<0$.

The most important points will be discussed below.
Re 3. The way target objects and their related sets are generalized in the top-down case may vary from that in the bottom-up case.
Re 3a, b.
The top-down case: Initial patterns are to be the most general ones, hence $m=0$. The bottom-up case: Initial patterns are to be the most specific ones, hence $m=n$.
Re 5 . Each pattern from $F P$ is the one of level $m$ when the instruction from step 5 is performed for the fist time. Otherwise, patterns of level $m$ are obtained based on the patterns of the previous level found in step 6 (the previous loop run). Furthermore, such patterns, unlike those from the first loop run, may not be frequent, therefore, we check if a given pattern is frequent before we find its specifications/generalizations. Allowed specifications or generalizations of a given pattern are understood as those patterns that can be formed according to given constraints.
Re 5 a. A specialization of a pattern $p$ is done in one of the following ways:

1. A variable that occurs in $p$ is replaced with a set of values the variable may take, e.g. a specialization of $\operatorname{customer}\left(A,,_{-},,_{-}, B\right)$ is $\operatorname{customer}\left(A,_{-},,_{-}, 1\right)^{1}$;
2. A set of values that occurs in $p$ as a component is replaced with its non-empty subset, e.g. a specialization of $\operatorname{customer}\left(A,_{-},,_{-},{ }_{-},{ }_{-}\right) \wedge \operatorname{purchase}(B, A, C$,

3. $p$ is extended by an additional condition, e.g. a specialization of customer $\left(A,_{-},,_{-},,_{-}\right)$is $\operatorname{customer}\left(A,_{-},,_{-},{ }_{-}\right) \wedge \operatorname{purchase}\left(B, A, C, 2,{ }_{-}\right)$.

Re 5 b. A generalization of a pattern $p$ is done in one of the following ways:

1. A set of values that occurs in $p$ as a component is replaced with a new variable, e.g. a generalization of $\operatorname{customer}\left(A,_{-},{ }_{-},{ }_{-}, 1\right)$ is $\operatorname{customer}\left(A,_{-},{ }_{-},{ }_{-}, B\right)$;
2. A set of values that occurs in $p$ as a component is replaced with its superset, e.g. a generalization of $\operatorname{customer}\left(A,_{-},,_{-},{ }_{-},{ }_{-}\right) \wedge \operatorname{purchase}\left(B, A, C, 2,{ }_{-}\right)$is


[^11]3. $p$ is reduced by removing one of its conditions, e.g. a generalization of $\operatorname{customer}\left(A,{ }_{-},,_{-},{ }_{-}\right) \wedge \operatorname{purchase}\left(B, A, C,\{1,2\},{ }_{-}\right) \quad$ is customer ( $A,{ }_{-},{ }_{-},{ }_{-}, \quad, \quad$ ).

Furthermore, the condition from steps 5 and 6 that a pattern has to be frequent may be omitted in the bottom-up case. The condition is satisfied according to the following property: Any generalization of a frequent pattern is frequent.

The approach is illustrated by the following example.
Example 4.1 Given information system $I S_{D}$ from Example 2.2. We examine the topdown case and the following settings $n=1, k=1$, minfreq $=0.3$. We use the following constraints during the construction of patterns:

1. mode(customer(+type(customer.id), _, _, _, _, +type(class))),
2. mode(customer (+type(customer.id), $,_{-},{ }_{-}, \quad$, , $[$ yes, no])),
3. mode(1, purchase(+type(purchase.id), +type(cust_id), -type(prod_id), -type(amount), _)), ${ }^{2}$
4. mode(1, purchase(+type(purchase.id), +type(cust_id), -type(prod_id), \#[1, 2, 3],_)),
5. When a pattern is being specialized, its variable can be replaced with exactly one value (i.e. a set of values is not allowed).

Suppose that $o_{2}=\operatorname{customer}(2$, Tina Jackson, 33, female, 2500, yes) is a randomly chosen seed object. We have $\operatorname{rlt}^{1}\left(o_{2}\right)=$ ppurchase (3, 2, 1, 1, 25/06), purchase $(4,2,3,1,26 / 06)\}$. According to the above constraints we obtain the following generalizations $o_{2_{g e n}}=\operatorname{customer}\left(A,_{,},_{,},{ }_{-}, B\right), r l t_{g e n}^{1}\left(o_{2}\right)=\{$ purchase ( $\left.C, A, D, E,,_{\text {) }}\right)$.
Let $c_{1}=\operatorname{customer}\left(A,_{-},{ }_{-},{ }_{-}, B\right), c_{2}=\left(\operatorname{customer}\left(A,_{-},{ }_{-},{ }_{-}\right.\right.$, yes $), c_{3}=$ customer $\left(A,_{-},{ }_{-},{ }_{-}\right.$, no $), p_{1}=$ purchase $\left(C, A, D, E,{ }_{-}\right), p_{2}=$ purchase $\left.\left.\left(C, A, D, 1, \_\right)\right\}\right), p_{3}=\operatorname{purchase}\left(C, A, D, 2, \_\right), p_{4}=\operatorname{purchase}\left(C, A, D, 3,{ }_{-}\right)$.
The case $m=0$. We have the initial pattern $\left(o_{2_{g e n}}, r l t_{g e n}^{0}\left(o_{2}\right)\right)=\left(c_{1}, \emptyset\right)$ with frequency 1 , hence $F P=\left\{\left(o_{2_{g e n}}, r l t_{g e n}^{0}\left(o_{2}\right)\right)\right\}$.
The specifications of the pattern are the following (frequency given after the colon): $\left(c_{2}, \emptyset\right): 5 / 7,\left(c_{3}, \emptyset\right): 2 / 7$.
Since only the frequency of the first new pattern is higher than minfreq, we obtain $F P=\left\{\left(c_{1}, \emptyset\right),\left(c_{2}, \emptyset\right)\right\}$.
The case $m=1$. Based on the patterns from $F P$ we obtain the following patterns of level 1: $\left(c_{1},\left\{p_{1}\right\}\right): 5 / 7,\left(c_{2},\left\{p_{1}\right\}\right): 4 / 7$.
Specializations of these patterns are:
$\left(c_{1},\left\{p_{2}\right\}\right): 4 / 7,\left(c_{2},\left\{p_{2}\right\}\right): 3 / 7,\left(c_{1},\left\{p_{3}\right\}\right): 1 / 7,\left(c_{2},\left\{p_{3}\right\}\right): 1 / 7,\left(c_{1},\left\{p_{4}\right\}\right):$ $2 / 7,\left(c_{2},\left\{p_{4}\right\}\right): 2 / 7$.

[^12]Since $m=n$, the set of frequent patterns to be returned is of the following form $F P=\left\{\left(c_{1}, \emptyset\right),\left(c_{2}, \emptyset\right),\left(c_{1},\left\{p_{1}\right\}\right),\left(c_{2},\left\{p_{1}\right\}\right),\left(c_{1},\left\{p_{2}\right\}\right),\left(c_{2},\left\{p_{2}\right\}\right)\right\}$.
One can observe that the first and third patterns of set $F P$ are directly obtained from the information granules, i.e. the generalizations of object $o_{2}$ (levels 0 and 1 , respectively), whereas the remaining patterns are constructed based on the granules.

### 4.3 Classification Rule Mining

The following framework for generating relational classification rules is introduced.
In this approach the rules can be generated by applying a top-down or bottom-up method.

The general framework for classification rule mining is analogous to that from Sect. 4.2.

1. For each target object compute its related set.
2. Generalize the related sets.
3. Compute classification rules based on the frequent patterns.

A more detailed solution is given below.

## Given:

- $I S_{D}=\left(U_{D}, A_{D}\right)$-the information system of database $D$;
- $n$-the depth level of related sets;


## Find:

- $R S$-a set of classification rules;


## Steps:

1. $R S:=\emptyset$;
2. For each target object $o$ of $I S_{D}$ compute $r l t^{n}(o)$;
3. Choose one object from the target objects;
4. Based on the chosen object, generate an initial rule, i.e. a granule of the form $r=\left(o_{g e n}, r l t_{g e n}^{m}(o)\right)$, where
a. The top-down case: $m:=0$;
b. The bottom-up case: $m:=n$;
5. Refine the initial rule $r$ :
a. Compute a set of candidate rules:
i. The top-down case: $R S^{\prime}:=\{r\} \cup \operatorname{special}(r, m)$; Next $m:=m+1$;
ii. The bottom-up case: $R S^{\prime}:=\{r\} \cup \operatorname{general}(r, m) ;$ Next $m:=m-1$;
b. $r:=$ best_candidate $\left(R S^{\prime}\right)$;
c. Repeat step 5 until stop_criterion $(r)$;
6. $R S:=R S \cup\{r\}$;
7. Repeat steps 3-6 until stop_criterion $(R S)$;

Selected steps of the above framework will be studied.
Re 3. The way of choosing target objects is defined by the algorithm to be used. One can observe that in the top-down case the choice of a target object is not important because the generalization of each target object of a given class is the same.
Re 4. The way target objects and their related sets are generalized in the top-down case may vary from that in the bottom-up case.
$\operatorname{Re} 4 \mathrm{a}$, b .
The top-down case: An initial rule is to be the most general one, hence $m=0$.
The bottom-up case: An initial rule is to be the most specific one, hence $m=n$.
Re 5a. The function $\operatorname{special}(r, m)(g e n e r a l(r, m))$ returns a set of allowed specializations (generalizations) of a rule $r$ at a level $m .^{3}$ The function works analogously to that for specializing (generalizing) frequent patterns.
Re 5b. The function best_candidate $(S)$ returns a rule from $S$ that has the highest quality based on a given quality measure.
Re 5 c . The stop criterion is defined by a given technique or algorithm for generating classification rules. For step 7 it is done analogously.

Rule generation is illustrated by the following example.
Example 4.2 We are given information system $I S_{D}$ from Example 2.2. We examine the top-down case and $n=1$. We evaluate a rule based on its accuracy and use the following constraints during the construction of the rule:

1. mode(customer(+type(customer.id), , , , _, _, \#[yes, no]),
2. mode(1, purchase (+type(purchase.id), +type(cust_id), -type(prod_id), -type(amount),_))),
3. mode(1, purchase(+type(purchase.id), +type(cust_id), -type(prod_id), \#[1, 2, 3],_)),
We have $R S:=\emptyset$;
Suppose that $o_{2}=$ customer (2, Tina Jackson, 33,female, 2500, yes) is a chosen object. We have $\operatorname{rlt}^{1}\left(o_{2}\right)=\{$ purchase (3, 2, 1, 1, 25/06), purchase (4, 2, 3, 1, $26 / 06)\}$. According to the above constraints, we get the following generalizations $o_{2_{g e n}}=\operatorname{customer}\left(A,_{-},,_{-},{ }_{-}, B\right), r t_{\text {gen }}^{1}\left(o_{2}\right)=\left\{\operatorname{purchase}\left(C, A, D, E,{ }_{-}\right)\right\}$.
Let $c_{1}=\operatorname{customer}\left(A,_{,},{ }_{-},{ }_{-}\right.$, yes $), p_{1}=\operatorname{purchase}\left(B, A, C, E,{ }_{2}\right), p_{2}=$ $\operatorname{purchase}\left(B, A, C, 1, \_\right), p_{3}=\operatorname{purchase}\left(B, A, C, 2,{ }_{-}\right), p_{4}=\operatorname{purchase}(B, A$, $\left.C, 3, \_\right), p_{5}=\operatorname{purchase}\left(B, A, C,\{1,2\}, \_\right), p_{6}=\operatorname{purchase}\left(B, A, C,\{1,3\}, \_\right)$, $p_{7}=\operatorname{purchase}\left(B, A, C,\{2,3\},{ }_{-}\right)$.
The case $m=0$. We have the initial rule $r=\left(o_{2_{\text {gen }}}, r l t_{\text {gen }}^{0}\left(o_{2}\right)\right)=\left(c_{1}, \emptyset\right)^{4}$ with accuracy 5/7.
[^13]Since the set of specifications of $r$ is empty under the given constraints, then $r$ is the best candidate.
The case $m=1$. Based on $r$ we obtain the following rule of level $1: r:=\left(c_{1}, p_{1}\right)$.
We have the following specialization of $r$ at level 1 (accuracy given after the colon):
$\left(c_{1},\left\{p_{2}\right\}\right): 3 / 4,\left(c_{1},\left\{p_{3}\right\}\right): 1 / 1,\left(c_{1},\left\{p_{4}\right\}\right): 2 / 2,\left(c_{1},\left\{p_{5}\right\}\right): 3 / 4,\left(c_{1},\left\{p_{6}\right\}\right):$ $4 / 5,\left(c_{1},\left\{p_{7}\right\}\right): 3 / 3$.
We have three rules with the maximal accuracy, then the rule with the highest coverage is taken, i.e. $r:=\left(\operatorname{customer}\left(A,_{-},{ }_{-},{ }_{-}, 1\right),\left\{\operatorname{purchase}\left(A, C,\{2,3\},{ }_{-}\right)\right\}\right)$. Since $m=n$, then $R S:=R S \cup\{r\}$.

### 4.4 The Approach's Complexity

This subsection provides an analysis of the framework's time complexity. Operations such as granule formation and pattern generation (association and classification rules) are studied.
Let $n=\left|U_{D_{T}}\right|$ and $m=\left|U_{D_{B}}\right|$.

1. The cost of the formation of granules $(o, r l t(o))$ for all $o \in D_{T}$ is

$$
T(n, m)=n m^{\prime} \leq n m=O(n m),
$$

where $m^{\prime}$ is the number of all objects from the database's tables to be scanned. In a pessimistic case, we have $m^{\prime}=m$.
2. The cost of the generalization of all granules $(o, r l t(o)) \in U$ is

$$
T(n, m)=|U| \sum_{o^{\prime} \in\{o\} \cup r l t(o)} \sum_{a \in \operatorname{attr}\left(o^{\prime}\right)} 1=n(|r l t(o)|+1) C \leq n(m+1) C=O(n m),
$$

where $C=\sum_{a \in \operatorname{attr}\left(\sigma^{\prime}\right)} 1$ is the cost of the generalization of an object $o^{\prime} .{ }^{5} C$ does not depend on the data size.

Relational data is represented by a class of granules of the form $\left(o_{\text {gen }}, r l t_{g e n}(o)\right)$. One can observe that the size of this representation only depends on the size of $U_{D_{T}}$. Namely, we assume that a given database is representative, i.e. (almost) all relationships occur in the database. Therefore, adding new background objects does not affect (or hardly affects) the form of the generalized related sets. Hence, we can ignore the size of $r l_{\text {gen }}(o)$ when analyzing the complexity of the approach.

1. Construct a pattern (without checking the pattern's satisfaction).

Let $o$ be a target object based on which a pattern is constructed. To generate a pattern we need to scan objects from $r l t_{g e n}(o)$ to check which of them should be taken as the pattern's conditions. We assume that the cost of scanning a set is

[^14]equal to its cardinality.
The cost of pattern generation is
$$
T(n)=\sum_{o^{\prime} \in r l_{\text {gen }}(o)} 1=\left|r \operatorname{ltgen}_{g}(o)\right| \leq C=O(1),
$$
where $C=\max \left\{\left|r l t_{\text {gen }}(o)\right|: o \in U_{D_{T}}\right\}$.
2. Compute $\operatorname{special}(r, i)$ or $\operatorname{general}(r, i)$ for all conditions of a pattern
a. Find all generalizations of a pattern.
i. Replacing values with variables.

To generalize a pattern we need to replace a set of values (in particular a singleton) that occur in the pattern's condition with a variable. We assume that the cost of the replacement of a set of values is 1 .
Let $P S$ be the set of all patterns, $p$ the pattern to be generated, $\operatorname{cond}(p)$ the set of all conditions of $p$, and $\operatorname{comp}(c)$ the set of components (constants, a set of constants or variables) of a pattern condition $c$ to be modified, i.e. generalized or specialized. The cost of the generalization of a pattern is

$$
T(n)=\sum_{c \in \operatorname{cond}(p)} \sum_{l \in \operatorname{comp}(c)} 1=|\operatorname{cond}(p) \| \operatorname{comp}(c)| \leq C_{1} C_{2}=O(1),
$$

where $C_{1}=\max \{|\operatorname{cond}(p)|: p \in P S\}, C_{2}=\max \{|\operatorname{comp}(c)|: c \in$ $\operatorname{cond}(p), p \in P S\}$. Values $C_{1}$ and $C_{2}$ are small and do not depend on the data size.
ii. Removing conditions.

To generalize a pattern we need to scan all of the pattern's conditions in order to remove one of them. We assume that the cost of the removal of a condition is 1 .
Let $p$ be a pattern to be specialized. The cost of the generalization of a pattern is

$$
T(n)=\sum_{c \in \operatorname{cond}(p)} 1=|\operatorname{cond}(p)| \leq C=O(1)
$$

where $C=\max \{|\operatorname{cond}(p)|: p \in P S\}$ is small and does not depend on the data size.
b. Find all specializations of a pattern.
i. Replacing variable with set values.

To specialize a pattern we need to replace its condition variable with a list of values. We assume that the cost of the replacement of a variable is 1 .
Let $\operatorname{val}(V)$ be the values set of a variable $V$, and $S_{V}$ the family of sets of values taken into account during the replacement of a variable $V$. The
cost of the specialization of a pattern is

$$
\begin{gathered}
T(n)=\sum_{c \in \operatorname{cond}(p)} \sum_{V \in \operatorname{comp}(c)} \sum_{l \in S_{V}} 1 \leq \sum_{c \in \operatorname{cond}(p)} \sum_{V \in \operatorname{comp}(c)}\left(2^{|\operatorname{val}(V)|}-2\right)= \\
|\operatorname{cond}(p)||\operatorname{comp}(c)|\left(2^{|v a l(V)|}-2\right) \leq C_{1} C_{2}\left(2^{C_{3}}-2\right)=O(1),
\end{gathered}
$$

where $C_{1}=\max \{|\operatorname{cond}(p)|: p \in P S\}, C_{2}=\max \{|\operatorname{comp}(c)|: c \in$ $\operatorname{cond}(p), p \in P S\}, C_{3}=\max \{|\operatorname{val}(V)|: V \in \operatorname{var}(c), c \in \operatorname{cond}(p), p \in$ $P S\}$. In a pessimistic case, we have $S_{V}=P(\operatorname{val}(V)) \backslash\{\emptyset, \operatorname{val}(V)\} .{ }^{6} C_{1}$ and $C_{2}$ are small and do not depend on the data size, and neither does $C_{3}$ since we assume that the data is discretized.
ii. Adding conditions.

To specialize a pattern we need to choose a new condition. We assume that the cost of the choice of a condition is 1 .
Let $\operatorname{cond}_{i}(p)$ be the set of all conditions to be generated for a pattern $p$ at a given level $i$. The cost of the specialization of a pattern is

$$
T(n)=\sum_{c \in \operatorname{cond}_{i}(p)} 1=\left|\operatorname{cond}_{i}(p)\right| \leq C=O(1),
$$

where $C=\max \left\{\left|\operatorname{cond}_{i}(p)\right|: p \in P S\right\}$ is small and does not depend on the data size.
3. Check if the target objects satisfy a pattern.

If a pattern is only constructed by adding or removing conditions, it is enough to scan $r l l_{g e n}(o)$ to check if $o$ satisfies the pattern. If any condition of a pattern is generalized or specialized, we need to additionally scan $\operatorname{rlt}(o)$ to check if $o$ satisfies the condition. However, we assume that background objects from rlt(o) are associated with the corresponding objects from $r l t_{g e n}(o)$. Thanks to this, there is no need to scan the whole $r l t(o)$. Hence, we can ignore the cost of finding a background object to satisfy a given condition and we assume that the cost of the verification of a condition is 1 .
Let $O \subseteq U_{D_{T}}$ be a set of objects for which a pattern is to be checked, and $\bmod (c)$ the set of all conditions derived from a condition $c$ by applying the special or general function. The cost of checking the pattern satisfaction is

$$
\begin{gathered}
T(n)=\sum_{o \in O} \sum_{o^{\prime} \in r l_{g e n}(o)} \sum_{c \in \operatorname{cond}(p)} \sum_{c^{\prime} \in \bmod (c)} 1= \\
\left|o \in O\left\|r l t_{g e n}(o)\right\|\{c \in \operatorname{cond}(p)\} \||\bmod (c)| \leq n C_{1} C_{2} C_{3}=O(n),\right.
\end{gathered}
$$

[^15]where $C_{1}=\max \left\{\left|r l t_{g e n}(o)\right|: o \in U_{D_{T}}\right\}, C_{2}=|\operatorname{cond}(p)|, C_{3}=\max \{|\bmod (c)|:$ $c \in \operatorname{cond}(p)\}$. When the whole pattern is only constructed by adding or removing conditions, then $C_{3}=1$.

The operations from points $1-3$ are independent, thus the complexity of the generation of a pattern is $O(1)+O(1)+O(n)=O(n)$. We assumed that the database is representative, hence we obtain that the number of patterns does not depend on the data size. Thus, the complexity of the generation of a pattern set $P S$ is

$$
|P S| O(n)=O(n)
$$

where $F P_{p}^{\prime}=\operatorname{special}(p, m)$ or $F P_{p}^{\prime}=\operatorname{general}(p, m)$.
Based on the above analysis one can immediately show the pattern generation approach's scalability with respect to the data size.

Definition 4.1 (Algorithm's scalability) An algorithm is scalable with respect to data size $n$ if it has a linear time complexity.

Proposition 4.1 An algorithm for pattern generation based on the framework is scalable.

### 4.5 Conclusions

This chapter has introduced specialized frameworks indented for association discovery and classification rules mining from relational data. They both are based on the general framework for mining relational data. The structure for storing relational data in this framework is an information system that is constructed by adapting the notion of standard information system. Information granules derived from the information system are used to construct relational patterns such as frequent patterns, association rules, and classification rules. The frameworks enable to define new algorithms as well as redefine existing ones for generating relational patterns. A granular representation of relational data can be a platform for not only different rule mining algorithms but also for different tasks, e.g. association discovery and classification rules mining.

## Chapter 5 <br> Rough-Granular Computing

### 5.1 Introduction

Rough set theory [71] as a useful tool to deal with imprecise data is often considered as one of basic techniques of granular computing [9, 72]. In this view, granules are formed by means of rough inclusions as classes of objects close to a specified center of the granule to a given degree. Formally, they resemble neighborhoods formed with respect to a certain metric.

In recent years, one can observe a trend in data mining towards the application of granular computing based on the rough set approach. This newly emerging approach is called rough-granular computing [85, 89].

Techniques of granular computing, especially rough sets, have widely been applied in the field of data mining (see, e.g. [9, 72, 85]). Methods of rough sets have also found application in mining data stored in multiple tables, i.e. relational data mining. Namely, it has found application in tasks such as eliminating unimportant data (see, e.g. [88]); the analysis of invalid, missing, and indistinguishable data (see, e.g. [60, 66]); reducing data size (see, e.g. [65]); relational classification rules generation (see, e.g. [65, 67, 90]).

This chapter develops a rough-granular computing framework for mining relational data [37]. To this end, the tolerance rough set model [82, 88] is adapted. Two ways for constructing the universe from relational data are introduced: the universe constructed from granules directly derived from relational data and the one constructed from information granules being a generalized representation of relational data. The framework combines advantages of both granular computing and rough sets. Due to applying granular computing methods, one can overcome the problems of relational data representation and the search space limitation. The application of rough sets makes it possible to deal with uncertainty in relational data.

The remaining of the chapter is organized as follows. Section 5.2 provides a rough-granular computing model developed for single table data. Sections 5.3 and 5.4 introduce approximation spaces for relational granules and generalized relational granules, respectively. Section 5.5 provides conclusion remarks.

### 5.2 Rough-Granular Computing for Single Table Data

Rough-granular computing can be viewed as rough set theory interpreted in the framework of granular computing and applied to discovering knowledge from databases. Elementary granules in this approach are represented by indiscernibility or similarity classes. Higher level granules, which correspond to rough approximations, are constructed based on elementary granules that totally (lower approximation) or partially (upper approximation) belong to the concept under consideration. These granules are the basis for discovering relevant patterns (e.g. classification rules) describing the concept.

Depending on the data type and the task to be performed, different rough set models can be used as the core of rough-granular computing. In this work, the tolerance rough set model $[82,88]$ is taken due to its flexibility in tuning parameters.

Definition 5.1 [82] (Approximation space) A parameterized approximation space $A S_{\#, \$}$ for an information system $I S=(U, A)$ is defined by $A S_{\#, \$}=\left(U, I_{\#}, \nu_{\$}\right)$, where

- $U$ is a non-empty set of objects,
- $I_{\#}: U \rightarrow P(U)$ is an uncertainty function,
- $\nu_{\$}: P(U) \times P(U) \rightarrow[0,1]$ is a rough inclusion function.

For every object, the uncertainty function defines a set of similarly described objects (elementary granule). The function can be defined as follows.

Definition 5.2 (cf. [82]) (Uncertainty function) Let $I S=(U, A)$ be an information system. An uncertainty function $I_{B, \varepsilon}$ is defined by

$$
I_{B, \varepsilon}(x)=\bigcap_{a \in B} I_{a, \varepsilon_{a}}(x)
$$

where $x \in U, B \subseteq A, \varepsilon=\left(\varepsilon_{a}: a \in B\right)$ is a vector of thresholds such that $\varepsilon_{a} \geq 0$ for $a \in B, I_{a, \varepsilon_{a}}(x)=\left\{y \in U: d_{a}(x, y) \leq \varepsilon_{a}\right\}$, and $d_{a}: U \times U \rightarrow[0, \infty)$ is a distance measure.

The rough inclusion function defines the degree of inclusion of a set $X$ in a set $Y$, where $X, Y \subseteq U$. Depending on its definition, the rough inclusion function can satisfy different properties. The following properties will be considered.

1. $\forall A \subseteq B \Rightarrow \nu_{\$}(A, B)=1\left(p_{1}\right)$,
2. $\underset{A \subseteq U}{\forall} \nu_{\$}(A, B)=1 \Leftrightarrow A \subseteq B\left(p_{2}\right)$,
3. $\underset{A, B, C \subseteq U}{\forall} \nu_{\$}(B, C)=1 \Rightarrow \nu_{\$}(A, B) \leq \nu_{\$}(A, C)\left(p_{3}\right)$,
4. $\underset{A, B, C \subseteq U}{\forall} B \subseteq C \Rightarrow \nu_{\$}(A, B) \leq \nu_{\$}(A, C)\left(p_{4}\right)$,
5. $\underset{A, B \subseteq U}{\forall} \nu_{\$}(A, B)=0 \Leftrightarrow A \cap B=\emptyset\left(p_{5}\right)$.

We call $\nu_{\$}$ rough inclusion function (RIF), quasi-rough inclusion function (q-RIF), or weak quasi-rough inclusion function (weak q-RIF) if it satisfies properties $p_{2}$ and $p_{3}, p_{1}$ and $p_{3}$, or $p_{1}$ and $p_{4}$, respectively [31]. Property $p_{5}$ is optional (see Sect. 9.2.2).

The following rough inclusion functions will be used.
Definition 5.3 [82] (Rough inclusion functions) The rough inclusion $\nu_{l, u}(X, Y)$ of a set $X$ in a set $Y$ is defined by

$$
\begin{aligned}
& \nu_{l, u}(X, Y)=f_{l, u}\left(\nu_{S R I}(X, Y)\right), \text { where } f_{l, u}(t)=\left\{\begin{array}{cl}
0 & \text { if } 0 \leq t \leq l \\
\frac{t-l}{u-l} \text { if } l<t<u \\
1 & \text { if } t \geq u
\end{array}\right. \\
& 0 \leq l<u \leq 1 \text { and } \nu_{S R I}(X, Y)=\left\{\begin{array}{cc}
\frac{\operatorname{card}(X \cap Y)}{\operatorname{card}(X)} & \text { if } X \neq \emptyset \\
1 & \text { if } X=\emptyset
\end{array}\right.
\end{aligned}
$$

Note that if $l=0$ and $u=1$, then the rough inclusion $\nu_{l, u}$ is equivalent to the standard rough inclusion $\nu_{S R I}$.
The lower and upper approximations (higher level granules) of a concept are defined as follows.

Definition 5.4 [82] (Approximations of a subset in $A S_{\#, \$}$ ) For an approximation space $A S_{\#, \$}=\left(U, I_{\#}, \nu_{\$}\right)$ and any subset $X \subseteq U$, the lower and the upper approximations are defined respectively by

$$
\begin{aligned}
& \operatorname{LOW}\left(A S_{\#, \$}, X\right)=\left\{x \in U: \nu_{\$}\left(I_{\#}(x), X\right)=1\right\}, \\
& U P P\left(A S_{\#, \$}, X\right)=\left\{x \in U: \nu_{\$}\left(I_{\#}(x), X\right)>0\right\}
\end{aligned}
$$

Symbols \#, \$ denote vectors of parameters which can be tuned in the process of concept approximation.

Definition 5.5 (cf. [71]) (Rough set) Let $A S_{\#, \$}=\left(U, I_{\#}, \nu_{\$}\right)$ be an approximation space. The tolerance rough set of a subset $X \subseteq U$ is defined by the pair $\left(L O W\left(A S_{\#, \$}, X\right), U P P\left(A S_{\#, \$}, X\right)\right.$ ).

Example 5.1 Consider the database from Example 2.1. Let $A S_{(B, \varepsilon),(l, u)}=\left(U, I_{B, \varepsilon}\right.$, $\left.\nu_{l, u}\right)$ be an approximation space, where $U=\left\{o_{i}: 1 \leq i \leq 7\right\}, o_{i}$ correspond to $i$ th object from table customer, $B=\{$ age, income $\}, \varepsilon=\left(\varepsilon_{\text {age }}, \varepsilon_{\text {income }}\right)=(5,500)$, the distance measure is $d(x, y)=|a(x)-a(y)|, l=0.33, u=0.67$.
Let $X_{1}=\{1,2,4,5,6\}$ be the set (i,e. concept) to be approximated.
The table below shows the similarity classes and their rough inclusion degrees in $X$.
We obtain the following approximations (higher level granules) LOW $\left(A S_{(B, \varepsilon),(l, u)}, X\right)=\{2,5,6\}, \operatorname{UPP}\left(A S_{(B, \varepsilon),(l, u)}, X\right)=\{1,2,5,6,7\}$.

| $o_{i} \in U$ | $I_{B, \varepsilon}\left(o_{i}\right)$ | $\nu_{l, u}\left(I_{B, \varepsilon}\left(o_{i}\right), X\right)$ |
| :--- | :--- | :--- |
| 1 | $\{1,7\}$ | 0.5 |
| 2 | $\{2,6\}$ | 1 |
| 3 | $\{3,4,7\}$ | 0.33 |
| 4 | $\{3,4,7\}$ | 0.33 |
| 5 | $\{5,6\}$ | 1 |
| 6 | $\{5,6\}$ | 1 |
| 7 | $\{1,3,4,7\}$ | 0.5 |

### 5.3 Approximation Space for Relational Granules

This section introduces an approximation space for granules directly derived from relational data.

Consider a finite database $D=T \cup B$, where $T=U_{D_{T}}$ and $B=U_{D_{B}}$ are, respectively, the sets of target and background relations of $D$. Let $I S_{D}=\left(U_{D}, A_{D}\right)$ be an information system of a given database $D$, where $U_{D}=U_{D_{T}} \cup U_{D_{B}}$.

Definition 5.6 (Approximation space $A S_{\#, S}^{i}$ ) An approximation space $A S_{\#, S}^{i}$ for a database $D=T \cup B$ represented by the information system $I S_{D}=\left(U_{D}, A_{D}\right)$ is defined by $A S_{\#, \$}^{i}=\left(U^{i}, I_{\#}, \nu_{\$}\right)$, where

- $U^{i}=\left\{\left(o, r l t^{i}(o)\right): o \in U_{T}\right\}$ is a non-empty set of granules,
- $I_{\#}: U^{i} \rightarrow P\left(U^{i}\right)$ is an uncertainty function,
- $\nu_{\$}: P\left(U^{i}\right) \times P\left(U^{i}\right) \rightarrow[0,1]$ is a rough inclusion function.

The component of an approximation space that needs to be adapted to operating on granules is the uncertainty function. It can be constructed based on similarity measures.

Typical measure can be used for attribute values.
Definition 5.7 (Similarity of values) Let $v, v^{\prime} \in V_{a}$ be values of an attribute. The similarity of values $v$ and $v^{\prime}$ is calculated as

$$
\operatorname{sim}_{a}\left(v, v^{\prime}\right)=\left\{\begin{array}{cl}
\left(v=v^{\prime}\right) & \text { if } a \text { is nominal }, \\
\frac{\left|v-v^{\prime}\right|}{\mid{\max V_{a}-\min V_{a} \mid}} \text { if } a \text { is numerical },
\end{array}\right.
$$

where $\left(v=v^{\prime}\right)$ returns 1 if $v=v^{\prime}$ and 0 otherwise.
The first step is to measure the similarity of objects of the same relation.
Definition 5.8 (Similarity of objects) Let $o$ and $o^{\prime}$ be relational objects constructed over a relation $R$. The similarity of objects $o$ and $o^{\prime}$ for attribute subset $B \subseteq R . A$ is computed as follows

$$
\operatorname{sim}_{B}\left(o, o^{\prime}\right)=\left\{\begin{array}{cl}
\frac{\sum_{a \in B} \operatorname{sim}_{a}\left(a(o), a\left(o^{\prime}\right)\right)}{|B|} & \text { if } B \neq \emptyset \\
0 & \text { if } B=\emptyset
\end{array}\right.
$$

Since a target object may be joined with more than one object of the same relation, the measure that operates on sets of objects is introduced.

Definition 5.9 (Similarity of sets) Let $S_{R}$ and $S_{R}^{\prime}$ be sets of relational objects constructed over a relation $R$ such that $\left|S_{R}\right| \leq\left|S_{R}^{\prime}\right|$. The similarity of sets $S_{R}$ and $S_{R}^{\prime}$ is computed as follows

$$
R_{-} \operatorname{sim}_{B}\left(S_{R}, S_{R}^{\prime}\right)=\frac{\max \left\{\sum_{i=1}^{\left|S_{R}\right|} \operatorname{sim}_{B}\left(P[i], P^{\prime}[i]\right): P^{\prime} \in \operatorname{perm}\left(S_{R}^{\prime}\right)\right\}}{\left|S_{R}^{\prime}\right|}
$$

where $\operatorname{perm}(S)$ is the set of all permutations of a set $S$, and $P$ is a certain permutation of $S_{R}$.

Due to operating on permutations the measure is suitable for relatively small sets. The next measure operate on sets including objects of different relations.

Let $\mathscr{B}=\left\{B_{R}: R \in S \cap S^{\prime}, B \subseteq R . A\right\}$ where $S$ and $S^{\prime}$ are sets of relational objects.
Definition 5.10 (Similarity of sets of relational objects) The similarity of sets $S$ and $S^{\prime}$ of relational objects is computed as follows

$$
S_{-} \operatorname{sim}_{\mathscr{B}}\left(S, S^{\prime}\right)=\frac{\sum_{R \in \operatorname{rel}(S) \cap \operatorname{rel}\left(S^{\prime}\right)} R_{\_} \operatorname{sim}_{B_{R}}\left(S_{R}, S_{R}^{\prime}\right)}{\left|\operatorname{rel}(S) \cup \operatorname{rel}\left(S^{\prime}\right)\right|}
$$

Finally, one can define a measure operating on granules.
Definition 5.11 (Similarity of granules) Let $g=(o, r l t(o))$ and $g^{\prime}=\left(o^{\prime}, r l t\left(o^{\prime}\right)\right)$ be granules such that $o, o^{\prime} \in U_{D_{T}}$. The similarity of granules $g$ and $g^{\prime}$ is computed as follows

$$
g_{-} \operatorname{sim}_{\mathscr{B}}\left(g, g^{\prime}\right)=S_{-} \operatorname{sim}_{\mathscr{B}}\left(\{o\} \cup r l t(o),\left\{o^{\prime}\right\} \cup r l t\left(o^{\prime}\right)\right) .
$$

The above measure does not take depth levels into account. They are essential if the same relation can be found at different levels. This situation takes place when related sets are constructed in a recursive way. The measure defined below treats each level separately.

Let $g_{j}$ be the granule $g=\left(o, r l t^{i}(o)\right)$ limited to depth level $j \leq i$. For $j=0$ we assume that $g_{0}=o$. Let also $\mathscr{B}_{j}$ be $\mathscr{B}$ limited to depth level $j \leq i$.

Definition 5.12 (Similarity of granules w.r.t. depth levels) Let $g=\left(o, r l t^{i}(o)\right)$ and $g^{\prime}=\left(o^{\prime}, r l t^{i}\left(o^{\prime}\right)\right)$ be granules such that $o, o^{\prime} \in U_{D_{T}}$. The similarity of granules $g$ and $g^{\prime}$ with respect to depth levels is computed as follows

$$
g^{i} \operatorname{sim}_{\mathscr{B}}\left(g, g^{\prime}\right)=\frac{\sum_{j=0}^{i} S_{-} \operatorname{sim}_{\mathscr{B}_{j}}\left(g_{j}, g_{j}^{\prime}\right)}{i+1} .
$$

Example 5.2 Consider the following granules constructed based on the database from Example 2.1: $g_{1}=\left(o_{1}, r l t^{3}\left(o_{1}\right)\right)=\left(c_{1},\left\{m_{1}, p_{1}, p_{2}, c_{5}, p_{1}^{\prime}, p_{3}^{\prime}\right\}\right), g_{2}=\left(o_{4}\right.$, $\left.\operatorname{rlt}^{3}\left(o_{4}\right)\right)=\left(c_{4},\left\{, m_{2}, p_{5}, p_{6}, c_{6}, p_{2}^{\prime}, p_{6}^{\prime}, p_{7}\right\}\right) .{ }^{1}$

Let $\mathscr{B}=\left\{B_{c}, B_{m}, B_{p}, B_{p^{\prime}}\right\}$ where $B_{c}=\{$ age, income $\}, B_{m}=\emptyset$ (relation married_to does not include descriptive attributes), $B_{p}=\{$ prod_id,amount $\}$ and $B_{p^{\prime}}=\{$ name $\}$.

We obtain $g_{-} \operatorname{sim}_{\mathscr{B}}\left(g_{1}, g_{2}\right)=\frac{R_{\_} \operatorname{sim}_{B_{c}}+R_{-} \operatorname{sim}_{B_{m}}+R_{-} \operatorname{sim}_{B_{p}}+R_{-} \operatorname{sim}_{B_{p^{\prime}}}}{4}=$ $\frac{0.64+1+0.25+0}{4}=0.47$.

Taking the depth levels into account, we obtain $g^{i}{ }_{-} \operatorname{sim}_{\mathscr{B}}\left(g_{1}, g_{2}\right)=\frac{S_{\_} \operatorname{sim}_{\left[B_{c}\right\}}\left(\left\{c_{1}\right\},\left\{c_{4}\right\}\right)}{4}$

$\frac{0.6+0.69+0.34+0}{4}=0.41$.
Having a similarity measure that operates on granules, one can define the uncertainty function.

Definition 5.13 (Uncertainty function in $A S_{\#, S}^{i}$ ) The uncertainty function $I_{\mathscr{B}, \varepsilon}$ in an approximation space $A S_{\#, \$}^{i}$ is defined as follows

$$
I_{\mathscr{B}, \varepsilon}(g)=\left\{g^{\prime} \in U^{i}: g_{-} \operatorname{sim}_{\mathscr{B}}\left(g, g^{\prime}\right) \geq \varepsilon\right\},
$$

where $\varepsilon \in(0,1]$ is a similarity threshold.
In the above definition, $g_{-} \operatorname{sim}_{\mathscr{B}}$ can be replaced with $g^{i}{ }_{-} \operatorname{sim}_{\mathscr{B}}$ to take into account depth levels. The similarity can also be verified at each depth level separately as it is done in the following function.

Definition 5.14 (Uncertainty function operating on depth levels in $A S_{\#, S}^{i}$ ) Let $\varepsilon=$ $\left\{\varepsilon_{j}: j=1, \ldots, i\right\}$, where $\varepsilon_{j} \in(0,1]$ is a similarity threshold for depth level $j$. The uncertainty function $I_{\mathscr{B}, \varepsilon}^{i}$ in an approximation space $A S_{\#, \$}^{i}$ that operates on depth levels is defined as follows.

$$
I_{\mathscr{B}, \varepsilon}^{i}=\bigcap_{j=0}^{i} I_{\mathscr{B}_{j}, \varepsilon_{j}}\left(g_{j}\right) .
$$

Example 5.3 Consider the following approximation spaces for the database (without relation married_to) from Example 2.1: $A S_{\left(B_{0}, \varepsilon_{0}\right),(l, u)}^{0}=\left(U^{0}, I_{B_{0}, \varepsilon_{0}}, \nu_{l, u}\right)$ and $A S_{(\mathscr{B},),(l, u)}^{1}=\left(U^{1}, I_{\mathscr{B}, \varepsilon}, \nu_{l, u}\right)$, where $l=0.33, u=0.67, B_{0}=\{$ age, income $\}$, $\varepsilon_{0}=0.6, \mathscr{B}=\left\{B_{0}, B_{1}\right\},=\left\{\varepsilon_{0}, \varepsilon_{1}\right\}, B_{1}=\{$ prod_id, amount $\}, \varepsilon_{1}=0.25 .{ }^{2}$
Universe $U^{1}$ consists of the following granules $\left.g_{1}=\left(c_{1}\right),\left\{p_{1}, p_{2}\right\}\right), g_{2}=\left(c_{2}\right)$, $\left.\left.\left.\left\{p_{3}, p_{4}\right\}\right), g_{3}=\left(c_{3}\right),\left\{p_{8}\right\}\right), g_{4}=\left(c_{4}\right),\left\{p_{5}, p_{6}\right\}\right), g_{5}=\left(c_{5}, \emptyset\right), g_{6}=\left(c_{6},\left\{p_{7}\right\}\right), g_{7}=$ $\left(c_{7}, \emptyset\right)$.

[^16]Let $X_{1}=\{1,2,4,5,6\}$ be the set to be approximated.
The table below shows the similarity classes and their rough inclusion degrees in $X$.

| $g \in U^{0}$ | $I_{B_{0}, \varepsilon_{0}}(g)$ | $\nu_{l, u}\left(I_{B_{0}, \varepsilon_{0}}(x), X\right)$ | $g \in U^{1}$ | $I_{\mathscr{B}, \varepsilon}(g)$ | $\nu_{l, u}\left(I_{\mathscr{B}, \varepsilon}(g), X\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $\{1,3,4\}$ | 0.67 | 1 | $\{1,3,4\}$ | 0.67 |
| 2 | $\{2,3,4,5,6,7\}$ | 0.67 | 2 | $\{2,3,4\}$ | 0.67 |
| 3 | $\{1,2,3,4,7\}$ | 0.6 | 3 | $\{1,2,3,4\}$ | 0.75 |
| 4 | $\{1,2,3,4,7\}$ | 0.6 | 4 | $\{1,2,3,4\}$ | 0.75 |
| 5 | $\{2,5,6\}$ | 1 | 5 | $\{5\}$ | 1 |
| 6 | $\{2,5,6\}$ | 1 | 6 | $\{6\}$ | 1 |
| 7 | $\{2,3,4,7\}$ | 0.5 | 7 | $\{7\}$ | 0 |

We obtain the following approximations $\operatorname{LOW}\left(A S_{\left(B_{0}, \varepsilon_{0}\right),(l, u)}^{0}, X\right)=\{1,2,5,6\}$, $\operatorname{UPP}\left(A S_{\left(B_{0}, \varepsilon_{0}\right),(l, u)}^{0}, X\right)=U^{0}, \operatorname{LOW}\left(A S_{(\mathscr{B}),(l, u)}^{1}, X\right)=\{1,2,3,4,5,6\}$, $U P P\left(A S_{(\mathscr{B}),(l, u)}^{1}, X\right)=\{1,2,3,4,5,6\}$.

### 5.4 Approximation Space for Generalized Relational Granules

This section introduces an approximation space for information granules being a generalized representation of relational data.

The universe defined as in the previous subsection makes it possible to apply a wide range of uncertainty functions. Furthermore, the size of granules from the universe can be adjusted by changing the depth level.

In order to additionally limit the size of the universe, granules are constructed based on generalized descriptions of target objects. To obtain a general (i.e. abstract) description of a target object itself and its related set, they both are generalized.

Definition 5.15 (Approximation space genAS $S_{\#, \$}^{i}$ ) An approximation space $\operatorname{gen} A S_{\#, \$}^{i}$ for a database $D=T \cup B$ represented by the information system $I S_{D}=\left(U_{D}, A_{D}\right)$ is defined by $g e n A S_{\#, \$}^{i}=\left(U_{g e n}^{i}, I_{\#}, \nu_{\$}\right)$, where

- $U_{\text {gen }}^{i}=\left\{\left(o_{g e n}, r l l_{g e n}^{i}(o)\right): o \in U_{T}\right\}$ is a non-empty set of granules,
- $I_{\#}: U_{\text {gen }}^{i} \rightarrow P\left(U_{\text {gen }}^{i}\right)$ is an uncertainty function,
- $\nu_{\$}: P\left(U_{g e n}^{i}\right) \times P\left(U_{g e n}^{i}\right) \rightarrow[0,1]$ is a rough inclusion function.

To compute the similarity of generalized objects of the same relation, the measures from Definitions 5.7 and 5.8 can be used. Attributes that are replaced in a generalized object with variables are treated as nominal.

The mentioned measures can be used if a syntactic comparison of generalized objects in sufficient. Otherwise the following measure can be applied.

Definition 5.16 (Semantic similarity of objects) Let $o_{g e n}$ and $o_{g e n}^{\prime}$ be relational objects constructed over the same relation. The semantic similarity of objects $o_{g e n}$ and $o_{g e n}^{\prime}$ for attribute subset $B$ is computed as follows

$$
\operatorname{sim}_{B}^{\prime}\left(o_{g e n}, o_{g e n}^{\prime}\right)=\left\{\begin{array}{l}
1 \quad \text { if } \quad \exists_{\sigma} o_{g e n} \sigma=o_{g e n}^{\prime} \wedge o_{g e n}^{\prime} \sigma^{-1}=o_{g e n} \\
0 \text { otherwise. }
\end{array}\right.
$$

Example 5.4 Let $S=\operatorname{rlt}_{\text {gen }}^{1}\left(o_{4}\right)=\left\{\operatorname{purchase}\left(B, A, C, 1,{ }_{7}\right)\right.$, purchase $\left.\left(B^{\prime}, A, C^{\prime}, 3, \_\right)\right\}$and $S^{\prime}=\operatorname{rlt}_{g e n}^{1}\left(o_{6}\right)=\left\{\operatorname{purchase}\left(B, A, C, 3, \_\right)\right\}$, where $o_{4}$ and $o_{6}$ correspond to customers 4 and 5 from Example 2.1, respectively (relation married_to not taken). Let $B_{0}=\{$ purchase.id, cust_id, prod_id,amount $\}$.

We obtain $\operatorname{sim}_{B_{0}}\left(\operatorname{purchase}\left(B, A, C, 1,{ }_{-}\right), \operatorname{purchase}\left(B, A, C, 3, \__{2}\right)\right)=0.75$ and $\operatorname{sim}_{B_{0}}\left(\operatorname{purchase}\left(B^{\prime}, A, C^{\prime}, 3, \__{-}\right), \operatorname{purchase}\left(B, A, C, 3, \_\right)\right)=0.5$, hence $R_{-} \operatorname{sim}_{B}\left(S, S^{\prime}\right)=0.38$. Using measure $\operatorname{sim}_{B_{0}}^{\prime}$ we obtain $\operatorname{sim}_{B_{0}}^{\prime}$ (purchase $\left.\left(B^{\prime}, A, C^{\prime}, 3, \_\right), \operatorname{purchase}\left(B, A, C, 3, \_\right)\right)=1\left(\sigma=\left\{B^{\prime} / B, C^{\prime} / C\right\}\right)$, hence $R_{-} \operatorname{sim}_{B_{0}}^{\prime}\left(S, S^{\prime}\right)=0.5$.
Definition 5.17 (Extended semantic similarity of objects) Let $o_{g e n}$ and $o_{g e n}^{\prime}$ be relational objects constructed over the same relation. The extended semantic similarity of objects $o_{g e n}$ and $o_{g e n}^{\prime}$ for attribute subset $B$ is computed as follows

$$
\operatorname{sim}_{B}^{\prime \prime}\left(o_{g e n}, o_{g e n}^{\prime}\right)=\left\{\begin{array}{ccc}
1 & \text { if } \quad \exists_{\sigma} o_{g e n} \sigma=o_{g e n}^{\prime} \wedge o_{g e n}^{\prime} \sigma^{-1}=o_{g e n} \\
0.5 & \text { if } & \exists_{\sigma} o_{g e n} \sigma=o_{g e n}^{\prime} \vee o_{g e n}^{\prime} \sigma=o_{g e n} \\
0 & \text { otherwise. } &
\end{array}\right.
$$

Example 5.5 For illustrative purposes, consider a relation filmmakers(scenarist, director, producer) and its three relational objects $o=$ filmmakers $(1,2,3), o^{\prime}=$ filmmakers $(2,2,3), o^{\prime \prime}=$ filmmakers $(4,5,5)$. Let the generalized objects be the following ogen $=$ filmmakers $(A, B, C), o_{g e n}^{\prime} \quad=\quad$ filmmakers $(A, A, B)$, $o_{g e n}^{\prime \prime}=$ filmmakers $(A, B, B)$. Let $B_{0}=$ filmmakers $A$.
Using measure $\operatorname{sim}_{B_{0}}^{\prime}$ we obtain that the similarities of any pair of the objects is 0 . For measure $\operatorname{sim}_{B_{0}}^{\prime \prime}$ we have $\operatorname{sim}_{B_{0}}^{\prime \prime}\left(o_{g e n}, o_{g e n}^{\prime}\right)=0.5\left(\sigma=\{B / A, C / B\}, o_{g e n} \sigma=o_{g e n}^{\prime}\right.$ and $\left.o_{g e n}^{\prime} \sigma^{-1} \neq o_{g e n}\right), \operatorname{sim}_{B_{0}}^{\prime \prime}\left(o_{g e n}, o_{g e n}^{\prime \prime}\right)=0.5\left(\sigma^{\prime}=\{C / B\}, o_{\text {gen }} \sigma^{\prime}=o_{g e n}^{\prime \prime}\right.$ and $\left.o_{g e n}^{\prime \prime} \sigma^{\prime-1} \neq o_{g e n}\right)$, and $\operatorname{sim}_{B_{0}}^{\prime \prime}\left(o_{g e n}^{\prime}, o_{g e n}^{\prime \prime}\right)=0$.

If during generalization only variables introduced at higher levels are taken into account, then one may obtain a generalized related set with repetitions.

Definition 5.18 (Generalized related set with repetitions) A generalized related set with repetitions is defined as follows $r r l t_{\text {gen }}(o)=\left\{\left(o_{1}, l_{1}\right), \ldots,\left(o_{n}, l_{n}\right): r l t_{g e n}(o)=\right.$ $\left.\left\{o_{1}, \ldots, o_{n}\right\}, n \leq\left|r l t_{g e n}(o)\right|\right\}$ where $l_{j}$ is the number of repetitions of object $o_{j}$.

Let $\operatorname{minmax}\left(v, v^{\prime}\right)=\frac{\min \left\{v, v^{\prime}\right\}}{\max \left\{v, v^{\prime}\right\}}$ where $v$ and $v^{\prime}$ are positive numbers.
Definition 5.19 (Similarity of objects with repetitions) The similarity of objects with repetitions ( $o, l$ ) and $\left(o^{\prime}, l^{\prime}\right)$ is computed as follows

$$
\operatorname{sim}\left((o, l),\left(o^{\prime}, l^{\prime}\right)\right)=\operatorname{minmax}\left(l, l^{\prime}\right) \operatorname{sim}\left(o, o^{\prime}\right),
$$

where $\operatorname{sim}\left(o, o^{\prime}\right)$ is any similarity measure operating on $o$ and $o^{\prime}$.
During generalization a value that occurs in a object can be replaced with a set of values. To handle such sets the following measures are introduced.

Definition 5.20 (Similarity of sets) Let $V$ and $V^{\prime}$ be subsets of $V_{a}$ where $a$ is an attribute. The similarity of sets $V$ and $V^{\prime}$ is computed as follows

$$
\operatorname{sim}\left(V, V^{\prime}\right)=\left\{\begin{array}{cl}
\frac{\left|V \cap V^{\prime}\right|}{\mid V \cup V^{\prime}} & \text { if } a \text { is nominal; } \\
\operatorname{minmax}\left(\operatorname{avg} V, \operatorname{avg} V^{\prime}\right) & \text { if } a \text { is numerical },
\end{array}\right.
$$

where $a v g V$ is the average of values from $V .^{3}$
To take into account the similarity of sets in terms of size, the following measure is used.

Definition 5.21 (Similarity of sets w.r.t. set size) Let $V$ and $V^{\prime}$ be subsets of $V_{a}$ where $a$ is an attribute. The similarity of sets $V$ and $V^{\prime}$ with respect to the set size is computed as follows

$$
\operatorname{sim}^{\prime}\left(V, V^{\prime}\right)=\left(\operatorname{sim}\left(V, V^{\prime}\right)+\operatorname{minmax}\left(|V|,\left|V^{\prime}\right|\right)\right) / 2
$$

Example 5.6 Let $\operatorname{rrltg}_{g e n}^{1}\left(o_{2}\right)=\left\{\left(\operatorname{purchase}\left(B, A, C, 1,{ }_{-}\right), 2\right)\right\}$ and $\operatorname{rrlt}_{g e n}^{1}\left(o_{3}\right)=$ $\left\{\left(\operatorname{purchase}\left(B, A, C, 1, \_\right), 1\right)\right\}$, where $o_{2}$ and $o_{3}$ correspond to customers 2 and 3 from Example 2.1, respectively. Let $B_{0}=$ \{purchase.id,cust_id,prod_id, amount $\}$.

We obtain $\operatorname{sim}_{B_{0}}\left(\left(\operatorname{purchase}\left(B, A, C, 1,{ }_{-}\right), 2\right),\left(\operatorname{purchase}\left(B, A, C, 1,{ }_{2}\right)\right.\right.$, $1))=1 / 2$. Consider also different generalizations $r l_{\text {gen }}^{1}\left(o_{2}\right)=\left\{\operatorname{purchase}\left(B, A,{ }_{-}\right.\right.$, $\left.\left.\left.\{1,3\}, \_\right)\right)\right\}$and $\left.r l t_{g e n}^{1}\left(o_{3}\right)=\left\{\operatorname{purchase}\left(B, A,_{-}, 4, \_\right)\right)\right\}$. Let $B_{0}=\{$ prod_id $\}$. Using the measure from Definition5.20 we obtain $\operatorname{sim}_{B_{0}}$ (purchase $(B, A, C$, $\left.\left.\{1,3\}, \__{2}\right), \operatorname{purchase}\left(B, A, C, 4, \__{-}\right)\right)=\operatorname{sim}(\{1,3\},\{4\})=0$. For the measure from Definition 5.21 we have $\operatorname{sim}_{B_{0}}\left(\operatorname{purchase}\left(B, A, C,\{1,3\},{ }_{-}\right)\right.$, $\operatorname{purchase}(B, A, C$, $\left.\left.4, \_\right)\right)=\operatorname{sim}^{\prime}(\{1,3\},\{4\})=0.25$. Customer 2 bought two products, whereas customer 3-one. It means that their purchases in terms of size are similar to degree 0.5 .

Example 5.7 Consider the following approximation spaces for the database (without relation married_to) from Example 2.1: $A S_{\left(B_{0}, 0\right),(l, u)}^{0}=\left(U_{g e n}^{0}, I_{B_{0}, 0}, \nu_{l, u}\right)$ and $A S_{(\mathscr{B},),(l, u)}^{1}=\left(U_{g \text { en }}^{1}, I_{\mathscr{B}, \varepsilon}, \nu_{l, u}\right)$, where $l=0.33, u=0.67, B_{0}=\{$ age, income $\}$, $\varepsilon_{0}=0.6, \mathscr{B}=\left\{B_{0}, B_{1}\right\},=\left\{\varepsilon_{0}, \varepsilon_{1}\right\}, B_{1}=\{$ prod_id, amount $\}, \varepsilon_{1}=0.25$.

[^17]Let attributes age and income be generalized as follows age $e_{1}=\{25-30\}$, age $e_{2}=$ $\{30-35\}$, age $e_{3}=\{36-40\}$, inc $1=\{1500-2000\}$, inc $c_{2}=\{2500-3000\}$. Let relation purchase be generalized using the aggregation approach with respect to attribute prod_id. Universe $U_{g e n}^{1}$ consists of the following elements:

```
\(g_{1}=\left(\operatorname{customer}\left(A,_{-}\right.\right.\), age \(_{3},,_{,}\), inc \(_{1}\), yes \(\left.), \operatorname{purchase}\left(B, A,_{-},\{1,3\},{ }_{-}\right)\right)\),
\(g_{2}=\left(\right.\) customer \(\left(A,_{-}\right.\), age \(_{2},{ }_{-}\), inc \(_{2}\), yes \()\), purchase \(\left.\left(B, A,_{-},\{1,3\}, \_\right)\right)\),
\(g_{3}=\left(\right.\) customer \(\left(A,_{-}\right.\), age \(_{2},{ }_{-}\), inc \(_{1}\), no \(\left.), \operatorname{purchase}\left(B, A,_{-}, 4,{ }_{2}\right)\right)\),
\(g_{4}=\left(\operatorname{customer}\left(A,_{-}\right.\right.\), age \(_{2},,_{-}\), inc \(_{1}\), yes \(\left.), \operatorname{purchase}\left(B, A,_{-},\{2,6\},{ }_{-}\right)\right)\),
\(g_{5}=\left(\right.\) customer \(\left(A,_{-}\right.\), age \(_{1},{ }_{-}\), inc \(_{2}\), yes \(\left.), \emptyset\right)\),
\(g_{6}=\left(\right.\) customer \(\left(A,_{\_}\right.\), age \(_{1},{ }_{-}\), inc \(_{1}\), yes \(\left.), \operatorname{purchase}\left(B, A,{ }_{-}, 5, \_\right)\right)\),
\(g_{7}=\left(\right.\) customer \(\left(A,_{-}\right.\), age \(_{2},{ }_{-}\), inc \(_{1}\), no \()\), Ø \()\).
```

Let $X_{1}=\{1,2,4,5,6\}$ be the set to be approximated.
The table below shows the similarity classes and their rough inclusion degrees in $X$.

| $g \in U^{0}$ | $I_{B_{0}, \varepsilon_{0}}(g)$ | $\nu_{l, u}\left(I_{B_{0}, \varepsilon_{0}}(x), X\right)$ | $g \in U^{1}$ | $I_{\mathscr{B}, \varepsilon}(g)$ | $\nu_{l, u}\left(I_{\mathscr{B}, \varepsilon}(g), X\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $\{1,3,4,6,7\}$ | 0.6 | 1 | $\{1,3,4\}$ | 0.67 |
| 2 | $\{2,3,4,5,6\}$ | 0.8 | 2 | $\{2,3,4,6\}$ | 0.75 |
| 3 | $\{1,2,3,4,6,7\}$ | 0.67 | 3 | $\{1,2,3,4,6\}$ | 0.8 |
| 4 | $\{1,2,3,4,6,7\}$ | 0.67 | 4 | $\{1,2,3,4,6\}$ | 0.8 |
| 5 | $\{2,5,6\}$ | 1 | 5 | $\{5\}$ | 1 |
| 6 | $\{1,2,3,4,5,6,7\}$ | 0.71 | 6 | $\{1,2,3,4,6\}$ | 0.8 |
| 7 | $\{1,3,4,6,7\}$ | 0.6 | 7 | $\{7\}$ | 0 |

We obtain the following approximations $\operatorname{LOW}\left(A S_{\left(B_{0}, \varepsilon_{0}\right),(l, u)}^{0}, X\right)=\{2,3,4$, $5,6\}, \operatorname{UPP}\left(A S_{\left(B_{0}, \varepsilon_{0}\right),(l, u)}^{0}, X\right)=U^{0}, \operatorname{LOW}\left(A S_{(\mathscr{B},),(l, u)}^{1}, X\right)=\{1,2,3,4,5,6\}$, $\operatorname{UPP}\left(A S_{(\mathscr{B}),(l, u)}^{1}, X\right)=\{1,2,3,4,5,6\}$.

### 5.5 Conclusions

This chapter has introduced a rough-granular computing framework for mining relational data. Two ways for constructing the universe based on relational data have been defined: the universe constructed from granules directly derived from relational data and the one constructed from information granules being a generalized representation of relational data.

The rough-granular computing framework enables to describe in an approximate way concepts derived from relational data. The framework can also be used as a tool in the process of discovering patterns from relational data. Namely, it can be embedded in the classification rules mining framework (Chap.4) to improve classification of uncertain relational data.

Description Language Based Approach

## Chapter 6 <br> Compound Information Systems

### 6.1 Introduction

The goal of this chapter is to provide a general framework for analyzing and processing relational data in a granular computing environment [41]. This work can be treated as an extension of a granular computing based framework intended to handle propositional data, i.e. data stored in a single table [83]. Two information systems for storing relational data are introduced. They both combine universes of information systems (each corresponding to one database table) into one universe. The first system, called compound information system, allows all combinations of objects from the particular universes, whereas the second one, called constrained compound information system, reflects relationships that exist in the database. The chapter also extends an attribute-value language to express relationships among objects as well as a language for granule description to express information granules derived from relational data, called relational information granules.

Relational information granules are the basis for constructing patterns to be discovered from relational data. Thanks to this approach, the patterns can be formed over a simpler language (i.e. an extended attribute-value language) compared with a relational one, but they are able to preserve expressiveness of their relational counterparts.

The remaining of the chapter is organized as follows. Section 6.2 introduces relational information granules. Sections 6.3 and 6.4 develop a compound information system and constrained compound information system, respectively. Section 6.5 investigates the consistency and completeness of the approach. Section 6.6 provides concluding remarks.

### 6.2 Information Granules

This section introduces a granular computing based framework which is constructed based on definitions from [83].

In the traditional database theory, attribute values are the primitives for data mining. In granular computing theory, in turn, the primitives are defined by granules of entities. Data can be transformed into granules by applying a partition or covering of the universe. In the former case, granules are defined by equivalence classes, and in the latter case-by similarity classes.

This chapter uses a framework in which granules are constructed by applying a partition of the universe. ${ }^{1}$ More precisely, each attribute value forms one granule consisting of objects that share the value.

An information granule is represented by an expression of the form (name, content), where name is the granule identifier and content is a set of objects identified by name [89]. To construct granules, logical formulas over some language are used, i.e. granule description language. Namely, granules are defined by formulas which are used to express the properties of the objects from the granules.

It is assumed that an information system $I S=(U, A)$ is given along with the following:

- a set of formulas $\Phi$ over some language.
- a function $S E M: \Phi \rightarrow P(U)$.

Definition 6.1 (Syntax and semantics of $L_{I S}$ ) The syntax and semantics of the language $L_{I S}$ are defined recursively by ${ }^{2}$

1. $a \in A, v \in V_{a} \Rightarrow(a, v) \in L_{I S}$ (an atomic formula) and $\operatorname{SEM}_{I S}(a, v)=\{x \in U$ : $a(x)=v\}^{3} ;$
2. $\alpha \in L_{I S} \Rightarrow \neg \alpha \in L_{I S}$ and $\operatorname{SEM}_{I S}(\neg \alpha)=U \backslash \operatorname{SEM}_{I S}(\alpha)$;
3. $\alpha_{1}, \alpha_{2} \in L_{I S} \Rightarrow \alpha_{1} \wedge \alpha_{2} \in L_{I S}$ and $\operatorname{SEM}_{I S}\left(\alpha_{1} \wedge \alpha_{2}\right)=\operatorname{SEM}_{I S}\left(\alpha_{1}\right) \cap \operatorname{SEM}_{I S}\left(\alpha_{2}\right)$;
4. $\alpha_{1}, \alpha_{2} \in L_{I S} \Rightarrow \alpha_{1} \vee \alpha_{2} \in L_{I S}$ and $\operatorname{SEM}_{I S}\left(\alpha_{1} \vee \alpha_{2}\right)=\operatorname{SEM}_{I S}\left(\alpha_{1}\right) \cup \operatorname{SEM}_{I S}\left(\alpha_{2}\right)$.

Definition 6.2 (Granule of $I S$ ) Given an information system $I S=(U, A)$. A granule of $I S$ is defined by
(name, content $)=\left(\alpha, \operatorname{SEM}_{I S}(\alpha)\right)$, where $\alpha \in L_{I S}$.
Remark 6.1 Given an information system $I S=(U, A)$. A partition of $U$ over an attribute $a \in A$ is defined by a set of elementary granules $G_{a}=\left\{\operatorname{SEM}_{I S}(a, v): v \in\right.$ $\left.V_{a}\right\}$.

[^18]Example 6.1 The information system from Example 2.2 can be transformed into the following granular counterpart ${ }^{4}$ :

| $U \backslash A$ | Name | Age | Gender | Income | Class |
| :---: | :--- | :--- | :--- | :---: | :---: |
| 1 | $(A S,\{1\})$ | $(36,\{1\})$ | $(m,\{1,6,7\})$ | $(1500,\{1\})$ | $(y,\{1,2,4,5,6\})$ |
| 2 | $(T J,\{2\})$ | $(33,\{2,7\})$ | $(f,\{2,3,4,5\})$ | $(2500,\{2,5\})$ | $(y,\{1,2,4,5,6\})$ |
| 3 | $(A T,\{3\})$ | $(30,\{3,4\})$ | $(f,\{2,3,4,5\})$ | $(1800,\{3,4,7\})$ | $(n,\{3,7\})$ |
| 4 | $(S C,\{4\})$ | $(30,\{3,4\})$ | $(f,\{2,3,4,5\})$ | $(1800,\{3,4,7\})$ | $(y,\{1,2,4,5,6\})$ |
| 5 | $(E S,\{5\})$ | $(26,\{5\})$ | $(f,\{2,3,4,5\})$ | $(2500,\{2,5\})$ | $(y,\{1,2,4,5,6\})$ |
| 6 | $(J C,\{6\})$ | $(29,\{6\})$ | $(m,\{1,6,7\})$ | $(3000,\{6\})$ | $(y,\{1,2,4,5,6\})$ |
| 7 | $(M T,\{7\})$ | $(33,\{2,7\})$ | $(m,\{1,6,7\})$ | $(1800,\{3,4,7\})$ | $(n,\{3,7\})$ |

Conjunctions of atomic formulas (i.e. elementary granules) are used to construct information granules.

Definition 6.3 (Refinement of a set of elementary granules) Given an information system $I S=(U, A)$. Let $G_{a}, G_{b}$ be sets of elementary granules, where $a, b \in A$. $G_{a}$ is a refinement of $G_{b}$ if every elementary granule in $G_{a}$ is contained in some elementary granule in $G_{b}$. In this case we can say that $G_{a}$ is finer than $G_{b}$ or $G_{b}$ is coarser than $G_{a}$.

Sets of elementary granules introduced by more than one attribute are defined recursively:
If $G_{a}$ and $G_{b}$ are sets of elementary granules, then so is $G_{a, b}=\left\{g \cap g^{\prime} \neq \emptyset: g \in\right.$ $\left.G_{a}, g^{\prime} \in G_{b}\right\}$.

It is easy to observe that $G_{a, b}$ is finer than $G_{a}$ and $G_{b}$. A finer set, in general, includes a higher number of smaller granules. Therefore, it can be viewed as a finer level of granularity of the universe compared with a coarser set.

### 6.3 Compound Information Systems

This section introduces a compound information system for deriving information granules from relational data.

A compound information system is constructed based on information systems corresponding to database tables. Firstly, two general definitions of the syntax and semantics of the language are introduced.

Let $L$ be a language such that the syntax and semantics of an atomic formula $\alpha \in L$ and its negation $\neg \alpha \in L$ are defined.

[^19]

Fig. 6.1 Expansion of language $L$ by the conjunction and disjunction of atomic formulas

Definition 6.4 (Syntax and semantics of $L$ ) The syntax and semantics of the language $L$ are defined recursively by those of $\alpha \in L$ and $\neg \alpha \in L$, and by

1. $\alpha_{1}, \alpha_{2} \in L \Rightarrow \alpha_{1} \wedge \alpha_{2} \in L$ and $\operatorname{SEM}\left(\alpha_{1} \wedge \alpha_{2}\right)=\operatorname{SEM}\left(\alpha_{1}\right) \cap \operatorname{SEM}\left(\alpha_{2}\right)$;
2. $\alpha_{1}, \alpha_{2} \in L \Rightarrow \alpha_{1} \vee \alpha_{2} \in L$ and $\operatorname{SEM}\left(\alpha_{1} \vee \alpha_{2}\right)=\operatorname{SEM}\left(\alpha_{1}\right) \cup \operatorname{SEM}\left(\alpha_{2}\right)$.

In Fig. 6.1 for any atomic formulas, language $L$ is expanded by the conjunction and disjunction of the formulas (black arrows labeled with $\wedge$ and $\vee$ ). The semantics of new formulas is constructed based on that of the atomic formulas (white arrows).

Let now $L=L_{1} \cup \cdots \cup L_{k}(k>1)$ be a language such that for each $L_{i}(1 \leq i \leq k)$ the syntax and semantics are defined.

Definition 6.5 (Syntax and semantics of $L$ ) The syntax and semantics of the language $L$ are defined recursively by those of each $L_{i}$ and by the following

1. $\alpha \in L_{i} \Rightarrow \alpha \in L$ and $\operatorname{SEM}(\alpha)=\operatorname{SEM}_{i}(\alpha) .{ }^{5}$
2. $\alpha \in L \Rightarrow \neg \alpha \in L$ and $\operatorname{SEM}(\neg \alpha)=\operatorname{SEM}_{i}(\neg \alpha)$, where $\alpha \in L_{i}$;
3. $\alpha_{1}, \alpha_{2} \in L \Rightarrow \alpha_{1} \wedge \alpha_{2} \in L$ and $\operatorname{SEM}\left(\alpha_{1} \wedge \alpha_{2}\right)=\operatorname{SEM}\left(\alpha_{1}\right) \cap \operatorname{SEM}\left(\alpha_{2}\right)$;
4. $\alpha_{1}, \alpha_{2} \in L \Rightarrow \alpha_{1} \vee \alpha_{2} \in L$ and $\operatorname{SEM}\left(\alpha_{1} \vee \alpha_{2}\right)=\operatorname{SEM}\left(\alpha_{1}\right) \cup \operatorname{SEM}\left(\alpha_{2}\right)$.

In Fig. 6.2 for any defined language $L_{i}$ its every formula $\alpha$ is added to language $L$ (black unlabeled arrows). Language $L$ is expanded by the negation of every previously added formula (the arrow labeled with $\neg$ ). The negated formulas are de facto taken from $L_{i}$. The semantics of added formulas are unchanged (white arrows). Defining the conjunction and disjunction of formulas, we proceed analogously to Fig. 6.1.

The notion of information system will be slightly redefined.
Definition 6.6 (Information system for database table) An information system for a database table with the schema $R_{i}\left(i d, a_{1}, \ldots, a_{m}\right)$ is a pair $I S_{i}=\left(U_{i}, A_{i}\right)$, where $U_{i}=\left\{x: x \in R_{i}\right\}$ and $A_{i}=\left\{i d, a_{1}, a_{2}, \ldots, a_{m}\right\} .{ }^{6}$

[^20]

Fig. 6.2 Expansion of language $L$ by the formulas of language $L_{i}$

For any database table two types of attributes are distinguished:

1. descriptive attribute-any attribute that can be used to construct a descriptor in a standard attribute-value language;
2. key attribute-any primary/foreign key attribute and any descriptive attribute by which one table can be joined with another table or with itself.

Let $I S=(U, A)$ be an information system of a database table, where $A=A_{\text {des }} \cup A_{\text {key }}$ and $A_{\text {des }}\left(A_{\text {key }}\right)$ is a set of descriptive (key) attributes.

Definition 6.7 (Atomic formula in $L_{I S}$ ) An atomic formula in $L_{I S}$ is an expression of either the form

- ( $a, v$ ), where $a \in A_{\text {des }}$ and $v \in V_{a}$ (first form) or
- $\left(a, a^{\prime}\right)$, where $a, a^{\prime} \in A_{\text {key }}$ (second form). ${ }^{7}$

Let $L_{I S}=L_{I S_{d e s}} \cup L_{I S_{k e y}}$, where $L_{I S_{d e s}}\left(L_{I S_{k e v}}\right)$ consists of formulas of the first (second) form. It is needed to define the syntax and semantics of atomic formulas and their negations of $L_{I S_{d e s}}$ and $L_{I S_{k e y}}$, and then apply Definition 6.4 to $L_{I S_{d e s}}$ and $L_{I S_{k e y}}$, and Definition 6.5 to $L_{I S}$.

Definition 6.8 (Syntax and semantics of $L_{I S}=L_{I S_{d e s}} \cup L_{I S_{k e y}}$ ) The syntax and semantics of the language $L_{I S}$ are defined recursively by the following, by Definition 6.4 (applied to $L_{I S_{\text {des }}}$ and $L_{I S_{\text {key }}}$ ) and by Definition 6.5 (applied to $L_{I S}$ )

1. $a \in A_{\text {des }}, v \in V_{a} \Rightarrow(a, v) \in L_{I S_{\text {des }}}$ and $S_{E E M_{I S_{\text {des }}}}(a, v)=\{x \in U: a(x)=v\}$;
2. $\alpha \in L_{I S_{d e s}} \Rightarrow \neg \alpha \in L_{I S_{d e s}}$ and $S E M_{I S_{\text {des }}}(\neg \alpha)=U \backslash \operatorname{SEM}_{I S_{d e s}}(\alpha)$,
3. $a, a^{\prime} \in A_{k e y} \Rightarrow\left(a, a^{\prime}\right) \in L_{I S_{k e y}}$ and $\operatorname{SEM}_{I S_{k e y}}\left(a, a^{\prime}\right)=\left\{x \in U: a(x)=a^{\prime}(x)\right\}$;
4. $\alpha \in L_{I S_{k e y}} \Rightarrow \neg \alpha \in L_{I S_{k e y}}$ and $S E M_{I S_{k e y}}(\neg \alpha)=U \backslash \operatorname{SEM}_{I S_{k e y}}(\alpha)$.
[^21]Example 6.2 For illustrative purposes the customer table from Example 2.1 is extended by an attribute balance that is defined as follows balance $=\{(1,3550)$, $(2,40100),(3,140),(4,1800),(5,10860),(6,3000),(7,0)\}$. We construct the information system $I S=(U, A)$, where $U=\{1, \ldots, 7\}, A=A_{\text {des }} \cup A_{\text {key }}, A_{\text {des }}=$ $\{$ age, gender, income, balance, class $\}$, and $A_{k e y}=\{$ id, income, balance $\}$. We assume that the customer table can be joined with itself using the attribute income or/and balance.
For formula $\alpha_{1}=($ income, 1800$) \in L_{I S_{\text {des }}}$ we obtain $\operatorname{SEM}_{I S_{d e s}}\left(\alpha_{1}\right)=\{3,4,7\}$ and $S E M_{I S_{\text {des }}}\left(\neg \alpha_{1}\right)=\{1,2,5,6\}$. For formula $\alpha_{2}=($ income, balnace $) \in L_{I S_{k e y}}$ we obtain $\operatorname{SEM}_{I S_{k e y}}\left(\alpha_{2}\right)=\{4,6\}$ and $\operatorname{SEM}_{I S_{k e y}}\left(\neg \alpha_{2}\right)=\{1,2,3,5,7\}$.

A compound information system and description language corresponding to two database tables are defined as follows.

Definition 6.9 (Compound information system $\left.I S_{(i, j)}\right)$ Let $I S_{i}=\left(U_{i}, A_{i}\right)$ and $I S_{j}=$ $\left(U_{j}, A_{j}\right)$, where $i \neq j$, be information systems. A compound information system $I S_{(i, j)}$ is defined by ${ }^{8}$

$$
\begin{equation*}
I S_{(i, j)}=\times\left(I S_{i}, I S_{j}\right)=\left(U_{i} \times U_{j}, A_{i} \cup A_{j}\right) \tag{6.1}
\end{equation*}
$$

Definition 6.10 (Atomic formula in $L_{I S_{(i, j)}}$ ) An atomic formula in $L_{I S_{(i, j)}}$ is an expression of either the form

- any atomic formula from $L_{I S_{i}}$ or $L_{I S_{j}}$ (first and second form) or
- $\left(a, a^{\prime}\right)$, where $a \in\left(A_{i}\right)_{\text {key }}, a^{\prime} \in\left(A_{j}\right)_{\text {key }}$ (third form). ${ }^{9}$

Let $L_{I S_{(i, j)}}=L_{I S_{i v j}} \cup L_{I S_{i, j}}$, where $L_{I S_{i v j}}$ consists of formulas from $L_{I S_{i}}$ and $L_{I S_{j}}$ (i.e. first and second form formulas) and $L_{I S_{i \lambda j}}$ consists of formulas of the third form constructed over $I S_{i}$ and $I S_{j}$.

Definition 6.11 (Syntax and semantics of $L_{I S_{(i, j)}}$ ) The syntax and semantics of the language $L_{I S_{(i, j)}}$ are defined recursively by those of $L_{I S_{i}}$ and $L_{I S_{j}}$, by the following, by Definition 6.4 (applied to $L_{I S_{i \vee j}}$ and $L_{I S_{i \wedge j}}$ ), and by Definition 6.5 (applied to $L_{I S_{(i, j)}}$ )

1. $\alpha \in L_{I S_{i}} \Rightarrow \alpha \in L_{I S_{i v j}}$ and $\operatorname{SEM}_{I S_{i v j}}(\alpha)=\operatorname{SEM}_{I S_{i}}(\alpha) \times U_{j}$;
2. $\alpha \in L_{I S_{j}} \Rightarrow \alpha \in L_{I S_{i, j}}$ and $S E M_{I S_{i v j}}(\alpha)=U_{i} \times \operatorname{SEM}_{I S_{j}}(\alpha)$;
3. $\alpha \in L_{I S_{i \vee j}} \Rightarrow \neg \alpha \in L_{I S_{i v j}}$ and $S E M_{I S_{i v j}}(\neg \alpha)=\left(U_{i} \times U_{j}\right) \backslash S E M_{I S_{i v j}}(\alpha)$;
4. $a \in\left(A_{i}\right)_{k e y}, a^{\prime} \in\left(A_{j}\right)_{k e y} \Rightarrow\left(a, a^{\prime}\right) \in L_{I S_{i, j}}$ and $\operatorname{SEM}_{I S_{i, j}}\left(a, a^{\prime}\right)=\left\{(x, y) \in U_{i} \times\right.$ $\left.U_{j}: a(x)=a^{\prime}(y)\right\} ;$
5. $\alpha \in L_{I S_{i \wedge j}} \Rightarrow \neg \alpha \in L_{I S_{i, j}}$ and $S E M_{I S_{i, j}}(\neg \alpha)=\left(U_{i} \times U_{j}\right) \backslash S E M_{I S_{i, j}}(\alpha)$.
[^22]Example 6.3 Consider the information system $I S_{(1,2)}=\times\left(I S_{1}, I S_{2}\right)$, where $I S_{1}$ and $I S_{2}$ are constructed respectively based on relations $R_{1}=$ customer and $R_{2}=$ purchase from Example 2.1.
For formula $\alpha_{1}=($ age, 1800$) \in L_{\left(I S_{1}\right)_{\text {des }}}$ we obtain $\operatorname{SEM}_{\left(I S_{1}\right)_{\text {des }}}\left(\alpha_{1}\right)=\{3,4,7\}$ and $S E M_{I S_{\mathrm{IV} 2}}\left(\alpha_{1}\right)=\{3,4,7\} \times U_{2}$.
For formula $\alpha_{2}=\left(R_{1}\right.$. id,$R_{2}$.cust_id $) \in L_{I S_{1 \wedge 2}}$ we obtain $\operatorname{SEM}_{I S_{1 \wedge 2}}\left(\alpha_{2}\right)=\{(1,1)$, $(1,2),(2,3),(2,4),(3,8),(4,5),(4,6),(6,7)\}$.
For formula $\alpha_{3}=\alpha_{1} \wedge \alpha_{2} \in L_{I S_{(1,2)}}$ we obtain $\operatorname{SEM}_{I S_{(1,2)}}\left(\alpha_{3}\right)=\{(3,8),(4,5)$, $(4,6)\}$.

A compound information system and description language corresponding to $m$ database tables are defined as follows.

Definition 6.12 (Compound information system $\left.I S_{(1,2, \ldots, m)}\right)$ Let $I S_{i}=\left(U_{i}, A_{i}\right)$ be information systems, where $1 \leq i \leq m$ and $m>1$ is a fixed number. A compound information system $I S_{(1,2, \ldots, m)}$ is defined by

$$
\begin{equation*}
I S_{(1,2, \ldots, m)}=\times\left(I S_{1}, I S_{2}, \ldots, I S_{m}\right)=\left(\prod_{i=1}^{m} U_{i}, \bigcup_{i=1}^{m} A_{i}\right) \tag{6.2}
\end{equation*}
$$

We will write $I S_{(m)}$ for $I S_{(1,2, \ldots, m)}$.
Definition 6.13 (Syntax and semantics of $L_{I S_{(m)}}$ ) The syntax and semantics of the language $L_{I S_{(m)}}$ are defined recursively by those of $L_{I S_{i}}$ and $L_{I S_{(i, j}}(1 \leq i<j \leq m)$, by the following, and by Definition 6.4 (applied to $L_{I S_{(n)}}$ ).

1. $\alpha \in L_{I S_{i}} \Rightarrow \alpha \in L_{I S_{(n)}} \quad$ and $\quad S_{I E M}^{I S_{(n)}}(\alpha)=U_{1} \times \cdots \times U_{i-1} \times \operatorname{SEM}_{I S_{i}}(\alpha) \times$ $U_{i+1} \times \cdots \times U_{m}$;
2. $\alpha \in L_{I S_{(i, j)}} \Rightarrow \alpha \in L_{I S_{(m)}} \quad$ and $\quad S E M_{I S_{(m)}}(\alpha)=\left\{\left(x_{1}, \ldots, x_{i}, \ldots, x_{j}, \ldots, x_{m}\right) \in\right.$ $\left.\prod_{k=1}^{m} U_{k}:\left(x_{i}, x_{j}\right) \in \operatorname{SEM}_{I S_{(i, j)}}(\alpha)\right\}$;
3. $\alpha \in L_{I S_{(m)}} \Rightarrow \neg \alpha \in L_{I S_{(m)}} \quad$ and $\quad S E M_{I S_{(n)}}(\neg \alpha)=\left(U_{1} \times \cdots \times U_{m}\right) \backslash S E M_{I S_{(m)}}$ $(\alpha)$.

Since knowledge discovery is focused on selected database tables only, usually one table (i.e. the target table), the semantics of $L_{I S_{(m)}}$ is expanded by the following

1. $\alpha \in L_{I S_{(n)}} \Rightarrow \operatorname{SEM}_{I S_{(n)}}^{\pi_{i}}(\alpha)=\pi_{A_{i}}\left(\operatorname{SEM}_{I S_{(n)}}(\alpha)\right)$, where $1 \leq i \leq m^{10}$;
 $1 \leq i_{1}, i_{2}, \ldots, i_{k} \leq m$ and $k<m$.

Example 6.4 Consider the information system $I S_{(4)}=\times\left(I S_{1}, I S_{2}, I S_{3}, I S_{4}\right)$, where $I S_{1}, I S_{2}, I S_{3}$, and $I S_{4}$ are constructed respectively based on relations $R_{1}=$ customer, $R_{2}=$ married_to, $R_{3}=$ purchase, and $R_{4}=$ product from Example 2.1.

[^23]For formula $\alpha_{1}=($ age, 1800$) \in L_{I S_{1}}$ we obtain $\operatorname{SEM}_{I S_{(4)}}\left(\alpha_{1}\right)=\{3,4,7\} \times U_{2} \times$ $U_{3} \times U_{4}$.
For formula $\alpha_{2}=\left(R_{1}\right.$. id, $R_{3}$.cust_id $) \in L_{I S_{(1,3)}}$ we obtain $\operatorname{SEM}_{I S_{(4)}}\left(\alpha_{2}\right)=\{1\} \times U_{2} \times$ $\{1,2\} \times U_{4} \cup\{2\} \times U_{2} \times\{3,4\} \times U_{4} \cup\{3\} \times U_{2} \times\{8\} \times U_{4} \cup\{4\} \times U_{2} \times\{5,6\} \times$ $U_{4} \cup\{6\} \times U_{2} \times\{7\} \times U_{4}$.
For formula $\alpha_{3}=\alpha_{1} \wedge \alpha_{2} \in L_{I S_{(1,3)}}$ we obtain $\operatorname{SEM}_{I S_{(4)}}\left(\alpha_{3}\right)=\{3\} \times U_{2} \times\{8\} \cup\{4\} \times$ $U_{2} \times\{5,6\} \times U_{4}, \operatorname{SEM}_{I S_{(4)}}^{\pi_{1,3}}\left(\alpha_{3}\right)=\{(3,8),(4,5),(4,6)\}$ and $\operatorname{SEM}_{I S_{(4)}}^{\pi_{1}}\left(\alpha_{3}\right)=\{3,4\}$.

The compound information system makes it possible to store objects that belong to relations defined extensionally. However, relations defined intensionally can also be expressed in the extended propositional language. Suppose that we are interested in which pairs of persons are married couples, without indicating the order as it is done in relation $R=$ married_to. We can define a new relation $R^{\prime}=$ marriage with the schema marriage $\left(\boldsymbol{i d}\right.$, cust_id $_{1}$, cust_id $_{2}$ ) by means of the rule $\left(\left(R^{\prime} . c u s t_{-} i d_{1}, R_{1} . c u s t_{-} i d_{1}\right) \wedge\left(R^{\prime} . c u s t_{-} i d_{2}, R_{1} . c u s t_{-} i d_{2}\right)\right) \vee$ $\left(\left(R^{\prime}\right.\right.$. cust_id $_{1}$, R.cust_id $\left._{2}\right) \wedge\left(R^{\prime}\right.$. cust_id $_{2}$, R.cust_id $\left.\left._{1}\right)\right) \rightarrow\left(R^{\prime} . i d, R^{\prime} . i d\right) .{ }^{11}$

The following introduces an extension of an attribute-value language to express granules to be derived from relational data.

Definition 6.14 (Extended attribute-value language) Given an information system $I S_{(m)}=\times\left(I S_{1}, I S_{2}, \ldots, I S_{m}\right)$, where $I S_{i}=\left(U_{i}, A_{i}\right)(1 \leq i \leq m)$. An extended attribute-value language is an attribute-value language that includes features of the following forms, and their negations

1. $(a, v)$, where $a \in\left(A_{i}\right)_{\text {des }}$ and $v \in V_{a}$;
2. $\left(a, a^{\prime}\right)$, where $a, a^{\prime} \in\left(A_{i}\right)_{k e y}$;
3. $\left(a, a^{\prime}\right)$, where $a \in\left(A_{i}\right)_{k e y}, a^{\prime} \in\left(A_{j}\right)_{\text {key }}$ and $i \neq j$.

The compound information system is a logical representation of a relational database devoted for pattern discovery. Relational data can be represented physically by information systems corresponding to database tables and by the definition of composition of the systems. From the practical point of view, the universe constructed as the Cartesian product of particular universes is too large to be stored. To limit the universe, only possible joins between particular universes are taken into account.

### 6.4 Constrained Compound Information Systems

This section introduces a constrained compound information system. Constraints used in this system show how particular universes can be connected with one another. To construct constraints one can adapt the relational database notion, i.e. inner or outer join. In this study, left outer join defined by third form formulas is used.

[^24]Definition 6.15 (Left outer join on third form formula) Let $I S_{i}=\left(U_{i}, A_{i}\right)$ and $I S_{j}=$ ( $U_{j}, A_{j}$ ) be information systems. Let also $\theta \in L_{I S_{i, j}}$ be a third form atomic formula. A left outer join on $\theta$ is defined by

$$
\begin{equation*}
U_{i} \bowtie_{\theta} U_{j}=S E M_{I S_{i, j}}(\theta) \cup\left\{(x, \text { null }): x \in U_{i} \backslash \operatorname{SEM}_{I S_{i \wedge j}}^{\pi_{i}}(\theta)\right\} . \tag{6.3}
\end{equation*}
$$

This definition guarantees that each $x \in U_{i}$ is included in $U_{i} \bowtie_{\theta} U_{j}$.
Definition 6.16 (Left outer join on disjunction of third form formulas) Let $\Theta=$ $\left\{\theta_{1}, \theta_{2}, \ldots \theta_{n}\right\}$ be a set of joins of information systems $I S_{i}=\left(U_{i}, A_{i}\right)$ and $I S_{j}=$ $\left(U_{j}, A_{j}\right)$, i.e. a set of third form atomic formulas such that $\underset{\theta \in \Theta}{\forall} \theta \in L_{I S_{i N j}}$. A left outer join on a disjunction of all the conditions from $\Theta$ is defined by

$$
\begin{equation*}
U_{i} \bowtie_{\Theta} U_{j}=\bigcup_{\theta \in \Theta} S E M_{I S_{i, j}}(\theta) \cup\left\{(x, \text { null }): x \in U_{i} \backslash \bigcup_{\theta \in \Theta} S E M_{I S_{i \wedge j}}^{\pi_{i}}(\theta)\right\} . \tag{6.4}
\end{equation*}
$$

This definition guarantees that ( $x$, null) is added to $U_{i} \bowtie_{\Theta} U_{j}$ if and only if $x \in U_{i}$ is not in any relation defined by $\theta \in \Theta$ with any object from $U_{j}$.

The constrained compound information system and the description language corresponding to two database tables are defined as follows.

Definition 6.17 (Constrained compound information system $\left.I S_{(i, j)}^{\Theta}\right)$ Let $I S_{i}=\left(U_{i}\right.$, $\left.A_{i}\right)$ and $I S_{j}=\left(U_{j}, A_{j}\right)$ be information systems. Let also $\Theta=\left\{\theta_{1}, \theta_{2}, \ldots \theta_{n}\right\}$ be a set of joins of $I S_{i}$ and $I S_{j}$. A constrained compound information system $I S_{(i, j)}^{\Theta}$ is defined by

$$
\begin{equation*}
I S_{(i, j)}^{\Theta}=\bowtie_{\Theta}\left(I S_{i}, I S_{j}\right)=\left(U_{i} \bowtie_{\Theta} U_{j}, A_{i} \cup A_{j}\right) \tag{6.5}
\end{equation*}
$$

The language $L_{I S_{i, j)}^{\Theta}}=L_{I S_{i v j}^{\Theta}} \cup L_{I S_{i, j}^{\Theta}}$ is defined analogously to that associated with the compound information system. The syntax and semantics of $L_{I S_{(i, j)}^{\Theta}}$ are defined in the same way as in Definition6.11. It is enough to replace $I S_{(i, j)}$, $I S_{i \vee j}, I S_{i \wedge j}$, and the $\times$ operation with $I S_{(i, j)}^{\Theta}, I S_{i \vee j}^{\Theta}, I S_{i \wedge j}^{\Theta}$, and the $\searrow_{\Theta}$ operation, respectively.

Example 6.5 1. Consider the information system $I S_{(1,2)}^{\Theta}=\bowtie_{\Theta_{1}}\left(I S_{1}, I S_{2}\right)$, where $I S_{1}$ and $I S_{2}$ are constructed respectively based on relations $R_{1}=$ customer and $R_{2}=$ purchase from Example 2.1. The set of joins is defined as follows $\Theta_{1}=\{\theta\}$, where $\theta=\left(R_{1} . i d, R_{2} . c u s t \_i d\right)$.
We have $U_{1} \bowtie_{\Theta_{1}} U_{2}=\{(1,1),(1,2),(2,3),(2,4),(3,8),(4,5),(4,6)$, $(5$, null $),(6,7),(7$, null $)\}$. We obtain $\theta \in L_{I S_{(1,2)}^{\theta_{1}}}$ and $\operatorname{SEM}_{I S_{(1,2)}^{\Theta_{1}}}(\theta)=\{(1,1)$, $(1,2),(2,3),(2,4),(3,8),(4,5),(4,6),(6,7)\}$.
2. Consider also the information system $I S_{(1,3)}^{\Theta}=\searrow_{\Theta_{2}}\left(I S_{1}, I S_{3}\right)$, where $I S_{3}$ is constructed based on relation $R_{3}=$ married_to and $\Theta_{2}=\left\{\theta_{1}, \theta_{2}\right\}, \theta_{1}=\left(R_{1} . i d\right.$, $R_{3}$.cust_id $\left.d_{1}\right), \theta_{2}=\left(R_{1} . i d, R_{3}\right.$. cust_id $\left._{2}\right)$.
We have $U_{1} \searrow_{\Theta_{2}} U_{3}=\{(1,1),(2$, null $),(3,3),(4,2),(5,1),(6,2),(7,3)\}$. We obtain $\theta_{1} \in L_{I S_{(1,3)}^{\theta_{2}}}$ and $\operatorname{SEM}_{I S_{(1,3)}^{\theta_{2}}}\left(\theta_{1}\right)=\{(3,3),(5,1),(6,2)\}$.

The constrained compound information system and the description language corresponding to $m$ database tables are defined as follows.
Definition 6.18 (Constrained compound information system $I S_{(1,2, \ldots, m)}^{\Theta}$ ) Let $I S_{i}=$ ( $U_{i}, A_{i}$ ) be information systems, where $1 \leq i \leq m$ and $m>1$ is a fixed number, and $\Theta=\left\{\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right\}$ be a set of joins such that $\underset{1<j \leq m}{\forall} \underset{i<j}{\exists} U_{i} \bowtie_{\Theta} U_{j} \neq \emptyset$ (each information system joins with some earlier considered system).
A constrained compound information system $I S_{(1,2, \ldots, m)}^{\Theta}$ is defined by

$$
\begin{equation*}
I S_{(1,2, \ldots, m)}^{\Theta}=\bowtie_{\Theta}\left(I S_{1}, I S_{2}, \ldots, I S_{m}\right)=\left(U_{1} \bowtie_{\Theta} U_{2} \bowtie_{\Theta} \cdots \bowtie_{\Theta} U_{m}, \bigcup_{i=1}^{m} A_{i}\right) \tag{6.6}
\end{equation*}
$$

As previously, we will write $I S_{(m)}^{\Theta}$ for $I S_{(1,2, \ldots, m)}^{\Theta}$.
The syntax and semantics of $L_{I S_{(m)}^{\Theta}}$ are defined in the same way as in Definition 6.13. It is enough to replace $I S_{(i, j)}, I S_{(m)}$, and the $\times$ operation with $I S_{(i, j)}^{\Theta}, I S_{(m)}^{\Theta}$, and the $\bowtie_{\Theta}$ operation, respectively.

The semantics of $L_{I S_{(m)}^{\ominus}}$ is expanded by the following

1. $\alpha \in L_{I S_{(m)}^{\Theta}} \Rightarrow \operatorname{SEM}_{I S_{(m)}^{\Theta}}^{\pi_{i}}(\alpha)=\pi_{A_{i}}\left(\operatorname{SEM}_{I S_{(m)}^{\Theta}}(\alpha)\right)$, where $1 \leq i \leq m$;
2. $\alpha \in L_{I S_{(m)}^{\ominus}} \Rightarrow \operatorname{SEM}_{I S_{(m)}^{\ominus}}^{\pi_{1}, i_{2}, \ldots i_{k}}(\alpha)=\pi_{A_{i_{1}}, A_{i_{2}}, \ldots, A_{i_{k}}}\left(\operatorname{SEM}_{I S_{(m)}^{\ominus}}(\alpha)\right)$, where
$1 \leq i_{1}, i_{2}, \ldots, i_{k} \leq m$ and $k<m$.
Example 6.6 Consider the information system $I S_{(4)}^{\Theta}=\bowtie_{\Theta}\left(I S_{1}, I S_{2}, I S_{3}, I S_{4}\right)$, where $I S_{1}, I S_{2}, I S_{3}$, and $I S_{4}$ correspond respectively to relations $R_{1}=$ customer, $R_{2}=$ married_to, $R_{3}=$ purchase, and $R_{4}=$ product from Example 2.1, and $\Theta=$ $\left\{\left(R_{1} . i d, R_{2} . \text { cust_id }\right)_{1}\right),\left(R_{1} . i d, R_{2} . c u s t_{-} i d_{2}\right),\left(R_{1} . i d, R_{3}\right.$. cust_id $),\left(R_{3} . p r o d\right.$ _id, $\left.\left.R_{4} . i d\right)\right\}$.
We have $U_{1} \bowtie_{\Theta} U_{2} \bowtie_{\Theta} U_{3} \bowtie_{\Theta} U_{4}=\{(1,1,1,1),(1,1,2,3)$, (2, null, 3, 1), (2, null, 4, 3), (3, 3, 8, 4), (4, 2, 5, 6), (4, 2, 6, 2), (5, 1, null, null), (6, 2, 7, 5), (7, 3 , null, null) $\}$.
The universe consists of 10 elements and is over 134 times smaller than that constructed using the Cartesian product.
For formula $\alpha_{1}=($ age, 1800$) \in L_{I S_{1}}$ we obtain $\operatorname{SEM}_{I S_{(4)}^{\Theta}}\left(\alpha_{1}\right)=\{(3,3,8,4),(4,2$, $5,6),(4,2,6,2),(7,3$, null, null $)\}$.
For formula $\alpha_{2}=\left(R_{1}\right.$. id, $R_{3}$.cust_id $) \in L_{I S_{(1,3)}}$ we obtain $\operatorname{SEM}_{I S_{(4)}^{\Theta}}\left(\alpha_{2}\right)=\{(1,1$, $1,1),(1,1,2,3),(2$, null, 3,1$),(2$, null $, 4,3),(3,3,8,4),(4,2,5,6),(4,2,6,2)$, $(6,2,7,5)\}$.
For formula $\alpha_{3}=\alpha_{1} \wedge \alpha_{2} \in L_{I S_{(1,3)}}$ we obtain $\operatorname{SEM}_{I S_{(4)}^{\Theta}}\left(\alpha_{2}\right)=\{(3,3,8,4),(4,2$, $5,6),(4,2,6,2)\}, \operatorname{SEM}_{I S_{(4)}^{(s)}}^{\pi_{1,3}}\left(\alpha_{3}\right)=\{(3,8),(4,5),(4,6)\}$, and $S E M_{I S_{(4)}^{\Theta}}^{\pi_{1}}\left(\alpha_{3}\right)=\{3,4\}$.

Like in the case of the compound information system, relational data is represented physically by particular information systems and the constraints (i.e. joins) among the systems. However, for databases relatively small the constrained compound information system can be used as both a logical and physical representation.

### 6.5 Consistency and Completeness of Granule Description Languages

This section provides a formal evaluation of the approach.
Firstly, consistency and completeness of the languages defined in this work is investigated.

Definition 6.19 (Consistency and completeness of a language $L_{I S}$ ) A language $L_{I S}$, where $I S=(U, A)$ is an information system, is consistent and complete if and only if for any formula $\alpha \in L_{I S}$ the following hold

$$
\begin{gather*}
\operatorname{SEM}_{I S}(\alpha) \cap \operatorname{SEM}_{I S}(\neg \alpha)=\emptyset \text { (consistency) }  \tag{6.7}\\
\operatorname{SEM}_{I S}(\alpha) \cup \operatorname{SEM}_{I S}(\neg \alpha)=U \text { (completeness) } \tag{6.8}
\end{gather*}
$$

For compound information systems we obtain.
Proposition 6.1 ${ }^{12}$ The following hold:

1. A language $L_{I S}=L_{I S_{\text {des }}} \cup L_{I S_{k e y}}$ is consistent and complete.
2. A language $L_{I S_{(i, j)}}$, where $i \neq j$, is consistent and complete.
3. A language $L_{I S_{(m)}}$, where $m>1$ is a fixed number, is consistent and complete.

Consistency is not satisfied for a language with the expanded semantics. One of the reasons that this does not hold is the database structure. Namely, if there is one-to-many relationship from table $T$ to table $T^{\prime}$, then formulas constructed over the two tables and with respect to $T$ are, in general, not consistent regardless of the language.

Example 6.7 Consider the information system $I S_{(1,2)}=\times\left(I S_{1}, I S_{2}\right)$, where $I S_{1}$ and $I S_{2}$ correspond respectively to relations $R_{1}=$ customer and $R_{2}=$ purchase from Example 2.1. Let $\alpha=\left(R_{1}\right.$. id, $R_{2}$.cust_id $) \wedge\left(R_{2}\right.$.amount, 1$)$. We have $\neg \alpha=\neg\left(R_{1}\right.$. id, $R_{2}$.cust_id $) \vee \neg\left(R_{2}\right.$.amount, 1$)$. We obtain $(1,1) \in \operatorname{SEM}_{I S_{(1,2)}}(\alpha)$ and $(1,2) \in$ $S E M_{I S_{(1,2)}}(\neg \alpha)$. More precisely, $(1,2) \in \operatorname{SEM}_{\left.I S_{(1,2)}\right)}\left(R_{1} . i d, R_{2}\right.$. cust_id $) \wedge \neg\left(R_{2}\right.$. amount, 1)). Hence, $1 \in \operatorname{SEM}_{I S_{(1,2)}}^{\pi_{1}}(\alpha) \cap \operatorname{SEM}_{I S_{(1,2)}}^{\pi_{1}}(\neg \alpha)$.
We say that a language is partially consistent if its each formula is consistent or it is inconsistent due to the database structure. Other inconsistencies are caused by the definition of a granule description language or by the construction of the universe.

Example 6.8 Consider the information system $I S_{(1,2)}=\times\left(I S_{1}, I S_{2}\right)$ where $I S_{1}$ and $I S_{2}$ correspond respectively to relations $R_{1}=$ customer and $R_{2}=$ married_to from Example 2.1. Take the formula $\alpha=\left(R_{1} . i d, R_{2}\right.$. cust_id $\left._{1}\right)$.

[^25]We obtain $\operatorname{SEM}_{I S_{(1,2)}}(\alpha)=\{(3,3),(5,1),(6,2)\}$ and $\operatorname{SEM}_{I S_{(1,2)}}(\neg \alpha)=\{(1,1),(1,2)$, $(1,3),(2,1),(2,2),(2,3),(3,1),(3,2),(4,1),(4,2),(4,3),(5,2),(5,3),(6,1)$, $(6,3),(7,1),(7,2),(7,3)\}$. Hence, $\operatorname{SEM}_{I S_{(1,2)}}(\alpha) \cap \operatorname{SEM}_{I S_{(1,2)}}(\neg \alpha)=\emptyset$.
We also obtain $S E M_{I S_{(1,2)}}^{\pi_{1}}(\alpha)=\{3,5,6\}$ and $S E M_{I S_{(1,2)}}^{\pi_{1}}(\neg \alpha)=U_{1}$. Hence, $S E M_{I S_{(1,2)}}^{\pi_{1}}$ $(\alpha) \cap \operatorname{SEM}_{I S_{(1,2)}}^{\pi_{1}}(\neg \alpha) \neq \emptyset$. The above inconsistency is due to the construction of the universe.

Proposition 6.2 The following hold:

1. A language $L_{S_{(i, j)}}$ with the expanded semantics is complete.
2. A language $L_{I S_{(m)}}$ with the expanded semantics is complete.

We now examine constrained compound information systems.
Proposition 6.3 Languages $L_{I S_{(i, j)}^{\Theta}}$, where $i \neq j$, and $L_{I S_{(m)}}^{\Theta}$, where $m>1$ is a fixed number, are consistent and complete.

Proposition 6.4 A language $L_{I S_{(i, j)}^{\ominus}}$ with the expanded semantics, where $i \neq j$, is partially consistent if and only if $\underset{\theta, \theta^{\prime} \in \Theta, \theta \neq \theta^{\prime}}{\forall} S E M_{I S_{(i, j)}^{\theta}}^{\pi_{i}}(\theta) \cap S E M_{I S_{(i, j)}^{\pi_{i}}}^{\pi^{\theta}}\left(\theta^{\prime}\right)=\emptyset$.

One can note that for a typical database (i.e. for any two tables at most one relationship is specified) its language is partially consistent.

Example 6.9 1. Consider the information system $I S_{(1,2)}^{\Theta}=\bowtie_{\Theta}\left(I S_{1}, I S_{2}\right)$, where $I S_{1}$ and $I S_{2}$ correspond respectively to relations $R_{1}=$ customer and $R_{2}=$ married_to from Example 2.1, and $\Theta=\left\{\theta_{1}, \theta_{2}\right\}, \theta_{1}=\left(R_{1} . i d, R_{2} \text {.cust_id }\right)_{1}$, $\theta_{2}=\left(R_{1} . i d, R_{2}\right.$. cust_id $\left._{2}\right)$.
The universe is $U_{1} \bowtie_{\Theta} U_{2}=\{(1,1),(2, n u l l),(3,3),(4,2),(5,1),(6,2)$, $(7,3)\}$.
We have $S E M_{I S_{(1,2)}^{\Theta}}^{\pi_{1}}\left(\theta_{1}\right) \cap \operatorname{SEM}_{I S_{(1,2)}^{\ominus}}^{\pi_{1}}\left(\theta_{2}\right)=\{3,5,6\} \cap\{1,4,7\}=\emptyset$. We have two possible third form atomic formulas $\alpha_{1}=\theta_{1}$ and $\alpha_{2}=\theta_{2}$. We obtain $\operatorname{SEM}_{I S_{(1,2)}^{\ominus}}^{\pi_{1}}\left(\alpha_{1}\right)$ $\cap S E M_{I S_{(1,2)}^{\Theta}}^{\pi_{1}}\left(\neg \alpha_{1}\right)=\{3,5,6\} \cap\{2,1,4,7\}=\emptyset$ and $\operatorname{SEM}_{I S_{1}^{\ominus}}\left(\alpha_{2}\right) \cap \operatorname{SEM}_{I S_{1}^{\Theta}}(\neg$ $\left.\alpha_{2}\right)=\{1,4,7\} \cap\{2,3,5,6\}=\emptyset$. Therefore, the language is partially consistent.
2. Take the same relations, except that the second relation is the target one. Consider therefore the information system $I S_{(2,1)}^{\Theta^{\prime}}=\bowtie_{\Theta^{\prime}}\left(I S_{2}, I S_{1}\right)$, where $\Theta^{\prime}=\left\{\theta_{1}^{\prime}, \theta_{2}^{\prime}\right\}$ and $\theta_{1}^{\prime}=\left(R_{2} . c u s t_{-} i d_{1}, R_{1} . i d\right), \theta_{2}^{\prime}=\left(R_{2} . c u s t_{-} i d_{2}, R_{1} . i d\right)$.
The universe is $U_{2} \bowtie_{\Theta} U_{1}=\{(1,1),(1,5),(2,4),(2,6),(3,3),(3,7)\}$.
We have $\operatorname{SEM}_{I S_{(2,1)}^{\theta_{1}^{\prime}}}^{\pi_{2}}\left(\theta_{1}^{\prime}\right) \cap \operatorname{SEM}_{I S_{(2,1)}^{\theta_{2}^{\prime}}}^{\pi_{2}}\left(\theta_{2}^{\prime}\right)=\{1,2,3\} \cap\{1,2,3\}=\{1,2,3\}$.
We have two possible third form atomic formulas $\alpha_{1}^{\prime}=\theta_{1}^{\prime}$ and $\alpha_{2}^{\prime}=\theta_{2}^{\prime}$. We obtain $\operatorname{SEM}_{I S_{2,1)}^{\theta}}^{\pi_{2}^{\prime}}\left(\alpha_{i}^{\prime}\right) \cap S E M_{I S_{2,1)}^{\theta_{1}^{\prime}}}^{\pi_{2}}\left(\neg \alpha_{i}^{\prime}\right)=\{1,2,3\} \cap\{1,2,3\}=\{1,2,3\}$, where $i=1,2$. Therefore, the language is not is partially consistent.

For the database from the second case of the above example we can only consider positive formulas. To make negative formulas allowed, we can use sublanguages defined by particular formulas.

By Proposition 6.4 we obtain
Corollary 6.1 The sublanguage $L_{I S_{(i, j)}^{\theta}}$ of the language $L_{I S_{(i, j)}^{\Theta}}$ with the expanded semantics, where $\theta \in \Theta$ and $i \neq j$, is partially consistent.

Example 6.10 For the information system $I S_{(2,1)}^{\Theta^{\prime}}$ from the previous example we use the sublanguages $L_{I S_{(2,1)}^{\theta}}$ and $L_{I S_{(2,1)}^{\theta^{\prime}}}$.
We have the following subuniverses $U_{2} \bowtie_{\theta} U_{1}=\{(1,5),(2,6),(3,3)\}$ and $U_{2} \bowtie_{\theta^{\prime}}$ $U_{1}=\{(1,1),(2,4),(3,7)\}$. We obtain $\operatorname{SEM}_{I S_{(2,1)}^{\theta}}^{\pi_{2}}\left(\alpha_{1}^{\prime}\right) \cap \operatorname{SEM}_{I S_{(2,1)}^{\prime}}^{\pi_{2}}\left(\neg \alpha_{1}^{\prime}\right)=\{1,2,3\}$ $\cap \emptyset=\emptyset$ and $S E M_{I S_{(2,1)}^{\theta^{\prime}}}^{\pi_{2}}\left(\alpha_{2}^{\prime}\right) \cap S E M_{I S_{(2,1)}^{\theta^{\prime}}}^{\pi_{2}}\left(\neg \alpha_{2}^{\prime}\right)=\{1,2,3\} \cap \emptyset=\emptyset$.

Proposition 6.5 A language $L_{I S_{(i, j)}}$ with the expanded semantics, where $i \neq j$, is complete.

Proposition 6.6 A language $L_{I S_{(m)}^{\ominus}}$ with the expanded semantics, where $m>1$ is a fixed number, is

1. partially consistent if and only if $\underset{I S_{(i, j)}^{\Theta}}{\forall} \underset{\theta, \theta^{\prime} \in \Theta}{\forall} S E M_{I S_{(i, j)}^{\Theta}}^{\pi_{i}}(\theta) \cap S E M_{I S_{(i, j)}}^{\pi_{i}}\left(\theta^{\prime}\right)=\emptyset$.
2. complete.

### 6.6 Conclusions

This chapter has developed a granular computing based framework for analyzing and processing data stored in a relational structure. In this framework, data is placed in a (constrained) compound information system, and relational information granules are constructed using an expanded language for granule description. Furthermore, an attribute-value language has been extended to enable expressing relational patterns. In comparison with a relational language, this one has a simpler syntax, but its expressiveness is not limited. Relational information granules are the basis for discovering patterns such as frequent patterns, association rules, and classification rules.

# Chapter 7 <br> From Granular-Data Mining Framework to Its Relational Version 

### 7.1 Introduction

Mining data stored in a relational structure [25] rather than in a flat one is a more challenge task. Such data is distributed over multiple tables, and complex relationships among objects of the database can occur. Nevertheless, many algorithms (e.g., [13, 70, 77]) developed for mining propositional data have been upgraded to a relational case. The idea underlying this approach is to preserve as many features of the algorithm to be upgraded as possible. Therefore, only notions specific for relational data are extended. The most important benefit of this approach is a possibility to use all knowledge and experience related to the development and application of standard data mining algorithms.

The goal of this chapter is to provide a general framework for mining relational data [40]. This is an upgrade of a granular computing based data mining framework to a relational case. The general outline of the process of upgrading is inspired by the methodology for extending attribute-value algorithms [95] (details are given in Sect. 7.2). In the methodology used in this chapter, we start with introducing a general granular computing based framework for mining data. It is constructed on the basis of definitions introduced in [83, 89]. Next, we employ a relational extension of an information system to store data and that of an attribute-value language to express patterns. Subsequently, we define a procedure for translating patterns expressed in the extended attribute-value language into a relational language. Finally, we examine the problem of limiting the search space for discovering patterns.

The remaining of the chapter is organized as follows. Section 7.2 restates the methodology for upgrading a standard data mining algorithm to a relational case. Section 7.3 constructs a framework for a relational extension of a standard granular computing approach. Section 7.4 assesses the methodology complexity. Section 7.5 provides concluding remarks.

### 7.2 Relational Extension of a Standard Data Mining Algorithm

Many of first algorithms for mining relational data were developed based on algorithms devoted to propositional data. The task of upgrading a standard data mining algorithm to a relational case is not trivial and requires much attention. An upgraded algorithm should preserve as many features of the original algorithm as possible. In other words, only crucial notions, e.g. data and patterns representation, are upgraded. Furthermore, the original algorithm should be a special case of its relational counterpart, i.e. they both should produce the same results for identical propositional data.

A general methodology for upgrading a standard data mining algorithm to a relational case was proposed in [95]. This methodology is set in an inductive logic programming (ILP) [24] environment and includes the following steps.

1. Identify the propositional learner that best matches the learning task.

An algorithm is chosen that is able to execute as many operations needed for a given task as possible.
2. Use interpretations to represent examples.

A relational data representation called interpretations is used to represent both propositional and relational data.
3. Upgrade the representation of propositional hypotheses by replacing attributevalue tests with relational tests and modify the coverage test accordingly.
A relational representation is used for expressing patterns to be derived from the data. The notion of pattern satisfiability is also upgraded.
4. Use $\theta$-subsumption as the framework for generality.

A method called $\theta$-subsumption is used for determining if a given pattern is more general than another.
5. Use an operator under $\theta$-subsumption. Use that one that corresponds closely to the propositional operator.
A specialization or generalization operator is chosen to refine patterns. The choice depends on the method the original algorithm applies to construct patterns, i.e. if the top-down (bottom-up) method is used, then the specialization (generalization) operator is chosen.
6. Use a declarative bias mechanism to limit the search space.

Constraints are imposed on patterns to be discovered in order to limit the search space which is much bigger (even infinite) than for propositional data.
7. Implementation.

The algorithm is implemented taking into account the differences resulting from changing the data structure. Some operations such as attribute discretization or attribute set reduction cannot be used directly and need adaptation for relational data.
8. Evaluate the implementation on propositional and relational data.

The effectiveness of the upgraded algorithm is verified twofold: for propositional data by comparing with the results obtained by the original algorithm; for rela-
tional data by comparing with the results obtained by other relational data mining algorithms or by performing a statistical evaluation.
9. Add interesting extra features.

The algorithm is extended by additional features, especially by those specific for mining relational data, e.g. another method for limiting the search space.
The main advantages of methodology can be described as follows.

1. A possibility to exploit all expertise and heuristic available for propositional algorithms.
2. A clear relationship between the upgraded relational algorithm and its propositional counterpart, resulting in e.g. identical results on identical propositional data.

The above methodology is dedicated to upgrading a concrete standard algorithm. Therefore, the replacement of the algorithm, and the more of the data mining task, may cause considerable changes in other steps of the upgrading process.

### 7.3 Granular Computing Based Relational Data Mining Framework

This section introduces a general methodology for upgrading the granular computing based data mining framework to a relational case. The methodology is simplified with comparison to that presented in Sect.7.2. Namely, only the steps of the upgrading process that are independent of the algorithm to be extended and the data mining task to be performed are carried out.

1. Defining relational data representation.

Propositional data is to be treated as a special case of relational one. Therefore, the basic task is to define a common representation for propositional as well as relational data. A typical solution relies on using or adjusting a standard relational language to express propositional data.
The approach presented in this chapter applies the inverse solution. We start with a propositional representation (i.e. an information system) and extend it to express relational data (i.e. a connection of information systems, each corresponding to one database table).
2. Defining relational pattern representation.

The pattern representation should be consistent with the data one. Therefore, the way the data is represented determines the pattern representation. Generally speaking, the same language is used to represent data and patterns to be discovered from it.
Along with defining relational pattern representation, we need to upgrade pattern satisfiability. Relational patterns, unlike propositional ones, involve multiple tables, therefore checking pattern satisfiability for analyzed objects implies checking conditions that concern objects that reside in other tables and are related to
the analyzed objects.
We use an extended attribute-value language to express patterns to be generated from the data. Such patterns are translatable into a relational language.
In this approach data from all database tables is located in one compound information system which makes it easier to check pattern satisfiability.
3. Upgrading the notion of pattern generality.

A standard task done during pattern generation is the comparison of patterns with respect to their generality. In the propositional case, one pattern is more general than another if all conditions of the first pattern are ones of the other pattern. In the relational case the problem of generality is more complicated since variable based conditions are allowed in pattern construction. Therefore, not only the syntax, as in the propositional case, but also the semantics of patterns should be check to compare their generality.
The propositional form used in the approach makes it possible to compare the generality of patterns based on their syntax only.
4. Upgrading pattern refinement.

During propositional pattern generation, patterns are refined by specialization (adding new conditions) or by generalization (removing conditions). In the relational case, patterns can also be refined in a different way, e.g. by changing the scope of terms occurring in the patterns (replacing variables with constants or vice versa).
In the approach, patterns are refined by adding or removing propositional conditions only.
5. Limiting the search space.

The propositional search space for pattern discovery can be limited by basic constraints such as a list of allowed attributes, a set of allowed values for each attribute, the size of patterns, the size of a set of patterns. Relational search space is significantly bigger because of a multi-relational data representation and of different combinations of variables that can occur in pattern conditions.
The search space is here limited in two steps: by data model constraints (it guarantees that only valid relationships can be used to construct conditions), by an expert constraints (it guarantees that only conditions specific to a given problem can be used).

For the purposes of this work we assume that

- a relation denoted by $R_{1}$ corresponds to the target table,
- for each database table there exits an attribute $i d$ that is the identifier of the table's objects.


### 7.3.1 Construction of Conditions

We can construct any condition over relational data using formulas of a language $L_{I S_{(m)}^{\Theta}}$.

Given an information system $I S_{(m)}^{\Theta}=\bowtie_{\Theta}\left(I S_{1}, I S_{2}, \ldots, I S_{m}\right)$, where $I S_{i}=$ ( $U_{i}, A_{i}$ ) is constructed based on relation $R_{i}(1 \leq i \leq m)$.

We construct granules with respect to the target relation, i.e. granules of the form $\left(\alpha, S E M_{I S_{(m)}^{\Theta}}^{\pi_{1}}(\alpha)\right)$, where $\alpha \in L_{I S_{(m)}^{\Theta}}$.

1. initial condition ${ }^{1}$
a. trivial condition (the second form formula)

A condition is to be satisfied by any object of the target relation $R_{1}$.
We have $i d \in A_{1} \Rightarrow \alpha=(i d, i d) \in L_{I S_{1}}$.
b. relationship condition (the second form formula)

A condition is constructed based on $R_{1}$ where for two attributes a relationship is defined.
Let $a, b \in A_{1}$ be attributes for which a relationship is defined. We have $a, b \in A_{1} \Rightarrow \alpha=(a, b) \in L_{I S_{1}}$.
2. attribute-value condition (the first form formula)

Given a formula $\alpha_{1}$. The condition to be added to $\alpha_{1}$ is ( $a=v$ ), where $a \in$ $A_{1}, v \in V_{a}$.
We have $a \in A_{1}, v \in V_{a} \Rightarrow \alpha_{2}=(a, v) \in L_{I S_{1}}$.
3. another relation-based condition (the third form formula)

A condition to be added to $\alpha_{1}$ is constructed based on relation $R_{j}(1<j \leq m)$.
Let $a \in A_{1}$ and $b \in A_{j}$ be the attributes by which relations $R_{1}$ and $R_{j}$ are to be joined. We have $a \in A_{1}, b \in A_{j} \Rightarrow \alpha_{2}=(a, b) \in L_{I S_{(1, j)}^{\Theta}}$.
4. recursive condition (the third form formula)

A condition to be added to $\alpha_{1}$ is another condition constructed based on the target relation $R_{1}$. Let $a, b \in A_{1}$ be different attributes by which relations $R_{1}$ is to be joined with itself. To this end, we make a copy of the relation. Let $R_{1}^{\prime}=R_{1}$ be a copy of $R_{1}$. We have $a \in A_{1}, b \in A_{1}^{\prime} \Rightarrow \alpha_{2}=(a, b) \in L_{I S_{\left(1,1^{\prime}\right)}^{\Theta}}$.
5. negated condition
a. attribute-value condition (the first form formula)

A condition to be added to $\alpha_{1}$ is $(a \neq v)$, where $a \in A_{1}, v \in V_{a}$.
We have $a \in A_{1}, v \in V_{a} \Rightarrow \alpha_{2}=(a, v) \in L_{I S_{1}}$ and $\alpha_{2} \in L_{I S_{1}} \Rightarrow \neg \alpha_{2} \in$ $L_{I S_{1}}$.
b. another relation-based condition

It is done by default. Namely, the values of attributes for which a relationship is not defined are assumed to be different.
c. another relation-based condition (the third form formula)

[^26]A condition to be added to $\alpha_{1}$ is a negated condition constructed based on relation $R_{j}(1<j \leq m)$.
Let $a \in A_{1}$ and $b \in A_{j}$ be the attributes by which relations $R_{1}$ and $R_{j}$ are to be joined. We have $a \in A_{1}, b \in A_{j} \Rightarrow \alpha_{2}=(a, b) \in L_{I S_{(1, j)}^{\ominus}}$ and $\alpha_{2} \in L_{I S_{(1, j)}^{\Theta}} \Rightarrow \neg \alpha_{2} \in L_{I S_{(1, j)}^{\Theta}}$.
6. complex condition ${ }^{2}$
a. conjunction of relationship conditions (the second form formula)

Let $S$ be the set of pairs $(a, b) \in A_{1} \times A_{1}$ of attributes for which relationships are defined. We have $\underset{(a, b) \in S}{\forall} a, b \in A_{1} \Rightarrow \alpha=\bigwedge_{S}(a, b) \in L_{I S_{1}}$.
b. conjunction of conditions joining another relation
i. relationship condition (the third form formula)

Given a formula $\alpha_{1}$. Let $S$ be the set of pairs $(a, b) \in A_{1} \times A_{j}(1<$ $j \leq m$ ) of attributes by which relations $R_{1}$ and $R_{j}$ are to be joined. We have $\underset{(a, b) \in S}{\forall} a \in A_{1}, b \in A_{j} \Rightarrow \alpha_{2}=\bigwedge_{S}(a, b) \in L_{I S_{(1, j)}^{\Theta}}$.
ii. negated relationship condition (the third form formula)

Consider $\alpha_{2}$ from the previous point. We have $\alpha_{2} \in L_{I S_{(1, j)}^{\Theta}} \Rightarrow \neg \alpha_{2} \in$ $L_{I S_{(1, j)}^{\Theta}}$.
One can note that a condition that is a negated conjunction of atomic formulas is not normally allowed for patterns. Therefore, the pattern $\alpha_{1} \wedge$ $\neg \alpha_{2}$ can be transformed into an equivalent set of patterns $\left\{\alpha_{1} \wedge \neg(a, b)\right.$ : $(a, b) \in S\}$. However, form the practical viewpoint its convenient not to replace such a pattern with its equivalent being a set of patterns. The main reason is that such a pattern's condition is equivalent to a single condition expressed in a relational language.

The addition of any condition to non-target relation that occur in the formula is done analogously to the addition of any condition to the target relation.

Example 7.1 Consider the information system $I S_{(4)}^{\Theta}=\bowtie_{\Theta}\left(I S_{1}, I S_{2}, I S_{3}, I S_{4}\right)$ constructed based on relations $R_{1}=$ customer, $R_{2}=$ married_to, $R_{3}=R_{1}, R_{4}=$ purchase from Example 2.1.
An example formula valid in $I S_{(4)}^{\Theta}$ is $\alpha_{1} \wedge \alpha_{2} \wedge \alpha_{3} \wedge \alpha_{4} \wedge \alpha_{5}$ where
$\alpha_{1}=\left(R_{1} . i d, R_{1} . i d\right)$ —an entity is a customer (initial condition),
$\alpha_{2}=\left(R_{1}\right.$.age, 30)—the customer is age of 30 (attribute-value condition),
$\alpha_{3}=\left(R_{1} . i d, R_{2}\right.$. cust_id $)$-the customer is married (another relation based condition),
$\alpha_{4}=\left(R_{2}\right.$. cust_id $\left.d_{2}, R_{3} . i d\right)$-the customer's spouse is a customer (recursive condition),

[^27]$\alpha_{5}=\neg\left(R_{3} . i d, R_{4}\right.$. cust_id $\left.d_{1}\right)$-the spouse has not purchased yet (negated condition).

### 7.3.2 Expression of Patterns

The construction of patterns using formulas of language $L_{I S_{(m)}^{\Theta}}$ will be shown. We define patterns such as frequent patterns (i.e. itemset), association rules, classification rules. We also discuss pattern construction with respect to the notions of patterns generality and pattern refinement.

Let $I S_{(m)}^{\Theta}=\bowtie_{\Theta}\left(I S_{1}, I S_{2}, \ldots, I S_{m}\right)$ be an information system.
Definition 7.1 (Frequent pattern) ${ }^{3}$

1. An expression of the form $p=\alpha_{1} \wedge \alpha_{2} \wedge \cdots \wedge \alpha_{m}$ is a pattern in $I S_{(m)}^{\Theta}$ with respect to $R_{1}$ if $\alpha_{1} \in L_{I S_{1}}$ or there exists $1<i \leq m$ such that $\alpha_{1} \in L_{I S_{1 \wedge i}^{\Theta}}$.

2. $p$ is frequent if $f r e q_{I S_{1}}(p) \geq t$, where $t$ is a given threshold.

Before defining an association rule, the syntax and semantics of $L_{I S_{(m)}^{\Theta}}$ will be expanded by (cf. [83])

- $\alpha_{1}, \alpha_{2} \in L_{I S_{(m)}^{\Theta}} \Leftrightarrow\left(\alpha_{1}, \alpha_{2}\right) \in L_{I S_{(m)}^{\ominus}}$;
$S E M_{I S_{(m)}^{\Theta}}\left(\left(\alpha_{1}, \alpha_{2}\right)\right)=\left(S E M_{I S_{(m)}^{\Theta}}\left(\alpha_{1}\right), S E M_{I S_{(m)}^{\Theta}}\left(\alpha_{2}\right)\right)$.
Definition 7.2 (Association rule)

1. An expression of the form $\alpha \rightarrow \beta$, represented by the granule $(\alpha, \beta) \in L_{I S_{(m)}^{\ominus}}$, is an association rule in $I S_{(m)}^{\Theta}$ with respect to $R_{1}$ if $\alpha, \beta$ are patterns with respect to $R_{1}$ in $I S_{(m)}^{\Theta}$ such that $\alpha$ is more general than or equal to $\beta$.
2. The frequency of $\alpha \rightarrow \beta$ is $\operatorname{freq}_{I S_{1}}(\alpha \rightarrow \beta)=\operatorname{freq}_{I S_{1}}(\beta)$.
3. The confidence of $\alpha \rightarrow \beta$ is $\operatorname{conf}_{I S_{1}}(\alpha \rightarrow \beta)=\frac{\text { freq }_{I S_{1}}(\beta)}{\text { freq }_{I S_{1}}(\alpha)}$.

Example 7.2 Let $I S_{(1,2)}^{\Theta}=\searrow_{\Theta}\left(I S_{1}, I S_{2}\right)$ be the information system constructed based on relations $R_{1}=$ customer and $R_{2}=$ married_to from Example 2.1.
Consider patterns $p_{1}=\left(R_{1} . i d, R_{2} . c u s t \_i d_{1}\right)$ and $p_{2}=($ age, 1800$) \wedge\left(R_{1} . i d\right.$, $R_{2}$.cust_id $d_{1}$. We obtain $S E M_{I S_{(1,2)}}^{\pi_{1}}\left(p_{1}\right)=\{1,3,4,5,6,7\}$ and $S E M_{I S_{(m)}}^{\pi_{1}}\left(p_{2}\right)=$ $\{3,4,7\}$ Hence, the patterns' frequencies are $\operatorname{freq}_{I S_{1}}\left(p_{1}\right)=6 / 7$, $\operatorname{freq}_{I S_{1}}\left(p_{1}\right)=$ 3/7.
We have that $p_{1}$ is more general than $p_{2}$, then $r: p_{1} \rightarrow p_{2}$ is an association rule with $\operatorname{freq}_{I S_{1}}(r)=3 / 7$ and $\operatorname{conf}_{I S_{1}}(r)=1 / 2$.

[^28]
## Definition 7.3 (Classification rule)

1. An expression of the form $\alpha \rightarrow \beta,{ }^{4}$ represented by the granule $(\alpha, \beta) \in L_{I S_{(m)}^{\Theta}}$, is a classification rule in $I S_{(m)}^{\Theta}$ with respect to $R_{1}$ if $\alpha$ is a pattern with respect to $R_{1}$ and $\beta$ is one of the forms
a. $(d, v)$, where $d \in A_{1}$ is a decision attribute (i.e., class attribute) and $v \in V_{d}$;
b. $(i d, i d)$, where $i d \in A_{1} .{ }^{5}$
2. The accuracy and coverage of $\alpha \rightarrow \beta$ are respectively

$$
\operatorname{acc}_{I S_{1}}(\alpha \rightarrow \beta)=\frac{\left|S E M_{I S_{(m)}}^{\pi_{1}}(\alpha \wedge \beta)\right|}{\left|S E M_{I S_{(m)}^{\Theta}}^{\pi_{(m)}}(\alpha)\right|} \text { and } \operatorname{cov}_{I S_{1}}(\alpha \rightarrow \beta)=\frac{\left|S E M_{I S_{(m)}^{\Theta}}^{\pi_{1}}(\alpha \wedge \beta)\right|}{\left|S E M_{I S_{(m)}^{(n)}}^{\pi_{1}}(\beta)\right|}
$$

Conditions of a rule of the second form (1b) are constructed over the sum of all the target relations, but the conclusion is constructed over one of the target relations.

Example 7.3 1. Consider the information system $I S_{(1,2)}^{\Theta}$ from the previous example. Examine the rule $\alpha \wedge \beta$ where $\alpha=\left(\right.$ age, 30) $\wedge\left(R_{1} . i d, R_{2}\right.$. cust_id $\left.d_{1}\right), \beta=$ (class, 1).
We obtain $S E M_{I S_{(1,2)}}^{\pi_{1}}(\alpha)=\{3,4,7\}, S E M_{I S_{(1,2)}}^{\pi_{1}}(\beta)=\{1,2,4,5,6\}$ and $S E M_{I S_{1,2}}^{\pi_{1}}(\alpha \wedge \beta)=\{3\}$. Hence, $\operatorname{acc}_{I S_{1}}\left(r_{1}\right)=1 / 3, \operatorname{cov}_{I S_{1}}\left(r_{1}\right)=1 / 7$.
2. To illustrate the second form of rules we assume that the customers are defined by two separate relations customer and $\neg$ cutomer such that the customer of the first (zeroth) class belong to customer ( $\neg$ cutomer). The schema is common for both the relations, and it does not include the class attribute. Let $R_{1}=$ customer, $\neg R_{1}=\neg$ customer, $R_{1}=R_{1} \cup \neg R_{1}, R_{2}=$ married_to and $I S_{(1,2)}^{\Theta}$. Rule $\alpha \wedge \beta$ is redefined as follows $\alpha=\left(\right.$ age , 1800) $\wedge\left(R_{1} . i d, R_{2}\right.$.cust_id $)$ and $\beta=\left(R_{1} . i d, R_{1} . i d\right)$. We obtain $S E M_{I S_{(1,2)}}^{\pi_{1}}(\alpha)=\{3,4,7\}, S E M_{I S(1,2)}^{\pi_{1}}(\beta)=$ $\{1,2,4,5,6\}$ and $S E M_{I S_{(1,2)}}^{\pi_{1}}(\alpha \wedge \beta)=\{3\}$. The remaining calculations are the same as those for $r_{1}$.

Now logical constraints for constructing conditions will be introduced.
For propositional conditions the following constraint is imposed.

- A condition defined on attribute $a$ can be added to a pattern if no condition defined on $a$ occurs in the pattern.

Construction of relational patterns is limited by the following constraints.
Definition 7.4 (Constraints on attribute) A condition defined on attribute $a$ can be added to a pattern if

[^29]1. positive condition
a. the same condition (not taking into account the negation sign) is not added;
b. no condition defined on $a$ occurs in the pattern ( $a$ is a descriptive attribute);
c. there occurs in the pattern a non-negated relation such that $a$ is an attribute of this relation ${ }^{6}$;
2. negative condition

A negated condition can be added to a pattern if
a. its positive counterpart can be added to the pattern;
b. the condition is not a part of a complex condition.

Example 7.4 1. Given an information system $I S_{(4)}^{\Theta}=\bowtie_{\Theta}\left(I S_{1}, I S_{2}, I S_{3}, I S_{4}\right)$ constructed based on relation $R_{1}=$ customer, $R_{2}=$ married_to, $R_{3}=$ purchase, $R_{4}=$ product from Example 2.1.
Consider the pattern $\left(R_{1} . i d, R_{1} . i d\right) \wedge\left(R_{1}\right.$. age, 1800$) \wedge \neg\left(R_{1} . i d, R_{3} . i d\right)$. We check which of the below conditions that are assumed to be allowed can be added to the pattern.
Positive conditions that can be added: ( $R_{1}$.geneder, male), ( $R_{1} . i d$, $R_{2}$. cust_id $d_{1}$;
Positive conditions that cannot be added: $\left(R_{1} . i d, R_{3} . i d\right)$ by 1a, $\left(R_{1}\right.$.age, 27$)$ by $1 \mathrm{~b},\left(R_{3}\right.$.amount, 1$)$ and ( $R_{3}$. prod_id, $\left.R_{4} . i d\right)$ by 1c.
2. For the purposes of illustration we extend the database by relations manufacturer and supplier respectively with the schemas manufacturer (id, name), supplier (id, name). We also extend relation product by attributes manu_id and supp_id. These additional relations includes information about the manufacturers and suppliers of products.
Given an information system $I S_{(1,2)}^{\Theta}=\bowtie_{\Theta}\left(I S_{1}, I S_{2}\right)$, where where $I S_{1}$ and $I S_{2}$ are constructed based on relations $R_{1}=$ manufacturer, $R_{2}=$ product, respectively.
Consider the pattern $\left(R_{1} . i d, R_{1} . i d\right) \wedge\left(R_{1} . i d, R_{2} . m a n u \_i d\right)$.
A negative conditions that can be added: $\neg\left(R_{1} . i d, R_{2} . s u p p \_i d\right)$;
Negative conditions that cannot be added: $\neg\left(R_{1} . i d, R_{2}\right.$.manu_id) by 2a, $\neg$ $\left(R_{1} . i d, R_{2} . s u p p \_i d\right)$ by 2 b under assumption that $\left(R_{1} . i d, R_{2} . m a n u \_i d\right) \wedge$ ( $\left.R_{1} . i d, R_{2} . s u p p \_i d\right)$ is considered as a complex condition.

### 7.3.2.1 Pattern Generality

The search space for discovering patterns is structured by means the is more general relation. The notion of generality for propositional patterns is defined as follows: One pattern is more general than another if all conditions of the first pattern are

[^30]ones of the other pattern. For relational data such a syntax comparison is not sufficient to define generality relation between two patterns. For example, the pattern $\operatorname{product}\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{5}\right)$ is more general than $\operatorname{product}\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{4}\right)$, what can be verified by the semantics comparison only. This problem is solved by applying $\theta$-subsumption as the framework for generality. According to this framework, one pattern is more general than another if there exists a subsumption such that all conditions of the first pattern after applying the substitution are ones of the other pattern. Unfortunately, checking if or not a pattern is more general than another pattern is an NP-complete problem.

In the approach any constraint is expressed by a separate condition, thanks to this, only the syntax comparison is needed to check if one pattern is more general than another. For example, for the patterns (product.id, product.id) and (product.id, product.id) $\wedge$ (product.manu_id, product.supp_id), being the equivalents of product $\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{5}\right)$ and $\operatorname{product}\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{4}\right)$, respectively, it is enough to check if any condition of the first pattern is one of the the other pattern.

However, some patterns may need to be transformed into its equivalent form before checking which one of them is more general. For example, consider relations $R_{1}=$ customer, $R_{2}=$ purchase, $R_{2}^{\prime}=R_{2}$. The pattern $p_{1}=\left(R_{1} . i d, R_{2}\right.$.cust_id $) \wedge$ $\left(R_{2}\right.$.amount, 1$) \wedge\left(R_{2}\right.$.date, 25/06) is less general than the pattern $p_{2}=\left(R_{1} . i d\right.$, $R_{2}$.cust_id $) \wedge\left(R_{2}\right.$.amount, 1$) \wedge\left(R_{1}\right.$. id, $R_{2}^{\prime}$.cust_id $) \wedge\left(R_{2}^{\prime}\right.$. date, $\left.25 / 06\right)$. In order to syntactically show it, the first pattern needs to be transformed as follows $p_{1} \Leftrightarrow$ $p_{2} \wedge\left(R_{2} . i d, R_{2}^{\prime} . i d\right)$.

### 7.3.2.2 Pattern Refinement

Propositional patterns are refined by specialization (adding conditions) or generalization (removing conditions). ${ }^{7}$
Relational patterns can be refined by the above as well as by replacing some terms with other terms, thereby producing more or less general conditions. For example, the pattern $\operatorname{product}\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{5}\right)$ can be specialized by replacing $X_{5}$ with $X_{4}$, i.e. we obtain $\operatorname{product}\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{4}\right)$.
Since any constraint is expressed by a separate condition in the approach, then any refinement is done as in the propositional case, i.e. by adding or removing conditions. For example, the pattern (product.id, product.id) is specialized by adding the condition (product.manu_id, product.supp_id), i.e. we obtain the pattern (product.id, product.id) $\wedge($ product.manu_id, product.supp_id).

Furthermore, in a constrained compound information system the direction of refinement is determined. Namely, constraints in such a system are expressed by third form formulas which are not symmetric (i.e. $\underset{\left(a, a^{\prime}\right) \in L_{I S_{i \wedge j}}}{\forall}\left(a, a^{\prime}\right) \nLeftarrow\left(a^{\prime}, a\right)$ for

[^31]any $I S_{i \wedge j}^{\Theta}$ ). Thanks to this, unnecessary refinement can be eliminated. For example, in the system $I S_{(1,2)}^{\Theta}=\bowtie_{\Theta}\left(I S_{1}, I S_{2}\right)$, where $I S_{1}$ and $I S_{2}$ are constructed respectively based on relations $R_{1}=$ customer and $R_{2}=$ married_to, and $\Theta=$ $\left\{\left(R_{1} . i d, R_{2} . c u s t \_i d_{1}\right),\left(R_{1} . i d, R_{2} . c u s t \_i d_{2}\right)\right\}$, the pattern $\left(R_{1} . i d, R_{2} . c u s t_{-} i d_{1}\right)$ cannot be refined by useless conditions such as ( $R_{2}$.cust_id $\left.d_{1}, R_{1} . i d\right)$ and ( $R_{2}$. cust_id $_{2}, R_{1} . i d$ ).

During relational patterns construction a phenomenon called determinacy problem may arise. This occurs when the pattern refinement does not change the pattern's coverage. For example, suppose that each customer of the database from the running example has purchased at least one product. Therefore, refining the pattern (customer.id, customer.id) by adding the condition (customer.id, purchase. cust_id) does not affect the pattern's coverage. On the other hand, if we are interested in e.g. customers whose have purchased only one piece of some product, we cannot add the condition (purchase.amount, 1) without adding the previous one.

This problem is overcome by applying the lookahead method [49]. Generally speaking, the condition that causes the determinacy problem can be added to the pattern if this is necessary for adding another condition that does not cause the determinacy problem. Such conditions are added in one step as a refinement.

Conditions that cause the determinacy problem can be detected in a constrained compound information system.
Definition 7.5 (Condition causing determinacy problem) Given a constrained compound information system $I S_{(m)}^{\Theta}=\bowtie_{\Theta}\left(I S_{1}, I S_{2}, \ldots, I S_{m}\right)$, where $I S_{i}=\left(U_{i}, A_{i}\right)$ $(1 \leq i \leq m)$. Indeed, $\Theta$ is the set of all possible third form conditions.

A condition $\theta \in \Theta$ to be added to a pattern $p$ causes the determinacy problem with respect to $I S_{i}$ if $S E M_{I S_{(m)}^{\ominus}}^{\pi_{i}}(p) \subseteq S E M_{I S_{(m)}^{\ominus}}^{\pi_{i}}(\theta)$.
Example 7.5 Consider relations $R_{1}=$ customer, $R_{2}=$ married_to, $R_{3}=$ purchase and $R_{4}=$ product from Example 2.1 and the information system $I S_{(4)}^{\Theta}=\bowtie_{\Theta}\left(I S_{1}\right.$, $\left.I S_{2}, I S_{3}, I S_{4}\right)$, where $\Theta=\left\{\left(R_{1} . i d, R_{2} . c u s t_{-} i d_{1}\right),\left(R_{1} . i d, R_{2} . c u s t_{-} i d_{2}\right)\right.$, ( $R_{1} . i d, R_{3}$.cust_id), ( $R_{3}$.prod_id, $\left.\left.R_{4} . i d\right)\right\}$.
We check conditions for determinacy with respect to $I S_{1}$ and the pattern $p=$ $\left(R_{1} . i d, R_{1} . i d\right) \wedge \neg\left(R_{1}\right.$.income, 1800). Let $U_{p}=\operatorname{SEM}_{I S_{(4)}^{\pi_{1}}}^{\pi_{1}}(p)=\{1,2,5,6\}$.
For $\theta_{1}=\left(R_{1} . i d, R_{2}\right.$. cust_id $)$ we have $U_{p} \nsubseteq \operatorname{SEM}_{I S_{4}^{\Theta}}^{\pi_{1}}\left(\theta_{1}\right)=\{3,5,6\}$.
For $\theta_{2}=\left(R_{1} . i d, R_{2}\right.$. cust_id $\left.d_{2}\right)$ we have $U_{p} \nsubseteq S E M_{I S_{4}^{\Theta}}^{\pi_{1}{ }^{\ominus}}\left(\theta_{2}\right)=\{1,4,7\}$.
For $\theta_{3}=\left(R_{1}\right.$. id, $\left.R_{3} . c u s t \_i d\right)$ we have $U_{p} \subseteq S E M_{I S_{4}^{\ominus}}^{\pi_{1}}\left(\theta_{3}\right)=\{1,2,4,5,6\}$.
Hence, only the last condition causes the determinacy problem.

### 7.3.3 From Granule-Based Patterns to Relational Patterns

A procedure for translating patterns expressed in the extended attribute-value language into a relational language will be defined.

We start with restating the definitions of relational language and its formulas. The relational language (here denoted by $L_{R}$ ) is a restricted first-order language (function-free formulas are allowed). Its alphabet consists of constants, variables, relation names, connectives, and quantifiers.
Definition 7.6 (Formulas in $L_{R}$ ) Formulas in $L_{R}$ are defined recursively by

1. A term $t$ is either a constant or a variable.
2. if $R$ is k-ary relation and $t_{1}, t_{2}, \ldots, t_{k}$ are terms, then $R\left(t_{1}, t_{2}, \ldots, t_{k}\right)$ is an atomic formula.
3. if $\alpha$ is an atomic formula and $X$ is a variable, then $\underset{X}{\exists} \alpha$ and $\underset{X}{\forall} \alpha$ are atomic formulas.
4. if $\alpha_{1}$ and $\alpha_{1}$ are atomic formulas, then so are $\neg \alpha_{1}, \alpha_{1} \wedge \alpha_{2}, \alpha_{1} \vee \alpha_{2}$.

Given an information system $I S_{(m)}$. Let $\Leftrightarrow_{R}$ be a binary operator defined by: $\alpha \Leftrightarrow_{R} \alpha_{R}$ if and only if $\alpha_{R} \in L_{R}$ is a relational equivalent of $\alpha \in L_{I S_{(m)}}$.

Proposition 7.1 ${ }^{8}$ The following holds $\underset{\alpha \in L_{I S_{(m)}}}{\forall} \underset{\alpha_{R} \in L_{R}}{\exists} \alpha \Leftrightarrow \Leftrightarrow_{R} \alpha_{R}$.
Example 7.6 1. trivial initial condition
We have (customer.id, customer.id) $\Leftrightarrow_{R}$ customer $\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}\right)$.
2. relationship initial condition

Let product be the target relation. We have (product.manu_id, product. supp_id $) \Leftrightarrow_{R} \operatorname{product}\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{4}\right)$.
3. attribute-value condition

We have (income, 1800) $\Leftrightarrow_{R}$ customer $\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}\right) \wedge X_{3}=$ 1800.
4. another relation-based condition

We have (customer.id, customer.id) $\wedge\left(\right.$ customer.id, purchase.cust_id) $\Leftrightarrow_{R}$ customer $\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}\right) \wedge \operatorname{purchase}\left(Y_{1}, X_{1}, Y_{3}, Y_{4}, Y_{5}\right)$.
5. recursive condition

Given the pattern (customer.id, cust_id $1_{1}$ ). We add the condition (cust_id ${ }_{2}$, customer'.id). We obtain (customer.id, cust_id $\left.d_{1}\right) \wedge\left(\right.$ cust_id $d_{2}$, customer $\left.{ }^{\prime} . i d\right)$ $\Leftrightarrow_{R}$ customer $\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}\right) \wedge$ married_to $\left(X_{1}, X_{7}\right) \wedge$ customer ${ }^{\prime}\left(X_{7}, X_{8}, X_{9}, X_{10}, X_{11}, X_{12}\right)$.
6. negated attribute-value condition

We have $\neg($ age, 30$) \Leftrightarrow_{R}$ customer $\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}\right) \wedge X_{3} \neq 30$.
7. negated relationship condition

We have (customer.id, customer.id) $\wedge \neg$ (customer.id, cust_id $\left.d_{1}\right) \quad \Leftrightarrow_{R}$ $\operatorname{customer}\left(X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}\right) \wedge \neg$ married_to $\left(X_{1}, Y_{2}\right)$.
8. negated conjunction of conditions joining another relation

Let manufacturer be the target relation. We have (manufacturer.id, manufacturer.id $) \wedge \neg(($ manufacturer.id, product.manu_id $) \wedge$ (manufacturer.id, product.supp_id)) $\Leftrightarrow_{R}$ manufacturer $\left(X_{1}, X_{2}\right) \wedge \neg$ $\operatorname{product}\left(Y_{1}, Y_{2}, Y_{3}, X_{1}, X_{1}\right)$.
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### 7.3.4 Search Space Constraints

Finally, additional constraints for the search space will be defined. Note that the search space is partially limited by the data model, i.e. the constrained compound information system. Thanks to this, only valid conditions to occur in patterns are allowed. The constraints defined in this subsection make it possible to construct conditions specific to a given problem only.

The propositional search space can be limited by basic constraints such as a list of allowed attributes, a set of allowed values for each attribute, the size of patterns, the size of a set of patterns. Here we consider the constraint that needs to be adapted in the relational case, i.e. the limitation of the set of values an attribute may take.

We start with defining the search space for relational data.
Definition 7.7 (Relational search space) The search space $S S_{I S_{(m)}^{\Theta}}$ of an information system $I S_{(m)}^{\Theta}$ is defined by $S S_{I S_{(m)}^{\Theta}}=\left\{p \in L_{I S_{(m)}^{\Theta}}\right.$ : pis a pattern $\}$.
The criterion $p$ is a pattern differs depending on the data mining task to be solved.
To define a constraint on an attribute the syntax and semantics of $L_{I S_{i}}(1 \leq i \leq m)$ is expanded by the following

- $a \in\left(A_{i}\right)_{d e s}, S \subseteq V_{a} \Rightarrow \operatorname{const}(a, S)=\bigvee_{v \in S}(a, v) \in L_{I S_{i}}$;
$S E M_{I S_{i}}(\operatorname{const}(a, S))=\bigcup_{v \in S} \operatorname{SEM}_{I S_{i}}((a, v))$.
- $a \in\left(A_{i}\right)_{k e y}, S \subseteq\left(A_{i}\right)_{k e y} \Rightarrow \operatorname{const}(a, S)=\bigvee_{a^{\prime} \in S}\left(a, a^{\prime}\right) \in L_{I S_{i}}$;
$S E M_{I S_{i}}(\operatorname{const}(a, S))=\bigcup_{a^{\prime} \in S} S E M_{I S_{i}}\left(\left(a, a^{\prime}\right)\right)$.
The syntax and semantics of $L_{I S_{(i, j)}^{\ominus}}(1 \leq i, j \leq m)$ is expanded by the following
$a \in\left(A_{i}\right)_{k e y}, S \subseteq\left(A_{j}\right)_{k e y} \Rightarrow \operatorname{const}(a, S)=\bigvee_{a^{\prime} \in S}\left(a, a^{\prime}\right) \in L_{I S_{(i, j)}^{\ominus}} ;$
$S E M_{I S_{(i, j)}^{\ominus}}(\operatorname{const}(a, S))=\bigcup_{a^{\prime} \in S} S E M_{I S_{(i, j)}^{\Theta}}\left(\left(a, a^{\prime}\right)\right)$.
Finally, the syntax and semantics of $L_{I S_{\left(i, j_{1}, j_{2}, \ldots, j_{k}\right)}^{\Theta}}$ is expanded by the following
$a \in\left(A_{i}\right)_{k e y}, S=\bigcup_{1 \leq l \leq k} S_{j_{l}}, S_{j_{l}} \subseteq\left(A_{j_{l}}\right)_{\text {key }}(1 \leq l \leq k) \Rightarrow \operatorname{const}(a, S)=$ $\bigvee_{1 \leq l \leq k} \operatorname{const}\left(a, S_{j_{l}}\right) ; S E M_{I S_{\left(i, j_{1}, j_{2}, \ldots, j_{k}\right)}^{\Theta}}(\operatorname{const}(a, S))=\bigcup_{1 \leq l \leq k} S E M_{I S_{\left(i, j_{l}\right)}^{\Theta}}\left(\operatorname{const}\left(a, S_{j_{l}}\right)\right)$.

The set of allowed values/attributes for an attribute $a$ can be defined semantically. ${ }^{9}$

1. $S_{a}^{\#}=V_{a}$-constants (default for descriptive attributes);
2. $S_{a}=\left\{a^{\prime}\right.$ is a keyattribute : type $\left(a^{\prime}\right)=$ type $\left.(a)\right\}$-all attributes of the same type (default for key attributes);
3. $S_{a}^{+}=\left\{a^{\prime} \in \operatorname{attr}(p): a \in S_{a}\right\}$-attributes of the same type previously used in a pattern $p$;

[^33]4. $S_{a}^{-}=\left\{a^{\prime} \notin \operatorname{attr}(p): a \in S_{a}\right\}$-new attributes of the same type (i.e. not used in a pattern $p$ );

Example 7.7 1. Consider relation customer from Example 2.1 and constraints: const $(i d,\{i d\})$, const (age, $\left.\left\{v \geq 30: v \in V_{\text {age }}\right\}\right)$, const (income, $\left.\{3000\}^{c}\right)$.
All the allowed conditions are: (id,id), (age, 30), (age, 33), (age, 36), (income, $v$ ), where $v \in V_{\text {income }} \backslash\{3000\}$.
2. Consider relations $R_{1}=$ customer and $R_{2}=$ purchase and constraints: $\operatorname{const}\left(R_{1} . i d, S_{R_{1} . i d}^{-}\right)$, const $\left(R_{2} . c u s t \_i d, S_{R_{2} . c u s t \_i d}^{+}\right)$.
Before constructing a pattern we have $S_{R_{1} . i d}^{-}=\left\{R_{1} . i d, R_{2}\right.$. cust_id $\}, S_{R_{2} . \text { cust_id }}^{+}$ $=\emptyset$.
For the pattern ( $R_{1} . i d, R_{2}$. cust_id $)$ we obtain $S_{R_{1} . i d}^{-}=\left\{R_{1} . i d\right\}, S_{R_{2} . \text { cust_id }}^{+}=$ $\left\{R_{1} . i d, R_{2} . c u s t \_i d\right\}$.

### 7.4 The Methodology's Complexity

Firstly, the way of the construction of the search space is evaluated. The cost of the formation of all possible conditions based on which patterns are constructed is computed.
Given an information system $I S=(U, A)$, where $A=A_{\text {des }} \cup A_{\text {key }}$. Let $n=|A|$. Let also type ${ }_{I S}(a)=\left\{a^{\prime} \in A_{\text {key }}:\right.$ type $(a)=$ type $\left.\left(a^{\prime}\right)\right\}$ be the set of all key attributes from $I S$ with the same type as an attribute $a$.

1. We assume that the cost of the formation of the condition $(a, v)$, where attribute $a$ and value $v$ are given is 1 . The cost of the construction of all conditions for descriptive attributes is

$$
T_{1}(n)=\sum_{a \in A_{\text {des }}} \sum_{v \in V_{a}} 1 \leq\left|A_{\text {des }}\right| C \leq n C=O(n),
$$

where $C=\max \left\{\left|V_{a}\right|: a \in A_{\text {des }}\right\}$ is small and do not depend on the data size since we assume that the data is discretized.
2. We assume that the cost of the formation of the condition $\left(a, a^{\prime}\right)$, where attributes $a$ and $a^{\prime}$ are given is 1 . The cost of the construction of all conditions for key attributes is

$$
T_{2}(n)=\sum_{a \in A_{\text {key }}} \sum_{a^{\prime} \in t y p e_{I S}(a)} 1 \leq\left|A_{\text {key }}\right|\left(\left|A_{\text {key }}\right|-1\right) \leq n(n-1)=O\left(n^{2}\right)
$$

In a pessimistic case, we have type ${ }_{I S}(a)=A_{\text {key }} \backslash\{a\}$.
Given an information system $I S_{(i, j)}^{\Theta}=\bowtie_{\Theta}\left(I S_{i}, I S_{j}\right)$, where $I S_{i}=\left(U_{i}, A_{i}\right), I S_{j}=$ $\left(U_{j}, A_{j}\right)$. Let $n_{i}=\left|A_{i}\right|$ and $n_{j}=\left|A_{j}\right|$. Let also $\Theta_{a} \subseteq \Theta$ be the set of conditions constructed based on an attribute $a \in\left(A_{i}\right)_{\text {key }}$. The cost of the construction of all
relationship conditions for key attributes from $I S_{1}$ is

$$
T_{3}\left(n_{i}, n_{j}\right)=\sum_{a \in\left(A_{i}\right)_{k e y}} \sum_{\theta \in \Theta_{a}} 1 \leq\left|\left(A_{i}\right)_{k e y}\right| \max \left\{\left|\Theta_{a}\right|: a \in\left(A_{i}\right)_{k e y}\right\} \leq n_{i} n_{j}=O\left(n_{i} n_{j}\right)
$$

Given information system $I S_{(1,2, \ldots, m)}^{\Theta}$. Let $n_{i}=\left|A_{i}\right|$ for $i=1,2, \ldots, m$.
Let $I$ be a set of pairs of indexes of information systems to be joined by relationship conditions.
The cost of the construction of all relationship conditions for key attributes from $I S_{(1,2, \ldots, m)}^{\Theta}$ is

$$
\begin{gathered}
T_{4}\left(n_{1}, n_{2}, \ldots, n_{m}\right)=\sum_{(i, j) \in I} T_{3}\left(n_{i}, n_{j}\right) \leq \frac{m(m-1)}{2} n_{i}^{\max }\left(n_{j}^{\max }-1\right)= \\
C n_{i}^{\max }\left(n_{j}^{\max }-1\right)=O\left(n_{i}^{\max } n_{j}^{\max }\right),
\end{gathered}
$$

where $\forall_{n \in\left\{n_{1}, n_{2}, \ldots, n_{m}\right\}} n \leq n_{i}^{\max }, n_{j}^{\max }$ and $C=\frac{m(m-1)}{2}$ is the maximal number of pairs of systems to be joined. This value can be big; however it does not depend on the attribute set size and on the algorithm for search space construction since it is determined by the database structure. Therefore, we do not consider the number of information systems as the input data to the algorithm for search space construction. The cost of the construction of all conditions for attributes from $I S_{(1,2, \ldots, m)}^{\Theta}$ is

$$
\begin{gathered}
T_{5}\left(n_{1}, n_{2}, \ldots, n_{m}\right)=\sum_{i=1}^{m}\left(T_{1}\left(n_{i}\right)+T_{2}\left(n_{i}\right)\right)+T_{4}\left(n_{1}, n_{2}, \ldots, n_{m}\right) \leq m\left(T_{1}\left(n_{i}^{\text {max }}\right)+\right. \\
\left.T_{2}\left(n_{i}^{\max }\right)\right)+\frac{m(m-1)}{2} T_{3}\left(n_{i}^{\text {max }} n_{j}^{\max }\right)=O\left(n_{i}^{\max }\right)+O\left(\left(n_{i}^{\max }\right)^{2}\right)+O\left(n_{i}^{\max } n_{j}^{\max }\right)= \\
O\left(\left(n_{i}^{\max }\right)^{2}\right),
\end{gathered}
$$

where $\forall_{n \in\left\{n_{1}, n_{2}, \ldots, n_{m}\right\}} n \leq n_{i}^{\max }, n_{j}^{\max }$ and $n_{i}^{\max } \geq n_{j}^{\max }$.
Consider a typical relational database: (almost) all tables include descriptive attributes; the number of joins between any two tables is small (usually one join).

For any attribute $a \in A_{(m)}=\bigcup_{i=1}^{m} A_{i}$ from $I S_{(1,2, \ldots, m)}^{\Theta}=\bowtie_{\Theta}\left(I S_{1}, I S_{2}, \ldots, I S_{m}\right)$, where $I S_{i}=\left(U_{i}, A_{i}\right)$, we define its domain, denoted $\operatorname{Dom}(a)$, as the set of values or/and attributes which $a$ can take. We assume that $\underset{C \ll n a \in A_{(m)}}{\forall}|\operatorname{Dom}(a)| \leq C$.

The cost of the construction of all conditions for attributes from $I S$ is

$$
T_{1}^{\prime}(n)=\sum_{a \in A} \sum_{d \in \operatorname{Dom}(a)} 1 \leq|A| C \leq n C=O(n)
$$

The cost of the construction of all conditions for attributes from $I S_{(1,2, \ldots, m)}^{\Theta}$ is

$$
T_{5}^{\prime}\left(n_{1}, n_{2}, \ldots, n_{m}\right)=\sum_{i=1}^{m} T_{1}^{\prime}\left(n_{i}\right) \leq m T_{1}^{\prime}\left(n_{i}^{\max }\right)=O\left(n_{i}^{\max }\right),
$$

where $n_{i}^{\max }=\max \left\{n_{1}, n_{2}, \ldots, n_{m}\right\}$.
Now the way of the construction of patterns will be evaluated.
Let $|U|=n$, where $I S=(U, A)$ is an information system.

1. We assume that the cost of checking the condition $(a, v)$ for $o$, where attribute $a$, value $v$ and object $o$ are given, is 1 . The cost of checking a condition constructed based on a descriptive attribute is

$$
T_{6}(n)=\sum_{o \in U} 1=O(n) .
$$

2. The cost of checking a negated condition constructed based on a descriptive attribute (i.e. $\neg(a, v))$ is ${ }^{10}$

$$
T_{6}^{\prime}(n) \leq T_{6}(n)+2 n=O(n) .
$$

3. We assume that the cost of checking the condition $\left(a, a^{\prime}\right)$ for $o$, where attributes $a$ and $a^{\prime}$ and object $o$ are given, is 1 . The cost of checking a condition constructed based on an inner key attribute is

$$
T_{7}(n)=\sum_{o \in U} 1=O(n) .
$$

4. The cost of checking a negated condition constructed based on an inner key attribute (i.e. $\left.\neg\left(a, a^{\prime}\right)\right)$ is

$$
T_{7}^{\prime}(n) \leq T_{7}(n)+2 n=O(n) .
$$

Given an information system $I S_{(i, j)}^{\Theta}=\searrow_{\Theta}\left(I S_{i}, I S_{j}\right)$, where $I S_{i}=\left(U_{i}, A_{i}\right), I S_{j}=$ $\left(U_{j}, A_{j}\right)$ and $|\Theta|=l$. Let $n_{1}=\left|A_{i}\right|$ and $n_{2}=\left|A_{j}\right|$.
We assume that the cost of checking the condition $\left(a, a^{\prime}\right)$ for $o, o^{\prime}$, where attributes $a \in A_{i_{k e y}}$ and $a^{\prime} \in A_{j_{k e y}}$ and objects $o \in U_{i}, o^{\prime} \in U_{j}$ are given, is 1 .

[^34]The cost of checking a condition constructed based on an outer key attribute from $I S_{1}$ is

$$
\begin{aligned}
T_{8}\left(n_{1}, n_{2}\right)= & \sum_{\left(o, o^{\prime}\right) \in U_{1} \bowtie \bowtie_{\Theta} U_{2}} 1 \leq \operatorname{lmax}\left\{\left|S E M_{I S_{1 \wedge 2}}(\theta)\right|: \theta \in \Theta\right\} \leq \\
& \quad \max \left\{n_{1}, n_{2}\right\}=O\left(n_{i}^{\max }\right),
\end{aligned}
$$

where $n_{i}^{\max }=\max \left\{n_{1}, n_{2}\right\}$ corresponds the maximal number of pairs of objects produced by a left outer join between $U_{1}$ and $U_{2}$. In a pessimistic case, we have to scan all $l$ joins.

The cost of checking a condition constructed based on any attribute from $I S_{(1,2, \ldots, m)}^{\Theta}$ is

$$
T_{9}\left(n_{1}, n_{2}, \ldots, n_{m}\right) \leq O\left(n_{i}^{\max }\right),
$$

where $n_{i}^{\max }=\max \left\{n_{1}, n_{2}, \ldots, n_{m}\right\}$.
Let $\alpha$ be $k$-ary pattern. The cost of checking all conditions of $\alpha$ is

$$
T_{10}\left(n_{1}, n_{2}, \ldots, n_{m}\right) \leq k O\left(n_{i}^{\max }\right)=O\left(n_{i}^{\max }\right) .
$$

### 7.5 Conclusions

This chapter has developed a general methodology for relational upgrading a data mining framework defined in a granular computing environment. This environment makes it possible to analyze a given problem at different levels of granularity of relational data.

Unlike its predecessors, the introduced methodology uses not a relational but an (extended) attribute-value language to express data and patterns. Thanks to this, notions such as pattern generality and pattern refinement are unchanged, whereas the following notions are slightly changed: condition construction (except for descriptive conditions, relationship ones are allowed), pattern satisfiability (instead of an object from a single table, a tuple of objects from multiple tables is substituted into a pattern).

The crucial problem of relational data mining is a large search space for discovering patterns. In the approach, this is limited in two steps: by data model constraints (it guarantees that only valid relationships can be used to construct conditions), by an expert constraints (it guarantees that only conditions specific to a given problem can be used).

## Chapter 8 <br> Relation-Based Granules

### 8.1 Introduction

The compound information system (Chap. 6) can be directly mined or can be beforehand transformed into a granular form. The former facilitates the construction of patterns over many tables since the connection among tables are included in the system; however elementary granules that show objects sharing the same features are not contained. The latter, in turn, includes elementary granules (each associated with one table or with two tables to show the connection between them) but the construction of relational patterns over the description language requires granules to be defined so that each of them is associated with all tables under consideration.

To construct a relational data representation that is more coherent and useful for pattern discovery, relation-based granules are introduced in this study [42]. They are formed using relations that join relational information granules with their features. They are used to represent both data and patterns. Relation-based granules are more informative than the granules based on which they are constructed. They include information about how a given granule can alternatively be joined with another from a different information system. The relations used to represent data are fundamental components of patterns. Since the relations express basic features of objects, the process of the generation of patterns can be sped up. Furthermore, the structure of relation-based granules facilities the formation of more advanced conditions. They correspond to those that can be formed by using aggregation functions in relational databases. Therefore, patterns constructed based on such relations show richer knowledge than standard relational patterns.

The remaining of the chapter is organized as follows. Section 8.2 expands the description languages by defining relation-based granules. Section 8.3 shows how relation-based granules can be used for representing both the relational data and patterns. Section 8.4 evaluates the approach's complexity. Section 8.5 provides concluding remarks.

### 8.2 Construction of Relation-Based Granules

This section introduces an expansion of the description languages by defining relation-based granules. To distinguish them from those defined in the previous section, we will call the latter formula-based granules.

A relation is constructed based on a formula to show not only the objects that satisfy the formula but also the values of attributes that characterize the objects. More precisely, attribute values and an object are in the relation if and only if the object satisfies the formula constructed based on the attribute values. Granules constructed based on the relations include also their characteristics. This information makes it easy to join granules from different universes.

Let $\operatorname{attr}(\alpha)$ denote the set of all attributes used in a formula $\alpha$.
Definition 8.1 ( $\varepsilon$-relation) Let $I S_{(m)}$ be a compound information system. A formulabased relation, called $\varepsilon$-relation, is a relation defined by a formula $\alpha \in L_{I S_{(n)}}$, denoted by $\varepsilon_{\alpha}$, with the schema $\varepsilon_{\alpha}\left(a_{1}, \ldots, a_{k}\right)$, where $\operatorname{attr}(\alpha) \subset\left\{a_{1}, \ldots, a_{k}\right\}$ and $\left\{a_{1}, \ldots, a_{k}\right\} \backslash \operatorname{attr}(\alpha)$ consists of key attributes.
Only formulas that express non-negative conditions will be considered in this study.

### 8.2.1 Information System

Formula-based relations for an information system $I S$ are defined as follows. Let $L_{I S}^{\star}$ denote an expanded language $L_{I S}$.

Definition 8.2 (Syntax and semantics of $L_{I S}^{\star}$ ) The syntax and semantics of a language $L_{I S}^{\star}$ are those of $L_{I S}$ expanded recursively by

1. $(a, v) \in L_{I S} \Rightarrow \varepsilon_{(a, v)} \in L_{I S}^{\star}$ and $\operatorname{SEM}_{I S}\left(\varepsilon_{(a, v)}\right)=\{v\} \times \operatorname{SEM}_{I S}(a, v)$;
2. $(a, v),\left(a^{\prime}, v^{\prime}\right) \in L_{I S}, a \neq a^{\prime} \Rightarrow \varepsilon_{(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)} \in L_{I S}^{\star}$ and $\operatorname{SEM}_{I S}\left(\varepsilon_{(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)}\right)=$ $\{v\} \times\left\{v^{\prime}\right\} \times \operatorname{SEM}_{I S}\left((a, v) \wedge\left(a^{\prime}, v^{\prime}\right)\right)^{1} ;$
3. $\bigvee_{v \in V_{a}}(a, v) \in L_{I S} \Rightarrow(a, \cdot)=\bigvee_{v \in V_{a}}(a, v) \in L_{I S}^{\star}$ and $\operatorname{SEM}_{I S}(a, \cdot)=\bigcup_{v \in V_{a}}$ $\operatorname{SEM}_{I S}(a, v)$;
4. $(a, \cdot) \in L_{I S}^{\star} \Rightarrow \varepsilon_{(a, \cdot)} \in L_{I S}^{\star}$ and $\operatorname{SEM}_{I S}\left(\varepsilon_{(a, \cdot)}\right)=\bigcup_{v \in V_{a}} \operatorname{SEM}_{I S}\left(\varepsilon_{(a, v)}\right)$;
5. $(a, \cdot),\left(a^{\prime}, v^{\prime}\right) \in L_{I S}^{\star} \Rightarrow \varepsilon_{(a, \cdot) \wedge\left(a^{\prime}, v^{\prime}\right)} \in L_{I S}^{\star}$ and $\operatorname{SEM}_{I S}\left(\varepsilon_{(a, \cdot) \wedge\left(a^{\prime}, v^{\prime}\right)}\right)=\bigcup_{v \in V_{a}}$ $\operatorname{SEM}_{I S}\left(\varepsilon_{(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)}\right) ;$
6. $(a, v),\left(a^{\prime}, \cdot\right) \in L_{I S}^{\star} \Rightarrow \varepsilon_{(a, v) \wedge\left(a^{\prime}, \cdot\right)} \in L_{I S}^{\star}$ and $\operatorname{SEM}_{I S}\left(\varepsilon_{(a, v) \wedge\left(a^{\prime}, \cdot\right)}\right)=\bigcup_{v^{\prime} \in V_{a^{\prime}}}$ $\operatorname{SEM}_{I S}\left(\varepsilon_{(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)}\right) ;$
7. $(a, \cdot),\left(a^{\prime}, \cdot\right) \in L_{I S}^{\star} \Rightarrow \varepsilon_{(a, \cdot) \wedge\left(a^{\prime}, \cdot\right)} \in L_{I S}^{\star}$ and $\operatorname{SEM}_{I S}\left(\varepsilon_{(a, \cdot) \wedge\left(a^{\prime}, \cdot\right)}\right)=\bigcup_{v \in V_{a}}$ $\operatorname{SEM}_{I S}\left(\varepsilon_{(a, v) \wedge\left(a^{\prime}, \cdot\right)}\right)=\bigcup_{v^{\prime} \in V_{a^{\prime}}} \operatorname{SEM}_{I S}\left(\varepsilon_{(a, \cdot) \wedge\left(a^{\prime}, v^{\prime}\right)}\right)$.
[^35]Compared with the semantics of formulas, that of the relations provides also information about features the objects share. Furthermore, the relations make it possible to show features of all objects at once (i.e. relations with descriptors of the form $(a, \cdot)$ ).

The pair $\left(\varepsilon_{\alpha}, \operatorname{SEM}\left(\varepsilon_{\alpha}\right)\right)$ is viewed as a granule constructed based on the granule $(\alpha, \operatorname{SEM}(\alpha))$.

Example 8.1 Given the information system $I S=(U, A)$ constructed based on relation $R=$ customer from Example 2.1.
Consider formulas $\alpha_{1}=\left(\right.$ age, 30), $\alpha_{2}=$ (income, 1800), $\alpha_{3}=$ (age, $\cdot$ ), $\alpha_{4}=$ (income, $\cdot) \in L_{I S}^{\star}$ and the relations with the schemas $\varepsilon_{\alpha_{1}}$ (age, id), $\varepsilon_{\alpha_{2}}$ (income, id), $\varepsilon_{\alpha_{3}}($ age, id $), \varepsilon_{\alpha_{4}}($ income, id $)$. The semantics are $\operatorname{SEM}_{I S}\left(\varepsilon_{\alpha_{1}}\right)=\{30\} \times\{3,4\}$, $\operatorname{SEM}_{I S}\left(\varepsilon_{\alpha_{2}}\right)=\{1800\} \times\{3,4,7\}$, $\operatorname{SEM}_{I S}\left(\varepsilon_{\alpha_{3}}\right)=\bigcup\{\{30\} \times\{3,4\},\{33\} \times\{2,7\},\{26\} \times\{5\},\{29\} \times\{6\}\}$, $\operatorname{SEM}_{I S}\left(\varepsilon_{\alpha_{4}}\right)=\bigcup\{\{1500\} \times\{1\},\{1800\} \times\{3,4,7\},\{2500\} \times\{2,5\},\{3000\} \times\{6\}\}$. We join the formulas and thereby obtain the following relations with the schemas $\varepsilon_{\alpha_{1} \wedge \alpha_{2}}$ (age, income, id), $\varepsilon_{\alpha_{3} \wedge \alpha_{2}}$ (age, income, id), $\varepsilon_{\alpha_{1} \wedge \alpha_{4}}$ (age, income, id), $\varepsilon_{\alpha_{3} \wedge \alpha_{4}}($ age , income, id $)$. The semantics are $\operatorname{SEM}_{I S}\left(\varepsilon_{\alpha_{1} \wedge \alpha_{2}}\right)=\{30\} \times\{1800\} \times$ $\{3,4\},{ }^{2} \operatorname{SEM}_{I S}\left(\varepsilon_{\alpha_{3} \wedge \alpha_{2}}\right)=\bigcup\{\{30\} \times\{1800\} \times\{3,4\}\}, \operatorname{SEM}_{I S}\left(\varepsilon_{\alpha_{1} \wedge \alpha_{4}}\right)=\bigcup\{\{30\} \times$ $\{1800\} \times\{3,4\}\}, \operatorname{SEM}_{I S}\left(\varepsilon_{\alpha_{3} \wedge \alpha_{4}}\right)=\bigcup\{\{36\} \times\{1500\} \times\{1\},\{30\} \times\{1800\} \times\{3,4\}$, $\{33\} \times\{2500\} \times\{2\},\{26\} \times\{2500\} \times\{5\},\{29\} \times\{3000\} \times\{6\},\{33\} \times\{1800\} \times\{7\}\}$. Each granule constructed based on the above relations shows not only some customers but also features they share, e.g. the granule $\left(\varepsilon_{\alpha_{3} \wedge \alpha_{4}}, S E M_{I S}\left(\varepsilon_{\alpha_{3} \wedge \alpha_{4}}\right)\right)$ shows for each group of customers their ages and incomes.

### 8.2.2 Compound Information System

Since objects are referenced by their identifiers, the following simplification will be used. Let $I S=(U, A)$ be an information system constructed based on relation $R\left(i d, a_{i}, \ldots, a_{k}\right)$. We assume that $v \in U \equiv v \in V_{i d} \wedge \underset{x \in U}{\exists} i d(x)=v$. An analogous assumption is made for a compound information system.

Formula-based relations for a compound information system $I S_{(i, j)}$ are defined as follows.

Definition 8.3 (Syntax and semantics of $L_{I S_{(i, j)}}$ ) The syntax and semantics of a language $L_{I S_{(i, j)}}^{\star}$ are those of $L_{I S_{(i, j)}}$ expanded recursively by those of $L_{I S_{1}}^{\star}$ and $L_{I S_{2}}^{\star}$, and by

[^36]1. $(a, v) \in L_{I S_{i}}^{\star},\left(a^{\prime}, v^{\prime}\right) \in L_{I S_{j}}^{\star}, v^{\prime} \in \operatorname{SEM}_{I S_{i}}(a, v) \Rightarrow \varepsilon_{(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)} \in L_{I S_{(, j)}}^{\star}$ and $\operatorname{SEM}_{I S_{(i, j)}}\left(\varepsilon_{(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)}\right)=\{v\} \times\left\{v^{\prime}\right\} \times \operatorname{SEM}_{I S_{j}}\left(a^{\prime}, v^{\prime}\right) ;$
2. $(a, v) \in L_{I S_{i}}^{\star},\left(a^{\prime}, v^{\prime}\right) \in L_{I S_{j}}^{\star}, v \in \operatorname{SEM}_{I S_{j}}\left(a^{\prime}, v^{\prime}\right) \Rightarrow \varepsilon_{(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)} \in L_{I S_{(i, j)}}^{\star}$ and $\operatorname{SEM}_{I S_{(i, j)}}\left(\varepsilon_{(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)}\right)=\{v\} \times \operatorname{SEM}_{I S_{i}}(a, v) \times\left\{v^{\prime}\right\} ;$
3. $(a, v) \in L_{I S_{i}}^{\star},\left(a^{\prime}, v^{\prime}\right) \in L_{I S_{j}}^{\star}, v=v^{\prime} \Rightarrow \varepsilon_{(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)} \in L_{I S_{(i, j)}}^{\star}$ and $S E M_{I S_{(i, j)}}$ $\left(\varepsilon_{(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)}\right)=\{v\} \times \operatorname{SEM}_{I S_{i}}(a, v) \times \operatorname{SEM}_{I S_{i}}\left(a^{\prime}, v^{\prime}\right)=\left\{v^{\prime}\right\} \times \operatorname{SEM}_{I S_{i}}(a, v) \times$ $S E M_{I S_{i}}\left(a^{\prime}, v^{\prime}\right)^{3} ;$
4. $(a, \cdot) \in L_{I S_{i}}^{\star},\left(a^{\prime}, v^{\prime}\right) \in L_{I S_{j}}^{\star} \Rightarrow \varepsilon_{(a, \cdot) \wedge\left(a^{\prime}, v^{\prime}\right)} \in L_{I S_{(i, j)}}^{\star}$ and $\operatorname{SEM}_{I S_{(i, j)}}$ $\left(\varepsilon_{(a,) \wedge\left(a^{\prime}, v^{\prime}\right)}\right)=\bigcup_{v \in V_{a}} \operatorname{SEM}_{I S_{(i, j)}}\left(\varepsilon_{(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)}\right) ;$
5. $(a, v) \in L_{I S_{i}},\left(a^{\prime}, \cdot\right) \in L_{I S_{j}}^{\star} \Rightarrow \varepsilon_{(a, v) \wedge\left(a^{\prime}, \cdot\right)} \in L_{I S_{(i, j)}}^{\star}$ and $\operatorname{SEM}_{I S_{(i, j)}}\left(\varepsilon_{(a, v) \wedge\left(a^{\prime}, \cdot\right)}\right)=$ $\bigcup_{v^{\prime} \in V_{a^{\prime}}} \operatorname{SEM}_{I S_{(i, j)}}\left(\varepsilon_{(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)}\right)$;
6. $(a, \cdot) \in L_{I S_{i}}^{\star},\left(a^{\prime}, \cdot\right) \in L_{I S_{j}}^{\star} \Rightarrow \varepsilon_{(a, \cdot) \wedge\left(a^{\prime}, \cdot\right)} \in L_{I S_{(i, j)}}^{\star}$ and $\operatorname{SEM}_{I S_{(i, j)}}\left(\varepsilon_{(a, \cdot) \wedge\left(a^{\prime}, \cdot\right)}\right)=$ $\bigcup_{v \in V_{a}} \operatorname{SEM}_{(i, j)}\left(\varepsilon_{(a, v) \wedge\left(a^{\prime}, \cdot\right)}\right)=\bigcup_{v^{\prime} \in V_{a^{\prime}}} \operatorname{SEM}_{(i, j)}\left(\varepsilon_{(a, \cdot) \wedge\left(a^{\prime}, v^{\prime}\right)}\right)$;
7. $\alpha \in L_{I S_{l}}^{\star} \Rightarrow \varepsilon_{\alpha} \in L_{I S_{(i, j)}}^{\star}$ and $\operatorname{SEM}_{I S_{(i, j)}}\left(\varepsilon_{\alpha}\right)=\operatorname{SEM}_{I S_{l}}\left(\varepsilon_{\alpha}\right)$, where $l=i, j$.

The semantics of the relations defined above show pairs of objects from different universes along with their features. Relations that include a descriptor of the form $(a, \cdot)$ makes it easy to join objects from different universes.
Example 8.2 Given the information system $I S_{(1,2)}=\times\left(I S_{1}, I S_{2}\right)$, where $I S_{1}$ and $I S_{2}$ are constructed respectively based on relations $R_{1}=$ customer and $R_{2}=$ purchase from Example 2.1.
Let $\alpha_{1}=\left(\right.$ age, 30), $\alpha_{2}=($ cust_id, $\cdot), \alpha_{3}=($ date,$\cdot) \in L_{I S_{(1,2)}}^{\star}$. We consider the following relations with the schemas $\varepsilon_{\alpha_{1} \wedge \alpha_{2}}$ (age, cust_id, $\left.R_{2} . i d\right)$,
$\varepsilon_{\alpha_{2} \wedge \alpha_{3}}$ (cust_id, date, $R_{2}$.id), $\varepsilon_{\alpha_{1} \wedge \alpha_{2} \wedge \alpha_{3}}$ (age, cust_id, date, $R_{2}$.id). The semantics are $\operatorname{SEM}_{I S_{(1,2)}}\left(\varepsilon_{\alpha_{1} \wedge \alpha_{2}}\right)=\bigcup\{\{30\} \times\{3\} \times\{8\},\{30\} \times\{4\} \times\{5,6\}\}$,
$\operatorname{SEM}_{\left.I S_{(1,2)}\right)}\left(\varepsilon_{\alpha_{2} \wedge \alpha_{3}}\right)=\bigcup\{\{1\} \times\{24 / 06\} \times\{1,2\},\{2\} \times\{25 / 06\} \times\{3\},\{2\} \times$
$\{26 / 06\} \times\{4\},\{3\} \times\{27 / 06\} \times\{8\},\{4\} \times\{26 / 06\} \times\{5,6\},\{6\} \times\{27 / 06\} \times$ $\{7\}\}, \operatorname{SEM}_{I S_{(1,2)}}\left(\varepsilon_{\alpha_{1} \wedge \alpha_{2} \wedge \alpha_{3}}\right)=\bigcup\{\{30\} \times\{3\} \times\{27 / 06\} \times\{8\},\{30\} \times\{4\} \times$ $\{26 / 06\} \times\{5,6\}\}$.
Each granule constructed based on the above relations shows some customers and their purchases, and also features of at least one of both, e.g. the granule $\left(\varepsilon_{\alpha_{1} \wedge \alpha_{2} \wedge \alpha_{3}}, S E M_{I S}\left(\varepsilon_{\alpha_{1} \wedge \alpha_{2} \wedge \alpha_{3}}\right)\right)$ shows customers, their ages, their purchases and the purchase dates.
To illustrate case 3 of Definition 8.3 we consider also an information system $I S_{3}$ constructed based on relation $R_{3}=$ married_to.
Let $\alpha_{4}=\left(\right.$ cust_id $\left._{-} \cdot\right) \wedge\left(\left(\right.\right.$ cust_id $\left._{1}, \cdot\right) \vee\left(\right.$ cust_id $\left.\left._{2}, \cdot\right)\right) \in L_{I S_{(2,3)}}^{\star}$. We have the following relation with the schema $\varepsilon_{\alpha_{4}}$ (cust_id, $R_{2} . i d, R_{3}$.cust_id). ${ }^{4}$ The semantics is
$\operatorname{SEM}_{I S_{(2,3)}}\left(\varepsilon_{\alpha_{4}}\right)=\bigcup\{\{1\} \times\{1,2\} \times\{1\},\{4\} \times\{5,6\} \times\{2\},\{6\} \times\{7\} \times\{3\},\{3\} \times$ $\{8\} \times\{3\}\}$.

[^37]Formula-based relations for a compound information system $I S_{(m)}=\times\left(I S_{1}\right.$, $I S_{2}, \ldots, I S_{m}$ ), where $m>2$, are defined analogously to Definition 8.3.

### 8.3 Relational Data and Patterns Represented by Relation-Based Granules

This section shows how relation-based granules can be used for representing both the relational data and patterns.

### 8.3.1 Relational Data Representation

Definition 8.4 (Relational data representation) An information system $I S=(U, A)$ is represented by a relation $\varepsilon_{I S}=\left(\varepsilon_{(a, \cdot)}: a \in A\right)$.
A database defined by relations $R_{1}, R_{2}, \ldots, R_{m}$ (each $R_{i}$ corresponds to $I S_{i}=$ $\left.\left(U_{i}, A_{i}\right)\right)$ is represented by the set $\left\{\varepsilon_{I S_{1}}, \varepsilon_{I S_{2}}, \ldots \varepsilon_{I S_{m}}\right\}$.

To make the data representation more compact, one can omit the relations constructed based on the identifiers since they are included in other relations.

Example 8.3 Let $R_{1}=$ customer, $R_{2}=$ purchase, $R_{3}=$ product, $R_{4}=$ married_to (Example 2.1). The database is represented by the set $\left\{\varepsilon_{I S_{1}}, \varepsilon_{I S_{2}}, \varepsilon_{I S_{3}}\right.$, $\left.\varepsilon_{I S_{4}}\right\}$, where

- $\varepsilon_{I S_{1}}=\left\{\varepsilon_{(\text {name }, \cdot)}, \varepsilon_{(\text {age,. })}, \varepsilon_{(\text {gender }, \cdot)}, \varepsilon_{(\text {income. },)}, \varepsilon_{(\text {class..) }}\right\}$ :
$S E M_{I S_{1}}\left(\varepsilon_{(\text {name }, \cdot)}\right)=\bigcup\{\{A S\} \times\{1\},\{T J\} \times\{2\},\{A T\} \times\{3\},\{S C\} \times\{4\},\{E S\} \times$ $\{5\},\{J C\} \times\{6\},\{M T\} \times\{7\}\}, S E M_{I S_{1}}\left(\varepsilon_{(\text {age,. })}\right)=\bigcup\{\{30\} \times\{1,3,4,7\},\{33\} \times\{2\}$, $\{26\} \times\{5\},\{29\} \times\{6\}\}, S E M_{I S_{1}}\left(\varepsilon_{(\text {gender }, \cdot)}\right)=\bigcup\{\{m\} \times\{1,6,7\},\{f\} \times\{2,3,4,5\}\}$,
$S E M_{I S_{1}}\left(\varepsilon_{(\text {income, })}\right)=\bigcup\{\{1500\} \times\{1\},\{1800\} \times\{3,4,7\},\{2500\} \times\{2,5\},\{3000\} \times$ $\{6\}\}, S E M_{I S_{1}}\left(\varepsilon_{(\text {class. },}\right)=\bigcup\{\{y e s\} \times\{1,2,4,5,6\},\{n o\} \times\{3,7\}\}$.
- $\varepsilon_{I S_{2}}=\left\{\varepsilon_{(\text {cust_id,.) }}, \varepsilon_{(\text {prod_id,.) }}, \varepsilon_{(\text {amount }, \cdot)}, \varepsilon_{(\text {date, },)}\right\} \quad: \quad \operatorname{SEM}_{I S_{2}}\left(\varepsilon_{(\text {cust_id,.) }}\right)=$ $\bigcup\{\{1\} \times\{1,2\},\{2\} \times\{3,4\},\{4\} \times\{5,6\},\{5\} \times\{7\},\{6\} \times\{8\}\}$, SEM $_{I S_{2}}$ $\left(\varepsilon_{(\text {prod_id., })}\right)=\bigcup\{\{1\} \times\{1,3\},\{3\} \times\{2,4\},\{6\} \times\{5\},\{2\} \times\{6\},\{5\} \times\{7\},\{4\} \times$ $\{8\}\}, S_{I S M_{2}}\left(\varepsilon_{(\text {amount }, \cdot)}\right)=\bigcup\{\{1\} \times\{1,3,4,5,6\},\{2\} \times\{2,7\},\{3\} \times\{6\}\}$, $S E M_{I S_{2}}\left(\varepsilon_{(\text {date, } \cdot)}\right)=\bigcup\{\{24 / 6\} \times\{1,2\},\{25 / 06\} \times\{3\},\{26 / 06\} \times\{4,5,6\}$, $\{27 / 06\} \times\{7,8\}\}$.
- $\varepsilon_{I S_{3}}=\left\{\varepsilon_{(\text {name,.) }}, \varepsilon_{(\text {price, },)}\right\}$ :
$S E M_{I S_{3}}\left(\varepsilon_{(\text {name }, \cdot)}\right)=\bigcup\{\{$ bread $\} \times\{1\},\{$ butter $\} \times\{2\},\{$ milk $\} \times\{3\},\{($ tea $\} \times$ $\{4\},\{$ coffee $\} \times\{5\},\{$ cigarettes $\} \times\{6\}\}$, SEM $_{I S_{3}}\left(\varepsilon_{(\text {price }, \cdot)}\right)=\bigcup\{\{2.00\} \times\{1\},\{3.50\} \times$ $\{2\},\{2.50\} \times\{3\},\{5.00\} \times\{4\},\{6.00\} \times\{5\},\{6.5\} \times\{6\}\}$.
- $\varepsilon_{I S_{4}}=\left\{\varepsilon_{\left(\text {cust_id }_{-}, \cdot\right)}, \varepsilon_{(\text {cust_id }}^{1, \cdot)},\right\}$ :
$\left.S E M_{I S_{4}}\left(\varepsilon_{(\text {cust_id }, \cdot)}\right)=\bigcup\{\{5\} \times\{1\},\{6\} \times\{2\},\{3\} \times\{3\}\}, \operatorname{SEM}_{I S_{4}}\left(\varepsilon_{(\text {cust_id }}, \cdot\right)\right)=$ $\bigcup\{\{1\} \times\{1\},\{4\} \times\{2\},\{7\} \times\{3\}\}$.

The connections among particular information systems are nor explicitly shown, however the granular representation includes information about how given systems can alternatively be joined. More formally.
Definition 8.5 (Joinability of relations) Let $I S_{i}$ and $I S_{j}$ be information systems. Relations $\varepsilon_{(a, \cdot)} \in L_{I S_{i}}^{\star}$ and $\varepsilon_{\left(a^{\prime}, \cdot\right)} \in L_{I S_{j}}^{\star}$ are joinable if and only if $\varepsilon_{(a, \cdot) \wedge\left(a^{\prime}, \cdot\right)} \in L_{I S_{(i, j)}}^{\star}$.

### 8.3.2 Relational Patterns Representation

To distinguish patterns constructed based on relations from those constructed based on formulas, we will call the former $\varepsilon$-relation based patterns ( $\varepsilon$-patterns, in short). Let $D\left(\varepsilon_{\alpha}\right)$ and $D_{a}\left(\varepsilon_{\alpha}\right)$ denote, respectively, the domain of an $\varepsilon$-relation $\varepsilon_{\alpha}$ and the domain related to an attribute $a \in \operatorname{attr}\left(\varepsilon_{\alpha}\right) .{ }^{5}$

Let $I S_{(m)}=\times\left(I S_{1}, I S_{2}, \ldots, I S_{m}\right)$ be a compound information system where each $I S_{i}=\left(U_{i}, A_{i}\right)$ is constructed based on a relation $R_{i}$.

### 8.3.2.1 Frequent Patterns

Frequent patterns are defined using $\varepsilon$-relation as follows.

## Definition 8.6 ( $\varepsilon$-frequent pattern)

1. An $\varepsilon$-pattern in $I S_{(m)}$ is a relation $\varepsilon_{\alpha} \in L_{I S_{(m)}}^{\star}$ such that $\alpha \in L_{I S_{(m)}}^{\star}$ is a pattern. ${ }^{6}$
2. The frequency of $\alpha$ is $\operatorname{freq}_{I S_{(n)}}\left(\varepsilon_{\alpha}\right)=\frac{\left|S E M_{I_{(m)}}\left(\varepsilon_{\alpha}\right)\right|}{\left|D\left(\varepsilon_{\alpha}\right)\right|}$.
3. The frequency of $\varepsilon_{\alpha}$ with respect to a domain $D_{a}\left(\varepsilon_{\alpha}\right)$ is $f r e q_{I S_{(m)}}^{\pi_{a}}\left(\varepsilon_{\alpha}\right)=\frac{\left|S E M_{M_{(m)}}^{T_{a}}\left(\varepsilon_{\alpha}\right)\right|}{\left|D_{a}\left(\varepsilon_{\alpha}\right)\right|}$. The above definition is a generalization of Definition 7.1. More formally.
Proposition 8.1 Let $\varepsilon_{\alpha} \in L_{I S_{(m)}}^{\star}$ be an $\varepsilon$-pattern. If there exist $1 \leq i \leq m$ and $a \in \operatorname{attr}\left(\varepsilon_{\alpha}\right)$ such that $U_{i}=D_{a}\left(\varepsilon_{\alpha}\right)$, then freq $q_{I S_{(n)}}^{\pi_{i}}(\alpha)=$ freq $_{I S_{(n)}}^{\pi_{a}}\left(\varepsilon_{\alpha}\right) .{ }^{7}$
Definition 8.7 (Frequency of $\varepsilon$-pattern under threshold) Let $\varepsilon_{\alpha} \in L_{I S_{(n)}}^{\star}$ be an $\varepsilon$ pattern. The frequency of $\varepsilon_{\alpha}$ with respect to a domain $D_{a}\left(\varepsilon_{\alpha}\right)$ under a threshold $t \in[0,1]$ imposed on a domain $D_{a^{\prime}}\left(\varepsilon_{\alpha}\right)\left(a \neq a^{\prime}\right)$ is defined as

$$
\operatorname{freq}_{I S_{(m)}}^{\pi_{a}}\left(\varepsilon_{\alpha}, t^{a^{\prime}, \#}\right)=\frac{\left|\left\{v \in D_{a}\left(\varepsilon_{\alpha}\right): \operatorname{freq}_{I S_{(m)}}^{\sigma_{a=v, \pi_{\alpha^{\prime}}}}\left(\varepsilon_{\alpha}\right) \# t\right\}\right|}{\left|D_{a}\left(\varepsilon_{\alpha}\right)\right|},
$$

where $\# \in\{=, \neq,<, \leq,>, \geq\}$ and freq $_{I S S_{(n)}}^{\sigma_{a=v, \pi_{a^{\prime}}}}\left(\varepsilon_{\alpha}\right)=\frac{\left|S E M_{\left|S_{(m)}\right|}^{\sigma_{a v}, \pi_{a^{\prime}}}\left(\varepsilon_{\alpha}\right)\right|}{\left|D_{a}\left(\varepsilon_{\alpha}\right)\right|} .{ }^{8}$

[^38]The above definition is a generalization of the pattern's frequency from Definition 8.6. More formally.

Proposition 8.2 Let $\varepsilon_{\alpha} \in L_{I S_{(m)}}^{\star}$ be any $\varepsilon$-pattern. The following holds $\underset{a, a^{\prime} \in \operatorname{atr}\left(\varepsilon_{\alpha}\right), a \neq a^{\prime}}{\forall}$ freq $_{I S}^{\pi_{a(m)}}\left(\varepsilon_{\alpha}\right)=\operatorname{freq}_{I S_{(m)}}^{\pi_{a}}\left(\varepsilon_{\alpha}, t^{a^{\prime}, \geq}\right)$, where $t=1 /\left|D_{a}\left(\varepsilon_{\alpha}\right)\right|$.

Based on one $\varepsilon$-pattern, we can acquire knowledge regarding more than one standard pattern.

Example 8.4 1. Let $I S$ be the information system constructed based on relation customer from Example 2.1. Consider formula $\alpha_{1}=($ age, 30$) \wedge($ gender $) \in L_{I S}^{\star}$ and the relation $\varepsilon_{\alpha_{1}}$ with the schema $\varepsilon_{\alpha_{1}}$ (age, gender, id).
The semantics of $\varepsilon_{\alpha}$ is $S E M_{I S}\left(\varepsilon_{\alpha_{1}}\right)=\bigcup\{\{33\} \times\{$ female $\} \times\{2\},\{30\} \times\{$ female $\} \times$ $\{3,4\},\{26\} \times\{$ female $\} \times\{5\},\{29\} \times\{$ female $\} \times\{6\}$.
We can acquire the following knowledge from $\varepsilon_{\alpha_{1}}$.
a. How often are customers females?
$\operatorname{freq}_{I S_{1}}\left(\varepsilon_{\alpha_{1}}\right)=\frac{\left|S E M_{I S_{1}}\left(\varepsilon_{\alpha_{1}}\right)\right|}{\left|D\left(\varepsilon_{\alpha_{1}}\right)\right|}=4 / 7$.
b. How often ages are associated with females?

$$
\operatorname{freq}_{I S_{1}}^{\pi_{a g e}}\left(\varepsilon_{\alpha_{1}}\right)=\frac{\left|S E M_{I S_{1}}^{\tau_{\text {age }}}\left(\varepsilon_{\left.\alpha_{1}\right)}\right)\right|}{\left|D_{a g e}\left(\varepsilon_{\alpha_{1}}\right)\right|}=3 / 4 .
$$

2. Let $I S_{(3)}=\times\left(I S_{1}, I S_{2}, I S_{3}\right)$ be the compound information system, where $I S_{1}, I S_{2}$, and $I S_{3}$ are constructed based on relations $R_{1}=$ customer, $R_{2}=$ purchase, and $R_{3}=$ product, respectively. Consider formula $\alpha_{2}=$ $($ cust_id, $\cdot) \wedge($ prod_id, $\cdot) \in L_{I S_{(3)}}^{\star}$ and the relation $\varepsilon_{\alpha_{2}}$ with the schema $\varepsilon_{\alpha_{2}}\left(R_{1} . i d\right.$, $\left.R_{3} . i d, R_{2} . i d\right)$.
The semantics of $\varepsilon_{\alpha_{2}}$ is $S E M_{I S_{(3)}}\left(\varepsilon_{\alpha}\right)=\bigcup\{\{1\} \times\{1\} \times\{1\},\{1\} \times\{3\} \times\{2\},\{2\} \times$ $\{1\} \times\{3\},\{2\} \times\{3\} \times\{4\},\{4\} \times\{6\} \times\{5\},\{4\} \times\{2\} \times\{6\},\{5\} \times\{5\} \times\{7\},\{6\} \times$ $\{4\} \times\{8\}\}$.
We can acquire the following knowledge from $\varepsilon_{\alpha_{2}}$.
a. How often do customers purchase products?

$$
\operatorname{freq}_{I S_{(3)}}^{\pi_{i d_{1}}}\left(\varepsilon_{\alpha_{2}}\right)=\frac{\mid \text { SEM }_{I S_{(3)}}^{T_{i d_{1}}}\left(\varepsilon_{\alpha_{2}}\right) \mid}{\left|U_{1}\right|}=\frac{|\{1,2,4,5,6\}|}{\mid\left\{I_{i, \ldots,}, 7| |\right.}=5 / 7 .{ }^{9}
$$

b. How often are products purchased by customers?
$\operatorname{freq}_{I S_{(3)}}^{\pi_{i d_{3}}}\left(\varepsilon_{\alpha_{2}}\right)=\frac{\left|S E M_{I S_{(3)}}^{\pi_{i d_{3}}}\left(\varepsilon_{\alpha_{2}}\right)\right|}{\left|U_{3}\right|}=\frac{|\{1, \ldots, 6\}|}{|\{1, \ldots, 6\}|}=1$.
c. How often do customers purchase at least two products $\left(t_{1}=1 / 3\right)$ ?
freq $q_{I S_{(3)}}^{\pi_{i d_{1}}}\left(\varepsilon_{\alpha_{2}}, t_{1}^{i d_{3}, \geq}\right)=\frac{\mid\left\{x \in U_{1}: \text { freq }_{I S_{(3)}}^{\sigma_{i d_{1}=x}, \pi_{i d_{3}}}\left(\varepsilon_{\alpha_{2}}\right) \geq t_{1}\right\} \mid}{\left|U_{1}\right|}=\frac{|\{1,2,4\}|}{|\{1, \ldots, 7\}|}=3 / 7$.
$\operatorname{freq}_{I S_{(3)}}^{\pi_{i d_{1}}}\left(\varepsilon_{\alpha_{2}}, t_{1}^{i d_{3}, \geq}\right)=\frac{\mid\left\{x \in U_{1}: \operatorname{freq}_{\left[S_{(3)}\right.}^{\sigma_{i l_{1}=x}, \pi_{i i_{3}}}\left(\varepsilon_{\left.\left.\alpha_{\alpha_{2}}\right) \geq t_{1}\right\} \mid}\right.\right.}{\left|U_{1}\right|}=\frac{|\{1,2,4\}|}{|\{1, \ldots, 7\}|}=3 / 7$.
To compute the numerator we perform for each object from $U_{1}$ the following operations (shown for the first object): $\operatorname{SEM}_{I S_{(3)}}^{\sigma_{i d_{1}=1}}\left(\varepsilon_{\alpha_{2}}\right)=\bigcup\{\{1\} \times\{1\} \times$

[^39]$\{1\},\{1\} \times\{3\} \times\{2\}\}, \operatorname{SEM}_{I S_{(3)}}^{\sigma_{i d_{1}=1}, \pi_{i d_{3}}}\left(\varepsilon_{\alpha_{2}}\right)=\{1,3\}$ —the products purchased by customer 1 , hence freq $_{I S_{(3)}}^{\sigma_{i d_{1}=1}, \pi_{i d_{3}}}\left(\varepsilon_{\alpha_{2}}\right)=\frac{|\{1,3\}|}{|\{1, \ldots, 6\}|}=1 / 3$.
d. How often are products purchased by at least two customers $\left(t_{2}=2 / 7\right)$ ?
$$
\operatorname{freq}_{I S_{(3)}}^{\pi_{i d_{3}}}\left(\varepsilon_{\alpha_{2}}, t_{2}^{i d_{1}, \geq}\right)=\frac{\mid\left\{x \in U_{3}: \text { freq }_{I S_{(3)}}^{\sigma_{i d_{3}}=x} \pi_{i d_{1}}\left(\varepsilon_{\alpha_{2}}\right) \geq t_{2}\right\} \mid}{\left|U_{3}\right|}=\frac{|\{1,3\}|}{|\{1, \ldots, 6\}|}=1 / 3
$$

### 8.3.2 2 Association Rules

Association rules are defined using $\varepsilon$-relation as follows.

## Definition 8.8 ( $\varepsilon$-association rule)

1. An $\varepsilon$-association rule in $I S_{(m)}$ is an expression of the form $\varepsilon_{\alpha \rightarrow \beta} \in L_{I S_{(m)}}^{\star}$ such that $\alpha \rightarrow \beta \in L_{I S_{(m)}}^{\star}$ is an association rule in $I S_{(m)}$ and $\varepsilon_{\alpha \wedge \beta} \in L_{I S_{(m)}}^{\star}$ is an $\varepsilon$-pattern.
2. The frequency of $\varepsilon_{\alpha \rightarrow \beta}$ with respect to a domain of $D_{a}\left(\varepsilon_{\alpha \wedge \beta}\right)$ is freq $I_{I S_{(m)}}^{\pi_{a}}\left(\varepsilon_{\alpha \rightarrow \beta}\right)=$ freq $I_{I S_{(m)}}^{\pi_{a}}\left(\varepsilon_{\alpha \wedge \beta}\right)$.
3. The confidence of $\varepsilon_{\alpha \rightarrow \beta}$ with respect to a domain of $D_{a}\left(\varepsilon_{\alpha}\right)$ is

$$
\operatorname{conf}_{I S_{(m)}}^{\pi_{a}}\left(\varepsilon_{\alpha \rightarrow \beta}\right)=\frac{\operatorname{freq}_{I S_{(m)}}^{\pi_{a}^{\prime}}\left(\varepsilon_{\alpha \wedge \beta}\right)}{\operatorname{freq}_{I S_{(m)}}^{\pi_{a}}\left(\varepsilon_{\alpha}\right)} .10
$$

Definition 8.9 (Confidence of $\varepsilon$-association rule under threshold) Let $\varepsilon_{\alpha \rightarrow \beta} \in L_{I S_{(m)}}^{\star}$ be an $\varepsilon$-association rule. The confidence of $\varepsilon_{\alpha \rightarrow \beta}$ with respect to a domain $D_{a}\left(\varepsilon_{\alpha}\right)$ under a threshold $t \in[0,1]$ imposed on a domain $D_{a^{\prime}}\left(\varepsilon_{\alpha}\right)\left(a \neq a^{\prime}\right)$ is defined as

$$
\operatorname{con}_{I S_{(m)}}^{\pi_{a}}\left(\varepsilon_{\alpha \rightarrow \beta}, t^{a^{\prime}, \#}\right)=\frac{\left|\left\{v \in D_{a}\left(\varepsilon_{\alpha}\right): \operatorname{freq}_{I S_{(m)}}^{\sigma_{a=v, \pi_{a^{\prime}}}}\left(\varepsilon_{\alpha \wedge \beta}\right) \# t\right\}\right|}{\left|\operatorname{SEM}_{I S_{(m)}}^{\pi_{a}}\left(\varepsilon_{\alpha}\right)\right|} .
$$

Definition 8.10 (Confidence of $\varepsilon$-association rule under double threshold) Let $\varepsilon_{\alpha \rightarrow \beta} \in L_{I S_{(m)}}^{\star}$ be an $\varepsilon$-association rule. The confidence of $\varepsilon_{\alpha \rightarrow \beta}$ with respect to the a domain $D_{a}\left(\varepsilon_{\alpha}\right)$ under a threshold $t \in[0,1]$ imposed doubly on a domain $D_{a^{\prime}}\left(\varepsilon_{\alpha}\right)$ $\left(a \neq a^{\prime}\right)$ is defined as

$$
\begin{array}{r}
\operatorname{conf}_{I S_{(n)}}^{\pi_{a}}\left(\varepsilon_{\alpha \rightarrow \beta}, 2 * t^{\#, a^{\prime}}\right)=\frac{\operatorname{freq}_{I S_{(m)}}^{\pi_{a}}\left(\varepsilon_{\alpha \wedge \beta}, t^{a^{\prime}, \#}\right)}{\operatorname{freq}_{I S_{(m)}}\left(\varepsilon_{\alpha}, t^{a^{\prime}, \#}\right)}= \\
\frac{\left|\left\{v \in D_{a}\left(\varepsilon_{\alpha}\right): \operatorname{freq}_{I S_{(n)}}^{a_{a=, \pi_{a^{\prime}}}}\left(\varepsilon_{\alpha \wedge \beta}\right) \# t\right\}\right|}{\left|\left\{v \in D_{a}\left(\varepsilon_{\alpha}\right): \operatorname{freq}_{I S_{(m)}}^{\sigma_{a=v, \pi_{a^{\prime}}}}\left(\varepsilon_{\alpha}\right) \# t\right\}\right|} .
\end{array}
$$

Analogously to frequent patterns, Definition 8.8 is a generalization of Definition 7.2, whereas Definitions 8.9 and 8.10 generalize the rule's confidence from Definition 8.8.

[^40]Example 8.5 Let $I S_{(3)}$ be the compound information system defined as in Example 8.4. Consider formulas $\alpha=($ cust_id, $\cdot) \wedge($ prod_id, $\cdot), \beta=($ cust_id, $\cdot) \wedge$ (prod_id, $\cdot) \wedge$ (amount, 1) $\in L_{I S_{(3)}}^{\star}$ and the relations with the schemas $\varepsilon_{\alpha}\left(R_{1} . i d, R_{3} . i d, R_{2} . i d\right), \varepsilon_{\beta}\left(R_{1} . i d, R_{3} . i d\right.$, amount, $\left.R_{2} . i d\right)$.
The semantics of $\varepsilon_{\alpha}$ and $\varepsilon_{\beta}$ are $S E M_{I S_{(3)}}\left(\varepsilon_{\alpha}\right)=\bigcup\{\{1\} \times\{1\} \times\{1\},\{1\} \times\{3\} \times\{2\},\{2\} \times$ $\{1\} \times\{3\},\{2\} \times\{3\} \times\{4\},\{4\} \times\{6\} \times\{5\},\{4\} \times\{2\} \times\{6\},\{5\} \times\{5\} \times\{7\},\{6\} \times\{4\} \times\{8\}\}$ and $\operatorname{SEM}_{I S_{(3)}}\left(\varepsilon_{\beta}\right)=\bigcup\{\{1\} \times\{1\} \times\{1\} \times\{1\},\{2\} \times\{1\} \times\{1\} \times\{3\},\{2\} \times\{3\} \times\{1\} \times$ $\{4\},\{4\} \times\{6\} \times\{1\} \times\{5\},\{6\} \times\{4\} \times\{1\} \times\{8\}\}$.
We can acquire the following knowledge from $\varepsilon_{\alpha \rightarrow \beta}$.

1. How are customers who purchase products likely to purchase the products in quantities of one piece?
$\operatorname{con}{ }_{I S_{(3)}}^{\pi_{i d_{1}}}\left(\varepsilon_{\alpha \rightarrow \beta}\right)=\frac{\left|S E M_{I S_{(3)}}^{\pi_{i d_{3}}}\left(\varepsilon_{\beta}\right)\right|}{\left|S E M_{I S_{(3)}}^{\pi_{i(3}}\left(\varepsilon_{\alpha}\right)\right|}=\frac{|\{1,2,4,6\}|}{|\{1,2,4,5,6\}|}=4 / 5 .{ }^{11}$
2. How are products being purchased likely to be purchased in quantities of one piece by customers?
$\operatorname{conf}_{I S_{(3)}}^{\pi_{i d}}\left(\varepsilon_{\alpha \rightarrow \beta}\right)=\frac{\left.\mid S E M_{I S_{3}}^{\pi_{i d}} \varepsilon_{\beta}\right) \mid}{\left|\operatorname{SEM}_{\left.I S_{(3)}\right)}^{\pi_{i j}}\left(\varepsilon_{\alpha}\right)\right|}=\frac{|\{1,3,4,6\}|}{|\{1, \ldots, 6\}|}=2 / 3$.
3. How are customers who purchase products likely to purchase at least two of the products $\left(t_{1}=1 / 3\right)$ in quantities of one piece?

4. How are products being purchased likely to be purchased by at least two customers ( $t_{2}=2 / 7$ ) in quantities of one piece?

5. How are customers who purchase at least two products $\left(t_{3}=1 / 3\right)$ likely to purchase all these products in quantities of one piece?

6. How are products being purchased by at least two customers $\left(t_{4}=2 / 7\right)$ likely to be purchased by all these customers in quantities of one piece?


### 8.3.2.3 Classification Rules

Classification rules are defined using $\varepsilon$-relation as follows.

## Definition 8.11 ( $\varepsilon$-classification rule)

1. An $\varepsilon$-classification rule in $I S_{(m)}$ is an $\varepsilon$-association rule $\varepsilon_{\alpha \rightarrow \beta} \in L_{I S_{(m)}}^{\star}$ such that $\beta$ is the decision descriptor.

[^41]2. The accuracy of $\varepsilon_{\alpha \rightarrow \beta}$ with respect to a domain of $D_{a}\left(\varepsilon_{\alpha}\right)$ is $a c c_{I S_{(m)}}^{\pi_{a}}\left(\varepsilon_{\alpha \rightarrow \beta}\right)=$ $\operatorname{conf}_{I S_{(n)}}^{\pi_{a}}\left(\varepsilon_{\alpha \rightarrow \beta}\right)$.
3. The coverage of $\varepsilon_{\alpha \rightarrow \beta}$ with respect to a domain of $D_{a}\left(\varepsilon_{\alpha}\right)$ such that $D_{a}\left(\varepsilon_{\beta}\right)$ exists


Since a classification rule is a special case of an association one, then its accuracy under a threshold is defied as the association rule's confidence (see Definitions 8.9 and 8.10).

Example 8.6 Let $I S_{(3)}$ be the compound information system defined as in Example 8.4. Consider formulas $\alpha=($ cust_id, $\cdot) \wedge($ prod_id,$\cdot), \beta=($ class, yes $) \in L_{I S_{(3)}}$ and the relations $\varepsilon_{\alpha}, \varepsilon_{\beta}$ with the schemas $\varepsilon_{\alpha}\left(R_{1} . i d, R_{3} . i d, R_{2} . i d\right)$, $\varepsilon_{\beta}$ (class, $\left.R_{i} . i d\right)$.
The semantics of $\varepsilon_{\alpha}$ and $\varepsilon_{\beta}$ are $S E M_{I S_{(3)}}\left(\varepsilon_{\alpha}\right)=\bigcup\{\{1\} \times\{1\} \times\{1\},\{1\} \times\{3\} \times\{2\},\{2\} \times$ $\{1\} \times\{3\},\{2\} \times\{3\} \times\{4\},\{4\} \times\{6\} \times\{5\},\{4\} \times\{2\} \times\{6\},\{5\} \times\{5\} \times\{7\},\{6\} \times\{4\} \times\{8\}\}$ and $S E M_{I S_{(3)}}\left(\varepsilon_{\beta}\right)=\bigcup\{\{$ yes $\} \times\{1,2,4,5,6\}\}$.
We can acquire the following knowledge from $\varepsilon_{\alpha \rightarrow \beta}$.

1. How are customers who purchase products likely to be considered as good customers?
$\operatorname{acc}_{I S_{(\beta)}}^{\pi_{i d_{1}}}\left(\varepsilon_{\alpha \rightarrow \beta}\right)=\frac{\left|\operatorname{SEM}_{L_{S(3)}}^{\pi_{i d_{1}}}\left(\varepsilon_{\alpha \sim \beta}\right)\right|}{\left|S E M_{I S_{(3)}}^{\tau_{i(3)}}\left(\varepsilon_{\alpha}\right)\right|}=\frac{|\{1,2,4,5\}|}{|\{1,2,4,5,6\}|}=4 / 5 .{ }^{12}$
2. How are customers who purchase at least two products $(t=1 / 3)$ likely to be considered as good customers?

### 8.4 The Approach's Complexity

This section evaluates the cost of the construction of representations of relational data and patterns using introduced relations. It also compares the approach introduced in this chapter with a standard one in terms of complexity. The latter is understood as an approach where database tables are mined directly, i.e. the data is not transformed into an alternative representation (except for using typical data mining transformation techniques such as e.g. discretization).

Table 8.1 includes the cost of database transformation and the cost of checking the satisfiability of formulas (patterns) during their construction. As it can be seen, a high cost of the database transformation is offset by a lower cost of pattern genera-

[^42]Table 8.1 Complexity of operations for the granular ( $G A$ ) and standard (SA) approaches. Operations being compared are (the labels with primes denote equivalent operations for the standard approach): $o p_{1}$-forming the set $\left\{\varepsilon_{I S_{i}}: 1 \leq i \leq m\right\}$ that represents $I S_{(m)}$;op $p_{2}$-checking a formula $(a, v) \in L_{I S} ; o p_{3}$ —checking a formula $(a, v) \wedge\left(a^{\prime}, v^{\prime}\right) \in L_{I S} ; o p_{4}$ —checking a formula $(a, \cdot) \in L_{I S}$; $o p_{5}$-checking a formula $(a, \cdot) \wedge\left(a^{\prime}, \cdot\right) \in L_{I S} ; o p_{6}$-checking a formula $(a, \cdot) \wedge\left(a^{\prime}, v^{\prime}\right) \in L_{I S_{(i, j)}}$, where $(a, \cdot) \in L_{I S_{i}}$ and $\left(a^{\prime}, v^{\prime}\right) \in L_{I S_{j}} ; o p_{7}$-checking a formula $(a, \cdot) \wedge\left(a^{\prime}, \cdot\right) \in L_{I S_{(i, j)}}$, where $(a, \cdot) \in L_{I S_{i}}$ and $\left(a^{\prime}, \cdot\right) \in L_{I S_{j}}$

| $G A$ | $S A$ | $O(1)$ |  |
| :--- | :--- | :--- | :--- |
| $o p_{1}$ | $O\left(\left(n^{\max }\right)^{2}\right)$ | $o p_{1^{\prime}}$ | $O(n)$ |
| $o p_{2}$ | $O(1)$ | $o p_{2^{\prime}}$ | $O(n)$ |
| $o p_{3}$ | $O(n)$ | $o p_{3^{\prime}}$ | $O(n)$ |
| $o p_{4}$ | $O(1)$ | $o p_{4^{\prime}}$ | $O(n)$ |
| $o p_{5}$ | $O(n)$ | $o p_{5^{\prime}}$ | $O\left(\left(n^{\max }\right)^{2}\right)$ |
| $o p_{6}$ | $O\left(n^{\max }\right)$ | $o p_{6^{\prime}}$ | $O\left(\left(n^{\max }\right)^{2}\right)$ |
| $o p_{7}$ | $O\left(\left(n^{\max }\right)^{2}\right)$ | $o p_{7^{\prime}}$ |  |

tion. Namely, the database is transformed only once regardless of the task (frequent patterns/association discovery or classification), but patterns can be generated repeatedly. Therefore, granular database representation make it possible to speed up the generation of patterns.

### 8.4.1 The Granular Approach's Complexity

The further part of this section shows the details of the computational costs of all operations. Firstly, the way of the construction of a granular representation of relational data is evaluated.

Consider $I S=(U, A)$ including only descriptive attributes except for the identifier, i.e. $A_{d e s}=A \backslash\{i d\}$. Let $n=|U|$.
It is assumed that the cost of forming the condition $(a, v)$ where attribute $a \in A$ and value $v \in V_{a}$ are given is 1 .

- The cost of forming a relation $\varepsilon_{(a, \cdot)} \in L_{I S}^{\star}$, where $a \in A_{d e s},{ }^{13}$ is

$$
T_{1}^{d e s}(n)<C n=O(n)
$$

where $C=\left|V_{a}\right|-1$. For each $o \in U$ we scan the list of values used so far to check if $v=a(o)$ is a new value (the list cardinality is less than or equal to $\left|V_{a}\right|$ ). It is assumed that $\left|V_{a}\right|$ is relatively small by nature or thanks to a discretization.

- The cost of forming the tuple $\varepsilon_{I S}$ that represents $I S$ is

[^43]$$
T_{2}^{d e s}(n)=|A| T_{1}(n)=O(n)
$$

Given a compound information system $I S_{(m)}=\times\left(I S_{1}, I S_{2}, \ldots, I S_{m}\right)$. Each $I S_{i}=$ $\left(U_{i}, A_{i}\right)(1 \leq i \leq m)$ is constructed based on a database relation $R_{i}$. Let $n_{i}=$ $\left|U_{i}\right|$. Consider now an information system $I S_{i}$ including also key attributes other the identifier, i.e. there exists $a \in A_{k e y} \backslash\{i d\}$ such that $a=R_{j}$.id and $j \neq i$. We obtain that $V_{a} \subseteq U_{j}$.

- The cost of forming a relation $\varepsilon_{(a, \cdot)} \in L_{I S_{i}}^{\star}$, where $a \in A_{k e y} \backslash\{i d\}$, is

$$
T_{1}^{k e y}\left(n_{1}, n_{2}, \ldots, n_{m}\right)<\left|V_{a}\right| n_{i}<n_{j} n_{i}<n^{\max } n_{i}=O\left(n^{\max } n_{i}\right),
$$

where $n^{\max }=\max \left\{n_{i}: 1 \leq i \leq m\right\}$.

- The cost of forming the tuple $\varepsilon_{I S_{i}}$ that represents $I S_{i}$ is

$$
T_{2}^{k e y}\left(n_{1}, n_{2}, \ldots, n_{m}\right)=C_{1} T_{1}^{d e s}\left(n_{i}\right)+C_{2} T_{1}^{k e y}\left(n_{1}, n_{2}, \ldots, n_{m}\right)=O\left(n^{\max } n_{i}\right)
$$

where $C_{1}=\left|A_{\text {des }}\right|+1$ and $C_{2}=\left|A_{\text {key }} \backslash\{i d\}\right|$.

- $\left(o p_{1}\right)$ The cost of forming the set $\left\{\varepsilon_{I S_{i}}: 1 \leq i \leq m\right\}$ that represents $I S_{(m)}$ is
$T_{3}\left(n_{1}, n_{2}, \ldots, n_{m}\right)=\sum_{i=i_{1}}^{i_{m_{1}}} T_{2}^{d e s}\left(n_{i_{1}}\right)+\sum_{j=j_{1}}^{j_{m_{1}}} T_{2}^{k e y}\left(n_{1}, n_{2}, \ldots, n_{m}\right)=m_{1} O\left(n^{\max }\right)+$
$m_{2} O\left(\left(n^{\max }\right)^{2}\right)=O\left(\left(n^{\max }\right)^{2}\right)$,
where $i_{1}, i_{2}, \ldots, i_{m_{1}}$ are labels of information systems including only descriptive attributes except for the identifier, $j_{1}, j_{2}, \ldots, j_{m_{1}}$, are labels of the remaining information systems, and $m_{1}+m_{2}=m$.

The way of checking the satisfiability of formulas during their construction is evaluated as follows.
It is assumed that the cost of checking the condition $(a, v)$ for an object $o \in U$ where attribute $a \in A$ and value $v \in V_{a}$ are given is 1 .
Given an information system $I S=(U, A)$.

- $\left(o p_{2}\right)$ The cost of checking a formula $(a, v) \in L_{I S}^{\star 14}$ is

$$
T_{4}(n) \leq\left|V_{a}\right|=O(1)
$$

We only need to scan the semantics of $\varepsilon_{(a, \cdot)}$ to find the set corresponding to value $v \in V_{a}$.

- $\left(o p_{3}\right)$ The cost of checking a formula $(a, v) \wedge\left(a^{\prime}, v^{\prime}\right) \in L_{I S}^{\star}$ is

$$
T_{5}(n) \leq\left|V_{a}\right|+\left|V_{a^{\prime}}\right|+2 n=O(n)
$$

[^44]We scan the semantics of $\varepsilon_{(a, \cdot)}$ (at most $\left|V_{a}\right|$ operations) and $\varepsilon_{\left(a^{\prime}, \cdot\right)}$ (at most $\left|V_{a^{\prime}}\right|$ operations) to find the sets corresponding to $v$ and $v^{\prime}$ and then compute the intersection of them (at most $2 n$ operations ${ }^{15}$ ).

- $\left(o p_{4}\right)$ The cost of checking a formula $(a, \cdot) \in L_{I S}^{\star}$ is

$$
T_{6}(n)=\left|V_{a}\right|=O(1) .
$$

We only need to scan the semantics of $\varepsilon_{(a,)}$ to get the set corresponding to each value $v \in V_{a}$.

- The cost of checking a formula $(a, \cdot) \wedge\left(a^{\prime}, v^{\prime}\right) \in L_{I S}^{\star}$ is

$$
T_{7}(n) \leq\left|V_{a^{\prime}}\right|+2 n\left|V_{a}\right|=O(n) .
$$

We scan the semantics of $\varepsilon_{\left(a^{\prime}, \cdot\right)}$ (at most $\left|V_{a}\right|$ operations) to find the set corresponding to $v^{\prime}$ and then compute the intersection of each pair of sets corresponding to $v^{\prime}$ and $v \in V_{a}$ (at most $\left.2 n\left|V_{a}\right|\right)$.

- $\left(o p_{5}\right)$ The cost of checking a formula $(a, \cdot) \wedge\left(a^{\prime}, \cdot\right) \in L_{I S}^{\star}$ is

$$
T_{8}(n)=2 n\left|V_{a} \| V_{a^{\prime}}\right|=O(n) .
$$

For each pair $\left(v, v^{\prime}\right) \in V_{a} \times V_{a^{\prime}}$ we compute the intersection of the sets corresponding to $v$ and $v^{\prime}$.

Given an information system $I S_{(i, j)}=\times\left(I S_{i}, I S_{j}\right)$.

- The cost of checking a formula $(a, v) \wedge\left(a^{\prime}, v^{\prime}\right) \in L_{I S_{(i, j)}}$, where $(a, v) \in L_{I S_{i}}^{\star}$ and $\left(a^{\prime}, v^{\prime}\right) \in L_{I S_{j}}$ is

$$
T_{9}\left(n_{i}, n_{j}\right)=\max \left\{n_{i}, n_{j}\right\}=O\left(n^{\max }\right),
$$

where $n^{\max }=\max \left\{n_{i}, n_{j}\right\}$. If $v^{\prime} \in \operatorname{SEM}_{I S_{i}}(a, v)$, we have $T_{9}\left(n_{i}, n_{j}\right)=n_{i}$. The sets corresponding to all $v \in V_{a}$ form a partition of $U_{i}$. We need to scan the semantics of $\varepsilon_{(a, \cdot)}$ to find $v \in V_{a}$ such that $v^{\prime}$ belongs to the set corresponding to $v$. Therefore, this is equivalent to scanning $U_{i}$. If $v \in \operatorname{SEM}_{I S_{j}}\left(a^{\prime}, v^{\prime}\right)$ we analogously obtain $T_{9}\left(n_{i}, n_{j}\right)=n_{j}$.

- $\left(o p_{6}\right)$ The cost of checking a formula $(a, \cdot) \wedge\left(a^{\prime}, v^{\prime}\right) \in L_{I S_{(i, j)}}^{\star}$, where $(a, \cdot) \in L_{I S_{i}}^{\star}$ and $\left(a^{\prime}, v^{\prime}\right) \in L_{I S_{j}}^{\star}$ is

$$
T_{10}\left(n_{i}, n_{j}\right)=\max \left\{n_{i}, 2 n_{j}\right\}=O\left(n^{\max }\right)
$$

If $v^{\prime} \in \operatorname{SEM}_{I S_{i}}(a, v)$, we obtain $T_{10}\left(n_{i}, n_{j}\right)=n_{i}$ analogously to the previous point. If $v \in \operatorname{SEM}_{I S_{j}}\left(a^{\prime}, v^{\prime}\right)$ we have $T_{10}\left(n_{i}, n_{j}\right)=2 n_{j}$. We scan $V_{a}$ (at most $n_{i}$ operations since $V_{a} \subseteq U_{j}$ ) and at the same time the set corresponding to $v^{\prime}$ to check if a given

[^45]$v$ from $V_{a}$ belongs to the set (at most $n_{i}$ operations ${ }^{16}$ ).
We obtain an analogous result for $(a, v) \wedge\left(a^{\prime}, \cdot\right) \in L_{I S_{(i, j}}^{\star}$.

- $\left(o p_{7}\right)$ The cost of checking a formula $(a, \cdot) \wedge\left(a^{\prime}, \cdot\right) \in L_{I S_{(i, j)}}^{\star}$, where $(a, \cdot) \in L_{I S_{i}}^{\star}$ and $\left(a^{\prime}, \cdot\right) \in L_{I S_{j}}^{\star}$ is

$$
T_{11}\left(n_{i}, n_{j}\right) \leq \max \left\{\left|V_{a}\right| n_{i} n_{j},\left|V_{a^{\prime}}\right| n_{i} n_{j}\right\}=O\left(\left(n^{\max }\right)^{2}\right)
$$

If $v^{\prime} \in \operatorname{SEM}_{I S_{i}}(a, v)$, we have $T_{10}\left(n_{i}, n_{j}\right)=\left|V_{a}\right|\left|V_{a^{\prime}}\right| n_{i} \leq\left|V_{a}\right| n_{i} n_{j}$. For each pair $\left(v, v^{\prime}\right) \in V_{a} \times V_{a^{\prime}}\left(\left|V_{a}\right|\left|V_{a^{\prime}}\right|\right.$ operations $)$ we scan the set corresponding to $v$ to check if $v^{\prime}$ belongs to this set (at most $n_{i}$ operations). Since $V_{a^{\prime}} \subseteq U_{i}$, then we obtain $\left|V_{a}\right|\left|V_{a^{\prime}}\right| n_{i} \leq\left|V_{a}\right| n_{j}$. If $v \in \operatorname{SEM}_{I S_{j}}\left(a^{\prime}, v^{\prime}\right)$ we analogously obtain $T_{10}\left(n_{i}, n_{j}\right) \leq$ $\left|V_{a^{\prime}}\right| n_{i} n_{j}$.

### 8.4.2 The Standard Approach's Complexity

The following compares the introduced approach with a standard one in terms of complexity. In a standard approach relational data is mined as is, i.e. no alternative representation is generated. Therefore, the cost of the database transformation is $O(1)\left(o p_{1^{\prime}}\right)$.

Consider a relation $R$ based on which $I S=(U, A)$ is formed. We have that the cardinality of $R$ is $n$.

- $\left(o p_{2^{\prime}}\right)$ The cost of checking a formula $(a, v)$ is

$$
T_{4^{\prime}}(n)=n=O(n)
$$

We need to scan all objects from $R$.

- $\left(o p_{3^{\prime}}\right)$ The cost of checking a formula $(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)$ is

$$
T_{5^{\prime}}(n) \leq 2 n=O(n)
$$

For all objects that satisfy $(a, v)$ (at most $n$ objects) we need to scan $R$ to check if they satisfy ( $a^{\prime}, v^{\prime}$ ) ( $n$ operations).

- $\left(o p_{4^{\prime}}\right)$ The cost of checking a formula $\bigvee_{v \in V_{a}}(a, v)$ (an equivalent of $\left.(a, \cdot) \in L_{I S}\right)$ is

$$
T_{6^{\prime}}(n)=\left|V_{a}\right| n=O(n) .
$$

When searching for the best descriptor constructed based on an attribute $a$, in fact, we examine each formula $(a, v)$, where $v \in V_{a}$ (a classification rules generation case).

[^46]- $\left(o p_{5^{\prime}}\right)$ The cost of checking a formula $\underset{v \in V_{a}}{ } \bigvee_{v \in V_{a}}(a, v) \wedge\left(a^{\prime}, v^{\prime}\right)$ (an equivalent of $\left.(a, \cdot) \wedge\left(a^{\prime}, \cdot\right) \in L_{I S}\right)$ is

$$
T_{8^{\prime}}(n)=\left|V_{a}\right|\left|V_{a^{\prime}}\right| T_{5^{\prime}}(n)=O(n)
$$

The formula $\bigvee_{v \in V_{a}} \bigvee_{v \in V_{a}}(a, v) \wedge\left(a^{\prime}, v\right)^{\prime}$ corresponds to the set of all formulas constructed over both the attributes $a$ and $a^{\prime}$ (a frequent patterns generation case).
Consider relations $R_{i}$ and $R_{j}$ based on which $I S_{i}=\left(U_{i}, A_{i}\right)$ and $I S_{j}=\left(U_{j}, A_{j}\right)$ are formed. We have that cardinalities of $R_{i}$ and $R_{j}$ are $n_{i}$ and $n_{j}$, respectively.

- $\left(o p_{6^{\prime}}\right)$ The cost of checking a formula $(a, v) \wedge\left(R_{j} \cdot a^{\prime}=R_{i} . i d\right)$ (an equivalent of $\left.(a, v) \wedge\left(a^{\prime}, \cdot\right) \in L_{I S(i, j)}\right)$ is

$$
T_{10^{\prime}}\left(n_{i}, n_{j}\right) \leq n_{i}+n_{i} n_{j}=O\left(\left(n^{\max }\right)^{2}\right)
$$

For each object that satisfies $(a, v)$ (at most $n_{i}$ objects) we scan $R_{j}$ to check if the object also satisfies $\left(R_{j} \cdot a^{\prime}=R_{i} . i d\right)\left(n_{j}\right.$ operations). ${ }^{17}$

- $\left(o p_{7^{\prime}}\right)$ The cost of checking a formula $\bigvee_{v \in V_{a}}(a, v) \wedge\left(R_{j} \cdot a^{\prime}=R_{i} . i d\right)$ (an equivalent of $\left.(a, \cdot) \wedge\left(a^{\prime}, \cdot\right) \in L_{I S(i, j)}\right)$ is

$$
T_{11^{\prime}}\left(n_{i}, n_{j}\right) \leq\left|V_{a}\right| T_{10^{\prime}}\left(n_{i}, n_{j}\right)=O\left(\left(n^{\max }\right)^{2}\right) .
$$

### 8.5 Conclusions

This chapter has expended description languages defined for relational information granules. The expansion includes formula-based relations designed for representing relational databases and patterns to be discovered. The main advantages of the approach can be summarized as follows.

1. The cost of generation of relational patterns can be decreased compared with that when the patterns are generated directly from the database. In fact, relations that represent the database consist of atomic formulas to be used for pattern construction.
2. Richer knowledge can be discovered from relational data when generating patterns using relations. The patterns exploit information which can be acquired from a standard relational database by applying additional computations such as aggregation.
[^47]
## Chapter 9 <br> Compound Approximation Spaces

### 9.1 Introduction

Constructing a rough set model for processing data stored in a relational structure is not a trivial task. A relational database considered in the context of data mining tasks (e.g. classification) has a specified table (target table) that includes objects to be analyzed and it can be treated as the counterpart of the single table database. The remaining relational database tables (background tables) include additional data that is directly or indirectly associated with the target table. For that reason, a lot of, or even most, essential information about target objects can be hidden in the background tables.

The crucial problem when applying rough sets to relational data is, therefore, to construct an approximation space. Such a space should include essential information about target objects, background objects, as well as relationships among them.

The goal of this chapter is to introduce a framework for processing relational data using rough set tools [43]. The underlying idea is to use the benefit of rough set theory to deal with uncertainty in relational data. Such an uncertainty may concern not only objects of a given database table but also the relationship of objects from different tables.

The chapter develops compound approximation spaces and their constrained versions that are constructed over relational data. The universe in a compound approximation space is the Cartesian product of the universes of particular approximation spaces (each corresponding to one database table). The universe in a constrained compound approximation space is limited according to possible connections between database tables. The lower and upper approximations are defined for (constrained) compound concepts that are subsets of the (constrained) compound universe.

The remaining of the chapter is organized as follows. Section 9.2 introduces compound approximation spaces. Section 9.3 studies acquisition of knowledge from approximations of compound. Section 9.4 evaluates the complexity of the approach. Section 9.5 provides concluding remarks.

### 9.2 Compound Approximation Spaces and Their Constrained Versions

This section introduces compound approximation spaces that are defined for compound information systems introduced in the previous section.

Firstly, the notion of approximation space is slightly redefined.
Definition 9.1 (Approximation space $A S_{\omega}$ ) An approximation space $A S_{\omega}$ for an information system $I S=(U, A)$ is defined by

$$
\begin{equation*}
A S_{\omega}=\left(U, I_{\omega}, v_{\omega}\right) \tag{9.1}
\end{equation*}
$$

where $\omega=(\#, \$), I_{\omega}=I_{\#}, v_{\omega}=v_{\$}$.

### 9.2.1 Compound Approximation Spaces

A compound approximation space corresponding to two database tables is defined as follows.

Definition 9.2 (Compound approximation space $\left.A S_{\omega_{(i, j)}}\right)$ Let $A S_{\omega_{i}}=\left(U_{i}, I_{\omega_{i}}, v_{\omega_{i}}\right)$ and $A S_{\omega_{j}}=\left(U_{j}, I_{\omega_{j}}, v_{\omega_{j}}\right)(i \neq j)$ be approximation spaces for information systems $I S_{i}=\left(U_{i}, A_{i}\right)$ and $I S_{j}=\left(U_{j}, A_{j}\right)$, respectively. A compound approximation space (CAS for short) $A S_{\omega_{(i, j)}}$ for a compound information system $I S_{(i, j)}=\times\left(I S_{i}, I S_{j}\right)$ is defined by

$$
\begin{equation*}
A S_{\omega_{(i, j)}}=\times\left(A S_{\omega_{i}}, A S_{\omega_{j}}\right)=\left(U_{\omega_{(i, j)}}, I_{\omega_{(i, j)}}, v_{\omega_{(i, j)}}\right) \tag{9.2}
\end{equation*}
$$

where

- $U_{\omega_{(i, j)}}=U_{i} \times U_{j}$,
- $\underset{\left(x_{1}, x_{2}\right) \in U_{\omega_{(i, j)}}}{\forall} I_{\omega_{(i, j)}}\left(\left(x_{1}, x_{2}\right)\right)=I_{\omega_{i}}\left(x_{1}\right) \times I_{\omega_{j}}\left(x_{2}\right)$,
- $\underset{X_{1}, Y_{1} \in U_{i}, X_{2}, Y_{2} \in U_{j}}{\forall} v_{\omega_{(i, j)}}\left(X_{1} \times X_{2}, Y_{1} \times Y_{2}\right)=v_{\omega_{i}}\left(X_{1}, Y_{1}\right) \cdot v_{\omega_{j}}\left(X_{2}, Y_{2}\right)$.

For each of the universes $U_{i}$ and $U_{j}$ a different uncertainty function and rough inclusion function can be used. If we apply the standard rough inclusion to both the universes we obtain the following relationship.

Proposition 9.1 ${ }^{1}$ Let $A S_{\omega_{(i, j)}}$ be a CAS and $v_{i}=v_{j}=v_{S R I}$. The following holds $\underset{X_{1}, Y_{1} \subseteq U_{i}, X_{2}, Y_{2} \subseteq U_{j}}{\forall} v_{\omega_{(i, j)}}\left(X_{1} \times X_{2}, Y_{1} \times Y_{2}\right)=v_{S R I}\left(X_{1} \times X_{2}, Y_{1} \times Y_{2}\right)$.

Approximations of a set in a compound approximation space are defined as follows.

[^48]Definition 9.3 (Approximations of a set in $\left.A S_{\omega_{(i, j)}}\right)$ Let $A S_{\omega_{(i, j)}}=\left(U_{\omega_{(i, j)}}, I_{\omega_{(i, j)}}\right.$, $v_{\omega_{(i, j)}}$ ) be a CAS and $X_{1} \subseteq U_{i}, X_{2} \subseteq U_{j}$. The lower and upper approximations of the set $X_{1} \times X_{2}$ in $A S_{\omega_{(i, j)}}$ are defined, respectively, by
$\operatorname{LOW}\left(A S_{\omega_{(i, j)}}, X_{1} \times X_{2}\right)=\left\{\left(x_{1}, x_{2}\right) \in U_{\omega_{(i, j)}}: v_{\omega_{(i, j)}}\left(I_{\omega_{(i, j)}}\left(\left(x_{1}, x_{2}\right)\right), X_{1} \times X_{2}\right)=1\right\}$,
$U P P\left(A S_{\omega_{(i, j)}}, X_{1} \times X_{2}\right)=\left\{\left(x_{1}, x_{2}\right) \in U_{\omega_{(i, j)}}: v_{\omega_{(i, j)}}\left(I_{\omega_{(i, j)}}\left(\left(x_{1}, x_{2}\right)\right), X_{1} \times X_{2}\right)>0\right\}$.
The lower and upper approximations possess the following properties.
Proposition 9.2 Let $A S_{\omega_{(i, j)}}=\times\left(A S_{\omega_{i}}, A S_{\omega_{j}}\right)$ be a CAS. The following hold $\underset{X_{1} \subseteq U_{i}, X_{2} \subseteq U_{j}}{\forall}$

1. $\operatorname{LOW}\left(A S_{\omega_{i}}, X_{1}\right) \times U_{j}=\operatorname{LOW}\left(A S_{\omega_{(i, j)}}, X_{1} \times U_{j}\right)$,
2. $U P P\left(A S_{\omega_{i}}, X_{1}\right) \times U_{j}=U P P\left(A S_{\omega_{(i, j)}}, X_{1} \times U_{j}\right)$,
3. $L O W\left(A S_{\omega_{j}}, X_{2}\right) \neq \emptyset \Rightarrow \pi_{i}\left(L O W\left(A S_{\omega_{(i, j)}}, X_{1} \times X_{2}\right)\right)=L O W\left(A S_{\omega_{i}}, X_{1}\right)$.
4. $U P P\left(A S_{\omega_{j}}, X_{2}\right) \neq \emptyset \Rightarrow \pi_{i}\left(U P P\left(A S_{\omega_{(i, j)}}, X_{1} \times X_{2}\right)\right)=U P P\left(A S_{\omega_{i}}, X_{1}\right)$.
5. $L O W\left(A S_{\omega_{i}}, X_{1}\right) \times L O W\left(A S_{\omega_{j}}, X_{2}\right)=L O W\left(A S_{\omega_{(i, j)}}, X_{1} \times X_{2}\right)$,
6. $U P P\left(A S_{\omega_{i}}, X_{1}\right) \times U P P\left(A S_{\omega_{j}}, X_{2}\right)=U P P\left(A S_{\omega_{(i, j)}}, X_{1} \times X_{2}\right)$.

For $A S_{\omega_{j}}$ one can formulate equalities analogous to 1-4.
Example 9.1 Consider approximation spaces $A S_{\omega_{(1,2)}}=\times\left(A S_{\omega_{1}}, A S_{\omega_{2}}\right)$, where $A S_{\omega_{1}}$ and $A S_{\omega_{2}}$ are constructed respectively based on relations customer and purchase from Example 2.1. Let $I_{\omega_{1}}=I_{\{a g e, \text { income }\}, \varepsilon_{1}}, I_{\omega_{2}}=I_{\{\text {amount,date }\}, \varepsilon_{2}}, \varepsilon_{1}=$ $\left(\varepsilon_{\text {age }}, \varepsilon_{\text {income }}\right)=(2,300), \varepsilon_{2}=\left(\varepsilon_{\text {amount }}, \varepsilon_{\text {date }}\right)=(1,1), v_{\omega_{1}}=v_{S R I}$ and $v_{\omega_{2}}=v_{u, l}$ where $u=0.25$ and $l=0.75$. ${ }^{2}$ Let $X_{1}=\{1,2,4,7\} \subset U_{1}, X_{2}=\{2,6,7\} \subset U_{2}$, and $X_{1} \times X_{2}$ be the sets to be approximated.
The table below shows the similarity classes and their rough inclusion degrees in the respective sets.

| $x_{1} \in U_{1}$ | $I_{\omega_{1}}\left(x_{1}\right)$ | $v_{\omega_{1}}\left(I_{\omega_{1}}\left(x_{1}\right), X_{1}\right)$ | $x_{2} \in U_{2}$ | $I_{\omega_{2}}\left(x_{2}\right)$ | $v_{\omega_{2}}\left(I_{\omega_{2}}\left(x_{2}\right), X_{2}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $\{1\}$ | 1 | 1 | $\{1,2,3\}$ | 0.33 |
| 2 | $\{2\}$ | 1 | 2 | $\{1,2,3\}$ | 0.33 |
| 3 | $\{3,4\}$ | 0.5 | 3 | $\{1, \ldots, 5\}$ | 0.2 |
| 4 | $\{3,4\}$ | 0.5 | 4 | $\{3,4,5,8\}$ | 0 |
| 5 | $\{5\}$ | 1 | 5 | $\{3,4,5,8\}$ | 0 |
| 6 | $\{6\}$ | 1 | 6 | $\{6,7\}$ | 1 |
| 7 | $\{7\}$ | 0 | 7 | $\{6,7\}$ | 1 |
| - | - | - | 8 | $\{4,5,8\}$ | 0 |

We obtain the following approximations $\operatorname{LOW}\left(A S_{\omega_{1}}, X_{1}\right)=\{1,2,5,6\}$, $U P P\left(A S_{\omega_{1}}, X_{1}\right)=\{1, \ldots, 6\}, \operatorname{LOW}\left(A S_{\omega_{2}}, X_{2}\right)=\{6,7\}, U P P\left(A S_{\omega_{2}}, X_{2}\right)=$

[^49]$\{1,2,6,7\}, \operatorname{LOW}\left(A S_{\omega_{(1,2)}}, X_{1} \times X_{2}\right)=\{1,2,5,6\} \times\{6,7\}, U P P\left(A S_{\omega_{(1,2)}}, X_{1}\right)=$ $\{1, \ldots, 6\} \times\{1,2,6,7\}$. We also have $\pi_{1}\left(\operatorname{LOW}\left(A S_{\omega_{(1,2)}}, X_{1} \times X_{2}\right)\right)=\{1,2,5,6\}$, $\pi_{1}\left(U P P\left(A S_{\omega_{(1,2)}}, X_{1} \times X_{2}\right)\right)=\{1, \ldots, 6\}, \pi_{2}\left(\operatorname{LOW}\left(A S_{\omega_{(1,2)}}, X_{1} \times X_{2}\right)\right)=\{6,7\}$, $\pi_{2}\left(U P P\left(A S_{\omega_{(1,2)}}, X_{1} \times X_{2}\right)\right)=\{1,2,6,7\}$.

The compound approximation space corresponding to $m$ database tables is defined as follows.

Definition 9.4 (Compound approximation space $\left.A S_{\omega_{(m)}}\right)$ Let $A S_{\omega_{i}}=\left(U_{i}, I_{\omega_{i}}, v_{\omega_{i}}\right)$, where $1 \leq i \leq m$ and $m>1$, be approximation spaces for information systems $I S_{i}=\left(U_{i}, A_{i}\right)$. A compound approximation space $A S_{\omega_{(m)}}$ for a compound information system $I S_{(m)}=\times\left(I S_{i}, \ldots, I S_{m}\right)$ is defined by

$$
\begin{equation*}
A S_{\omega_{(m)}}=\times\left(A S_{\omega_{1}}, \ldots, A S_{\omega_{m}}\right)=\left(U_{\omega_{(m)}}, I_{\omega_{(m)}}, v_{\omega_{(m)}}\right) \tag{9.3}
\end{equation*}
$$

where

- $U_{\omega_{(m)}}=\prod_{i=1}^{m} U_{i}$,
$\bullet_{\left(x_{1}, \ldots, x_{m}\right) \in U_{\omega_{(m)}}}^{\forall} I_{\omega_{(m)}}\left(\left(x_{1}, \ldots, x_{m}\right)\right)=\prod_{i=1}^{m} I_{\omega_{i}}\left(x_{i}\right)$,
- $\underset{X_{i}, Y_{i} \in U_{i}, 1 \leq i \leq m}{\forall} v_{\omega_{(m)}}\left(\prod_{i=1}^{m} X_{i}, \prod_{i=1}^{m} Y_{i}\right)=\prod_{i=1}^{m} v_{\omega_{i}}\left(X_{i}, Y_{i}\right)$.

Proposition 9.3 Let $A S_{\omega_{(m)}}$ be a CAS such that $v_{1}=\ldots=v_{m}=v_{S R I}$. The following holds

$$
\underset{X_{i}, Y_{i} \in U_{i}, 1 \leq i \leq m}{\forall} v_{\omega_{(i, \ldots, m)}}\left(\prod_{i=1}^{m} X_{i}, \prod_{i=1}^{m} Y_{i}\right)=v_{S R I}\left(\prod_{i=1}^{m} X_{i}, \prod_{i=1}^{m} Y_{i}\right)
$$

This can be proven analogously to Proposition 9.1.
Any subspace of $A S_{\omega_{(m)}}$ can be treated as a compound approximation space. More formally.

Proposition 9.4 If $A S_{\omega_{(m)}}$ is a $C A S$, then so is $A S_{\omega_{\left(i_{1}, \ldots, i_{k}\right)}}$, where $\left\{i_{1}, \ldots, i_{k}\right\} \subseteq$ $\{1, \ldots, m\}$.

This can be proven straightforwardly from Definition 9.4.
Approximations of a set in a compound approximation space are defined as follows.

Definition 9.5 (Approximations of a set in $\left.A S_{\omega_{(m)}}\right)$ Let $A S_{\omega_{(m)}}=\left(U_{\omega_{(m)}}, I_{\omega_{(m)}}, v_{\omega_{(m)}}\right)$ be a CAS and $X_{i} \subseteq U_{i}$, where $1 \leq i \leq m$. The lower and upper approximations of the set $\prod_{i=1}^{m} X_{i}$ in $A S_{\omega_{(m)}}$ are defined, respectively, by

$$
\operatorname{LOW}\left(A S_{\omega_{(m)}}, \prod_{i=1}^{m} X_{i}\right)=\left\{\left(x_{1}, \ldots, x_{m}\right) \in U_{\omega_{(m)}}: v_{\omega_{(m)}}\left(I_{\omega_{(m)}}\left(\left(x_{1}, \ldots, x_{m}\right)\right), \prod_{i=1}^{m} X_{i}\right)=1\right\}
$$

$$
U P P\left(A S_{\omega_{(m)}}, \prod_{i=1}^{m} X_{i}\right)=\left\{\left(x_{1}, \ldots, x_{m}\right) \in U_{\omega_{(m)}}: v_{\omega_{(m)}}\left(I_{\omega_{(m)}}\left(\left(x_{1}, \ldots, x_{m}\right)\right), \prod_{i=1}^{m} X_{i}\right)>0\right\}
$$

The below proposition is a generalization of Proposition 9.2 and can be proven in an analogous way.
Proposition 9.5 Let $A S_{\omega_{(m)}}$ be a CAS. The following hold $\underset{X_{i} \subseteq U_{i}, 1 \leq i \leq m}{\forall}$

$$
\begin{aligned}
& \text { 1. } \underset{1 \leq i \leq j \leq m}{\forall} \prod_{l_{1}=1}^{i-1} U_{l_{1}} \times L O W\left(A S_{\omega_{(i, \ldots, j)}}, \prod_{l_{2}=i}^{j} X_{l_{2}}\right) \times \prod_{l_{3}=j+1}^{m} U_{l_{3}}=L O W\left(A S_{\omega_{(m)}}, \prod_{l_{1}=1}^{i-1} U_{l_{1}}\right. \\
& \left.\times \prod_{l_{2}=i}^{j} X_{l_{2}} \times \prod_{l_{3}=j+1}^{m} U_{l_{3}}\right)
\end{aligned}
$$

2. $\underset{1 \leq i \leq j \leq m}{\forall} \prod_{l_{1}=1}^{i-1} U_{l_{1}} \times U P P\left(A S_{\omega_{(i, \ldots, j)}}, \prod_{l_{2}=i}^{j} X_{l_{2}}\right) \times \prod_{l_{3}=j+1}^{m} U_{l_{3}}=U P P\left(A S_{\omega_{(m)}}, \prod_{l_{1}=1}^{i-1} U_{l_{1}} \times\right.$ $\left.\prod_{l_{2}=i}^{j} X_{l_{2}} \times \prod_{l_{3}=j+1}^{m} U_{l_{3}}\right)$,
3. $\underset{\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, m\}}{\forall} \operatorname{LOW}\left(A S_{\omega_{\left(i_{1}, \ldots, i_{k}\right)}}, \prod_{l=1}^{k} X_{i_{l}}\right) \neq \emptyset \Rightarrow \pi_{j_{1}, \ldots, j_{k^{\prime}}}\left(\operatorname{LOW}\left(A S_{\omega_{(m)}}, \prod_{i=1}^{m} X_{i}\right)\right)$ $=L O W\left(A S_{\omega_{\left(j_{1}, \ldots, j_{k^{\prime}}\right)}}, \prod_{l=1}^{k^{\prime}} X_{i_{l}}\right)$, where $\left\{j_{1}, \ldots, j_{k^{\prime}}\right\}=\{1, \ldots, m\} \backslash\left\{i_{1}, \ldots, i_{k}\right\}$.
4. $\underset{\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, m\}}{\forall} U P P\left(A S_{\omega_{\left(i_{1}, \ldots, i_{k}\right)}}, \prod_{l=1}^{k} X_{i_{l}}\right) \neq \emptyset \Rightarrow \pi_{j_{1}, \ldots, j_{k^{\prime}}}\left(U P P\left(A S_{\omega_{(m)}}, \prod_{i=1}^{m} X_{i}\right)\right)$ $=U P P\left(A S_{\omega_{\left(j_{1}, \ldots, j_{k^{\prime}}\right)}}, \prod_{l=1}^{k^{\prime}} X_{i_{l}}\right)$, where $\left\{j_{1}, \ldots, j_{k^{\prime}}\right\}=\{1, \ldots, m\} \backslash\left\{i_{1}, \ldots, i_{k}\right\}$.
5. $\prod_{i=1}^{m} L O W\left(A S_{\omega_{i}}, X_{i}\right)=\operatorname{LOW}\left(A S_{\omega_{(m)}}, \prod_{i=1}^{m} X_{i}\right)$,
6. $\prod_{i=1}^{m} U P P\left(A S_{\omega_{i}}, X_{i}\right)=U P P\left(A S_{\omega_{(m)}}, \prod_{i=1}^{m} X_{i}\right)$.

The following example illustrates the above definitions and propositions.
Example 9.2 Consider approximation spaces $A S_{\omega_{(3)}}=\times\left(A S_{\omega_{1}}, A S_{\omega_{2}}, A S_{\omega_{3}}\right)$, where $A S_{\omega_{1}}$ and $A S_{\omega_{2}}$ are defined as in Example 9.1, and $A S_{\omega_{3}}$ is constructed based on relation product from Example 2.1. Let $I_{\omega_{3}}=I_{\{\text {price }\}, \varepsilon_{3}}, \varepsilon_{3}=\left(\varepsilon_{\text {price }}\right)=(1.00)$ and $v_{\omega_{3}}=v_{S R I}$. Let $X_{1}=\{1,2,4,7\} \subset U_{1}, X_{2}=\{2,6,7\} \subset U_{2}, X_{3}=\{2,3,4\} \subset U_{3}$, and $X_{1} \times X_{2} \times X_{3} \subset U_{\omega_{(3)}}$ be the sets to be approximated.
The table from Example 9.1 is extended by the following columns. We obtain the following approximations $L O W\left(A S_{\omega_{1}}, X_{1}\right)=\{1,2,5,6\}, U P P\left(A S_{\omega_{1}}, X_{1}\right)=$ $\{1, \ldots, 6\}, \operatorname{LOW}\left(A S_{\omega_{2}}, X_{2}\right)=\{6,7\}, U P P\left(A S_{\omega_{2}}, X_{2}\right)=\{1,2,6,7\}, L O W$ $\left(A S_{\omega_{3}}, X_{3}\right)=\{2\}, U P P\left(A S_{\omega_{3}}, X_{3}\right)=\{1,2,3,4,5\}$.

The following illustrates the propositions formulated above.

1. We have $v_{\omega_{(3)}}\left(I_{\omega_{1}}\left(x_{1}\right) \times I_{\omega_{2}}\left(x_{2}\right) \times I_{\omega_{3}}\left(x_{3}\right), X_{1} \times X_{2} \times X_{3}\right)=v_{S R I}\left(I_{\omega_{1}}\left(x_{1}\right), X_{1}\right)$. $v_{u, l}\left(I_{\omega_{2}}\left(x_{2}\right), X_{2}\right) \cdot v_{S R I}\left(I_{\omega_{3}}\left(x_{3}\right), X_{3}\right)=v_{S R I}\left(I_{\omega_{1}}\left(x_{1}\right) \times I_{\omega_{3}}\left(x_{3}\right), X_{1} \times X_{3}\right)$.

| $x_{3} \in U_{3}$ | $I_{\omega_{3}}\left(x_{3}\right)$ | $v_{\omega_{3}}\left(I_{\omega_{3}}\left(x_{3}\right), X_{3}\right)$ |
| :--- | :--- | :--- |
| 1 | $\{1,3\}$ | 0.5 |
| 2 | $\{2,3\}$ | 1 |
| 3 | $\{1,2,3\}$ | 0.66 |
| 4 | $\{4,5\}$ | 0.5 |
| 5 | $\{4,5,6\}$ | 0.33 |
| 6 | $\{5,6\}$ | 0 |

$v_{u, l}\left(I_{\omega_{2}}\left(x_{2}\right), X_{2}\right)$. For example, $v_{S R I}\left(I_{\omega_{1}}(3), X_{1}\right) \cdot v_{S R I}\left(I_{\omega_{3}}(5), X_{3}\right)=0.5 \cdot 0.33=$ 0.17 and $v_{S R I}\left(I_{\omega_{1}}(3) \times I_{\omega_{3}}(5), X_{1} \times X_{3}\right)=$ $\frac{\operatorname{card}((\{3,4\} \times\{4,5,6\}) \cap(\{1,2,4,7\} \times\{2,3,4\}))}{\operatorname{card}(\{3,4\} \times\{4,5,6\})}=0.17$ (see Propositions 9.1 and 9.3).
2. The following subspaces of $A S_{\omega_{(3)}}$ are compound approximation spaces: $A S_{\omega_{(i, j)}}$, ( $i \neq j$ and $i, j=1,2,3), A S_{\omega_{i}}(i=1,2,3)$. The last three ones can be called trivial compound approximation spaces (see Proposition 9.4).
3. The lower approximation of $X_{1} \times X_{2} \times X_{3}$ is $L O W\left(A S_{\omega_{(3)}}, X_{1} \times X_{2} \times X_{3}\right)=$ $\left\{\left(x_{1}, x_{2}, x_{3}\right) \in U_{1} \times U_{2} \times U_{3}: v_{\omega_{(3)}}\left(I_{\omega_{(3)}}\left(\left(x_{1}, x_{2}, x_{3}\right)\right), X_{1} \times X_{2} \times X_{3}\right)=\right.$ $1\}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in U_{1} \times U_{2} \times U_{3}: v_{\omega_{1}}\left(I_{\omega_{1}}\left(x_{1}\right), X_{1}\right) \cdot v_{\omega_{2}}\left(I_{\omega_{2}}\left(x_{2}\right), X_{2}\right)\right.$. $\left.v_{\omega_{3}}\left(I_{\omega_{3}}\left(x_{3}\right), X_{3}\right)=1\right\}=\{1,2,5,6\} \times\{6,7\} \times\{2\}=\operatorname{LOW}\left(A S_{\omega_{1}}, X_{1}\right) \times$ $L O W\left(A S_{\omega_{2}}, X_{2}\right) \times L O W\left(A S_{\omega_{3}}, X_{3}\right)$ (see Definition 9.5 and Proposition 9.5(5)).
4. We have $U_{1} \times \operatorname{LOW}\left(A S_{\omega_{2}}, X_{2}\right) \times U_{3}=U_{1} \times\{6,7\} \times U_{3}=L O W\left(A S_{\omega_{(3)}}, U_{1} \times\right.$ $X_{2} \times U_{3}$ ) (see Proposition 9.5(1)).
5. We have $\pi_{1,2}\left(L O W\left(A S_{\omega_{(3)}}, X_{1} \times X_{2} \times X_{3}\right)\right)=\{1,2,5,6\} \times\{6,7\}=L O W$ $\left(A S_{\omega_{(1,2)}}, X_{1} \times X_{2}\right)$ (see Proposition 9.5(3)).

### 9.2.2 Constrained Compound Approximation Spaces

Analogously to compound approximation spaces, their constrained versions are defined for constrained compound information systems.

Firstly, the generalized theta-join operation on any subsets of the particular universes of a constrained compound information system is defined.

Definition 9.6 (Operation $\bowtie_{\Theta}$ on subsets of universes) Let $I S_{(i, j)}^{\Theta}=\left(U_{i} \bowtie_{\Theta}\right.$ $U_{j}, A_{i} \cup A_{j}$ ) be a constrained compound information system. The operation $\bowtie_{\Theta}$ on subsets $A \subseteq U_{i}$ and $B \subseteq U_{j}$ is defined by

$$
\begin{equation*}
A \bowtie_{\Theta} B=\left\{\left(x_{1}, x_{2}\right) \in U_{i} \bowtie_{\Theta} U_{j}:\left(x_{1}, x_{2}\right) \in A \times B\right\} \tag{9.4}
\end{equation*}
$$

The $\bowtie_{\Theta}$ operation inherits properties of the Cartesian product.
Proposition 9.6 Let $I S_{(i, j)}^{\Theta}=\left(U_{i} \bowtie_{\Theta} U_{j}, A_{i} \cup A_{j}\right)$ be a constrained compound information system. The following hold $\underset{A, B \subseteq U_{i} ; C, D \subseteq U_{j}}{\forall}$

1. $A \bowtie_{\Theta} \emptyset=\emptyset \bowtie_{\Theta} A=\emptyset$,
2. $A \bowtie_{\Theta} B \subseteq A \times B$,
3. $A \bowtie_{\Theta}(B \diamond C)=\left(A \bowtie_{\Theta} B\right) \diamond\left(C \bowtie_{\Theta} D\right)$, where $\diamond \in\{\cup, \cap, \backslash\}$,
4. $(A \diamond B) \bowtie_{\Theta} C=\left(A \bowtie_{\Theta} C\right) \diamond\left(B \bowtie_{\Theta} C\right)$, where $\diamond \in\{\cup, \cap, \backslash\}$,
5. $(A \cap B) \bowtie_{\Theta}(C \cap D)=\left(A \bowtie_{\Theta} C\right) \cap\left(B \bowtie_{\Theta} D\right)$,
6. $A \subseteq B \Rightarrow A \bowtie_{\Theta} C \subseteq B \bowtie_{\Theta} C$,
7. $C \subseteq D \Rightarrow A \bowtie_{\Theta} C \subseteq A \bowtie_{\Theta} D$,
8. $A \subseteq C \wedge B \subseteq D \Rightarrow A \bowtie_{\Theta} B \subseteq C \bowtie_{\Theta} D$.

Properties 2, 6-8 are restricted to the implications compared with the corresponding Cartesian product properties. Property 2 corresponds to $A \times B \equiv A \times B$.

The constrained compound approximation space corresponding two database tables is defined as follows.

Definition 9.7 (Constrained compound approximation space $A S_{\left.\omega_{(i, j)}\right)}^{\Theta}$ ) Let $A S_{\omega_{i}}=$ ( $U_{i}, I_{\omega_{i}}, v_{\omega_{i}}$ ) and $A S_{\omega_{j}}=\left(U_{j}, I_{\omega_{j}}, \nu_{\omega_{j}}\right.$ ) be approximation spaces for information systems $I S_{i}=\left(U_{i}, A_{i}\right)$ and $I S_{j}=\left(U_{j}, A_{j}\right)$, respectively, where $\nu_{\$}=v_{\omega_{i}}=$ $v_{\omega_{j}}$. Let also $\Theta=\left\{\theta_{1}, \theta_{2}, \ldots \theta_{n}\right\} \in L_{I S_{i \wedge j}}$ be a set of joins of $A S_{\omega_{i}}$ and $A S_{\omega_{j}}$. A constrained compound approximation space (CCAS for short) $A S_{(i, j)}^{\Theta}$ for a compound information system $I S_{(i, j)}^{\Theta}=\bowtie_{\Theta}\left(I S_{i}, I S_{j}\right)$ is defined by

$$
\begin{equation*}
A S_{\omega_{(i, j)}}^{\Theta}=\bowtie_{\Theta}\left(A S_{\omega_{i}}, A S_{\omega_{j}}\right)=\left(U_{\omega_{(i, j)}}^{\Theta}, I_{\omega_{(i, j)}}^{\Theta}, v_{\omega_{(i, j)}}^{\Theta}\right) \tag{9.5}
\end{equation*}
$$

where

- $U_{\omega_{(i, j)}}^{\Theta}=U_{i} \bowtie_{\Theta} U_{j}$,
- $\underset{\left(x_{1}, x_{2}\right) \in U_{i} \bowtie \bowtie_{\Theta} U_{j}}{\forall} I_{\omega_{(i, j)}}^{\Theta}\left(\left(x_{1}, x_{2}\right)\right)=I_{\omega_{i}}\left(x_{1}\right) \bowtie_{\Theta} I_{\omega_{j}}\left(x_{2}\right)$,
- $\underset{X_{1}, Y_{1} \in U_{i}, X_{2}, Y_{2} \in U_{j}}{\forall} \nu_{\omega_{(i, j)}}^{\Theta}\left(X_{1} \bowtie_{\Theta} X_{2}, Y_{1} \bowtie_{\Theta} Y_{2}\right)=v_{\$}\left(X_{1} \bowtie_{\Theta} X_{2}, Y_{1} \bowtie_{\Theta} Y_{2}\right)$.

The above definition is analogous to that of compound approximation space except that the rough inclusion function is simplified. Namely, one cannot use a different function for each universe, since the computation of inclusion degrees cannot be done separately. The reason is that the information about the connection of the universes is needed during computing the inclusion degrees.

The below proposition shows relationships between a CAS and its constrained version.

Proposition 9.7 Let $A S_{\omega_{(i, j)}}$ and $A S_{\omega_{(i, j)}}^{\Theta}$ be a CAS and CCAS, respectively. The following holds

1. $\underset{\left(x_{1}, x_{2}\right) \in U_{\omega_{(i, j)}}^{\Theta}}{\forall} I_{\omega_{(i, j)}}^{\Theta}\left(\left(x_{1}, x_{2}\right)\right)=I_{\omega_{(i, j)}}\left(\left(x_{1}, x_{2}\right)\right) \cap U_{\omega_{(i, j)}}^{\Theta}$.
2. $\underset{X_{1}, Y_{1} \in U_{i}, X_{2}, Y_{2} \in U_{j}}{\forall} X_{1} \bowtie_{\Theta} X_{2}=X_{1} \times X_{2} \wedge Y_{1} \bowtie_{\Theta} Y_{2}=Y_{1} \times Y_{2} \Rightarrow v_{\omega_{(i, j)}}^{\Theta}\left(X_{1} \bowtie_{\Theta}\right.$ $\left.X_{2}, Y_{1} \bowtie_{\Theta} Y_{2}\right)=v_{\omega_{(i, j)}}\left(X_{1} \times X_{2}, Y_{1} \times Y_{2}\right)$.

Approximations of a set in a constrained compound approximation space are defined as follows.

Definition 9.8 (Approximations of a set in $\left.A S_{\omega_{(i, j)}}^{\Theta}\right)$ Let $A S_{\omega_{(i, j)}}^{\Theta}=\left(U_{\omega_{(i, j)}}^{\Theta}, I_{\omega_{(i, j)}}^{\Theta}\right.$, $\nu_{\omega_{(i, j)}}^{\Theta}$ ) be a CCAS and $X_{1} \subseteq U_{i}, X_{2} \subseteq U_{j}$. The lower and upper approximations of the set $X_{1} \bowtie_{\Theta} X_{2} \subseteq U_{\omega_{(i, j)}}^{\Theta}$ in $A S_{\omega_{(i, j)}}^{\Theta}$ are defined, respectively, by

$$
\begin{aligned}
& \operatorname{LOW}\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)=\left\{\left(x_{1}, x_{2}\right) \in U_{\omega_{(i, j)}}^{\Theta}: v_{\omega_{(i, j)}}^{\Theta}\left(I_{\omega_{(i, j)}}^{\Theta}\left(\left(x_{1}, x_{2}\right)\right), X_{1} \bowtie_{\Theta} X_{2}\right)=1\right\}, \\
& U P P\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)=\left\{\left(x_{1}, x_{2}\right) \in U_{\omega_{(i, j)}}^{\Theta}: v_{\omega_{(i, j)}}^{\Theta}\left(I_{\omega_{(i, j)}}^{\Theta}\left(\left(x_{1}, x_{2}\right)\right), X_{1} \bowtie_{\Theta} X_{2}\right)>0\right\} .
\end{aligned}
$$

The following two propositions show properties of the lower and upper approximations and they correspond to those from Proposition 9.5.

Proposition 9.8 Let $A S_{\omega_{(i, j)}}$ be a CAS and $A S_{\omega_{(i, j)}}^{\Theta}$ its constrained version such that $v_{\omega_{i}}, \nu_{\omega_{j}}$ and $\nu_{\omega_{(i, j)}}^{\Theta}$ are RIFs. The following hold $\underset{X_{1} \subseteq U_{1}, X_{2} \subseteq U_{2}}{\forall}$

1. $\underset{\left(x_{1}, x_{2}\right) \in U_{\omega_{(i, j)}}^{\Theta}}{\forall} I_{\omega_{(i, j)}}^{\Theta}\left(\left(x_{1}, x_{2}\right)\right)=I_{\omega_{(i, j)}}\left(\left(x_{1}, x_{2}\right)\right) \Rightarrow$
a. $\left.\operatorname{LOW}\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right) \subseteq \operatorname{LOW}\left(A S_{\omega_{(i, j)}}, X_{1} \times X_{2}\right)\right)$,
b. $\pi_{k}\left(L O W\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)\right) \subseteq L O W\left(A S_{\omega_{k}}, X_{k}\right)$, where $k=1,2$.
2. $L O W\left(A S_{\omega_{i}}, X_{1}\right) \bowtie_{\Theta} U_{j} \subseteq L O W\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} U_{j}\right)$,
3. $L O W\left(A S_{\omega_{i}}, X_{1}\right) \bowtie_{\Theta} L O W\left(A S_{\omega_{j}}, X_{2}\right) \subseteq L O W\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)$.

For $A S_{\omega_{j}}$ one can formulate an equality analogous to 2.
Proposition 9.9 Let $A S_{\omega_{(i, j)}}$ be a CAS and $A S_{\omega_{(i, j)}}^{\Theta}$ its constrained version such that $\nu_{\omega_{i}}, v_{\omega_{j}}$ and $\nu_{\omega_{(i, j)}}^{\Theta}$ satisfy property $p_{5}$. The following hold $\underset{X_{1} \subseteq U_{1}, X_{2} \subseteq U_{2}}{\forall}$

1. $\left.U P P\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right) \subseteq U P P\left(A S_{\omega_{(i, j)}}, X_{1} \times X_{2}\right)\right)$,
2. $\pi_{k}\left(U P P\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)\right) \subseteq U P P\left(A S_{\omega_{k}}, X_{k}\right)$, where $k=1,2$,
3. $U P P\left(A S_{\omega_{i}}, X_{1}\right) \bowtie_{\Theta} U_{j}=U P P\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} U_{j}\right)$.
4. $U P P\left(A S_{\omega_{i}}, X_{1}\right) \bowtie_{\Theta} U P P\left(A S_{\omega_{j}}, X_{2}\right)=U P P\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)$.

For $A S_{\omega_{j}}$ one can formulate an equality analogous to 3 .
It is worth stressing that the equalities from Proposition 9.2 do not hold in general for a constrained compound approximation space. It means that rough sets derived from the approximations from Propositions 9.8 and 9.9 have a different meaning than those of a compound approximation space. Therefore, applying a constrained version of the compound approximation space one can derive new knowledge. This issue will be studied in the next section.

Example 9.3 Consider a CCAS $A S_{\omega_{(1,2)}}^{\Theta}=\bowtie_{\Theta}\left(A S_{\omega_{1}}, A S_{\omega_{2}}\right)$ where $A S_{\omega_{1}}, A S_{\omega_{2}}$ are defined as in Example 9.1, $\Theta=\{\theta\}, \theta=$ (customer.id, purchase.cust_id), and $U_{\omega_{(1,2)}}^{\Theta}=\{(1,1),(1,2),(2,3),(2,4),(3,8),(4,5),(4,6),(6,7)\}$.
Let $X_{1}=\{1,2,4,7\} \subset U_{1}$ and $X_{2}=\{2,6,7\} \subset U_{2}$. We will approximate the set $X_{1} \bowtie_{\Theta} X_{2}=\{(1,2),(4,6)\}$.
The table below shows the similarity classes and their rough inclusion degrees in the respective sets.

| $\left(x_{1}, x_{2}\right) \in U_{1} \bowtie_{\Theta} U_{2}$ | $I_{\omega_{(1,2)}^{\Theta}}\left(\left(x_{1}, x_{2}\right)\right)$ | $v_{\omega_{(1,2)}}\left(I_{\omega_{(1,2)}}^{\Theta}\left(\left(x_{1}, x_{2}\right)\right), X_{1} \bowtie_{\Theta} X_{2}\right)$ |
| :--- | :--- | :--- |
| $(1,1)$ | $\{(1,1),(1,2)\}$ | 0.5 |
| $(1,2)$ | $\{(1,1),(1,2)\}$ | 0.5 |
| $(2,3)$ | $\{(2,3),(2,4)\}$ | 0 |
| $(2,4)$ | $\{(2,3),(2,4)\}$ | 0 |
| $(3,8)$ | $\{(4,5),(3,8)\}$ | 0 |
| $(4,5)$ | $\{(4,5),(3,8)\}$ | 0 |
| $(4,6)$ | $\{(4,6)\}$ | 1 |
| $(6,7)$ | $\{(6,7)\}$ | 0 |

We obtain the following approximations $L O W\left(A S_{\omega_{(1,2)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)=\{(4,6)\}$ and $U P P\left(A S_{\omega_{(1,2)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)=\{(1,1),(1,2),(2,4)\}$.
We also have $\pi_{1}\left(L O W\left(A S_{\omega_{(1,2)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)\right)=\{4\}, \pi_{1}\left(U P P\left(A S_{\omega_{(1,2)}}^{\Theta}, X_{1} \bowtie_{\Theta}\right.\right.$ $\left.\left.X_{2}\right)\right)=\{1,2\}, \pi_{2}\left(L O W\left(A S_{\omega_{(1,2)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)\right)=\{6\}$ and $\pi_{2}\left(U P P\left(A S_{\omega_{(1,2)}}^{\Theta}, X_{1}\right.\right.$ $\left.\left.\bowtie_{\Theta} X_{2}\right)\right)=\{1,2,4\}$.
For this approximation space the assumption of Proposition 9.8 (1) is not satisfied. Therefore, we have $\pi_{1}\left(L O W\left(A S_{\omega_{(1,2)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)\right)=\{4\} \nsubseteq L O W\left(A S_{\omega_{1}}, X_{1}\right)=$ $\{1,2,5,6\}$.

The constrained compound approximation space corresponding to $m$ database tables is defined as follows.

Definition 9.9 (Constrained compound approximation space $A S_{\omega_{(m)}}^{\Theta}$ ) Let $A S_{\omega_{i}}=$ ( $U_{i}, I_{\omega_{i}}, v_{\omega_{i}}$ ) be approximation spaces for information systems $I S_{i}=\left(U_{i}, A_{i}\right)$, and $\nu_{\$}=v_{\omega_{i}}$ for $1 \leq i \leq m$. Let also $\Theta=\left\{\theta_{1}, \theta_{2}, \ldots \theta_{n}\right\}$ be a set of joins of $A S_{\omega_{i}}$ such that
$\underset{1<j \leq m i<j}{\forall} \underset{i}{\exists} U_{i} \bowtie_{\Theta} U_{j} \neq \emptyset$ (each approximation space joins with some earlier considered space).
A constrained compound approximation space $A S_{\omega_{(n)}}^{\Theta}$ for a constrained compound information system $I S_{(m)}^{\Theta}$ is defined by

$$
\begin{equation*}
A S_{\omega_{(m)}}^{\Theta}=\bowtie_{\Theta}\left(A S_{\omega_{1}}, \ldots, A S_{\omega_{m}}\right)=\left(U_{\omega_{(m)}}^{\Theta}, I_{\omega_{(m)}}^{\Theta}, v_{\omega_{(m)}}^{\Theta}\right) \tag{9.6}
\end{equation*}
$$

where

- $U_{\omega_{(m)}}^{\Theta}=U_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} U_{m}$,


```
- \(\underset{X_{i}, Y_{i} \in U_{i}, 1 \leq i \leq m}{\forall} \nu_{\omega_{(m)}}^{\Theta}\left(X_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} \quad X_{m}, Y_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} Y_{m}\right)=\nu_{\$}\left(X_{1} \bowtie_{\Theta}\right.\)
    \(\left.\ldots \bowtie_{\Theta} X_{m}, Y_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} Y_{m}\right)\).
```

Analogously to $A S_{\omega_{(m)}}$ we can consider any subspace of $A S_{\omega_{(m)}}^{\Theta}$.
Proposition 9.10 If $A S_{\omega_{(m)}}^{\Theta}$ is a CCAS, then so is $A S_{\omega_{\left(i_{1}, \ldots, i_{k}\right)}{ }^{\prime}}$, where $\left\{i_{1}, \ldots, i_{k}\right\} \subseteq$ $\{1, \ldots, m\}, \Theta^{\prime} \subseteq \Theta$ and $\underset{i_{1}<j \leq i_{k} i<j}{\forall} U_{i} \bowtie_{\Theta^{\prime}} U_{j} \neq \emptyset$.

This can be proven straightforwardly from Definition 9.9.
Approximations of a set in a constrained compound approximation space are defined as follows.

Definition 9.10 (Approximations of a set in $\left.A S_{\omega_{(n)}}^{\Theta}\right)$ Let $A S_{\omega_{(m)}}^{\Theta}=\left(U_{\omega_{(n)}}^{\Theta}, I_{\omega_{(n)}}^{\Theta}, v_{\omega_{(m)}}^{\Theta}\right)$ be a CCAS and $X_{i} \subseteq U_{i}$, where $1 \leq i \leq m$. The lower and upper approximations of the set $X_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} X_{m}$ in $A S_{\omega_{(m)}}^{\Theta}$ are defined, respectively, by

$$
\begin{aligned}
& \operatorname{LOW}\left(A S_{\omega_{(m)}}^{\Theta}, X_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} X_{m}\right)=\left\{\left(x_{1}, \ldots, x_{m}\right) \in U_{\omega_{(m)}}^{\Theta}: v_{\omega_{(m)}}^{\Theta}\left(I_{\omega_{(m)}}^{\Theta}\left(\left(x_{1}, \ldots, x_{m}\right)\right), X_{1} \bowtie_{\Theta}\right.\right. \\
& \left.\ldots \bowtie_{\Theta} X_{m}=1\right\}, \\
& U P P\left(A S_{\omega_{(m)}}^{\Theta}, X_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} X_{m}\right)=\left\{\left(x_{1}, \ldots, x_{m}\right) \in U_{\omega_{(m)}}^{\Theta}: v_{\omega_{(m)}}^{\Theta}\left(I_{\omega_{(m)}}^{\Theta}\left(\left(x_{1}, \ldots, x_{m}\right)\right), X_{1} \bowtie_{\Theta}\right.\right. \\
& \left.\left.\ldots \bowtie_{\Theta} X_{m}\right)>0\right\} .
\end{aligned}
$$

For any constrained compound approximation space $A S_{\omega_{(n)}}^{\Theta}$ one can formulate propositions analogous to Propositions 9.7, 9.8, and 9.9.

### 9.3 Knowledge Derived from Approximations of Compound Concepts

This sections examines the construction of concepts and their restricted versions in compound approximation spaces, i.e. compound concepts. This also shows what knowledge can be derived from the database using approximations of the concepts.

### 9.3.1 Compound Concepts

Theoretically the concept to be approximated can be defined by any subset of the universe. In practice, we consider a subset of objects that share the same feature (usually a decision class). We will limit our discussion to concepts that can be identified by features occurring in the database.

Definition 9.11 (Compound concept) Let $A S_{\omega_{(m)}}$ be a CAS and $\underset{1<j<k}{\forall} \alpha_{i_{j}} \in L_{I S_{i_{j}}} \vee$ $\alpha_{i_{j}}=\emptyset$, where $\left\{i_{1}, \ldots, i_{k}\right\} \in\{1, \ldots, m\}$.

A subset $\prod_{j=1}^{k} U^{\alpha_{i_{k}}}=S E M_{I S_{\left(i_{1}, \ldots i_{k}\right)}}\left(\bigwedge_{j=1}^{k} \alpha_{i_{j}}\right) \subseteq U_{\omega_{\left(i_{1}, \ldots, i_{k}\right)}}$ is a compound concept in $A S_{\omega_{(m)}}$.

A compound concept in $A S_{\omega_{(m)}}^{\Theta}$ can be defined analogously.
As mentioned in the previous section, compared with compound approximation spaces their constrained version make it possible to constructs approximations with a different meaning. Thanks to this, one can derive new knowledge from data. This will be illustrated using the following example.

Example 9.4 Consider the CCAS $A S_{\omega_{(1,2)}}^{\Theta}=\bowtie_{\Theta}\left(A S_{\omega_{1}}, A S_{\omega_{2}}\right)$ from Example 9.3. We construct all possible sets using the lower approximation. This can be done analogously for the upper approximation and combinations of both (see Proposition 9.8).

1. Good customers.

The concept is defined by $U_{1}^{\alpha_{1}}=\{1,2,4,5,6\}$ where $\alpha_{1}=($ class, 1$)$.
We obtain $L O W\left(A S_{\omega_{1}}, U^{\alpha_{1}}\right)=\{1,2,5,6\}$ (certainly good customers).
2. Small purchases (one piece). ${ }^{3}$

The concept is defined by $U_{2}^{\alpha_{2}}=\{1,3,4,5,8\}$ where $\alpha_{2}=($ amount, 1 ).
We obtain $L O W\left(A S_{\omega_{2}}, U^{\alpha_{2}}\right)=\{4,5,8\}$ (certainly small purchases).
3. Good customers and their purchases.

The concept is defined by $U_{1}^{\alpha_{1}} \bowtie_{\Theta} U_{2}=\{(1,1),(1,2),(2,3),(2,4),(4,5)$, $(4,6),(6,7)\}$.
a. We obtain $S_{1}=\operatorname{LOW}\left(A S_{\omega_{1}}, U_{1}^{\alpha_{1}}\right) \bowtie_{\Theta} U_{2}=\{(1,1),(1,2),(2,3),(2,4)$, $(6,7)\}$, where $\pi_{1}\left(S_{1}\right)=\{1,2,6\}$ (certainly good customers who make purchases) and $\pi_{2}\left(S_{1}\right)=\{1,2,3,4,7\}$ (purchases made by certainly good customers).
b. We obtain $S_{2}=\operatorname{LOW}\left(A S_{\omega_{(1,2)}}^{\Theta}, U_{1}^{\alpha_{1}} \bowtie_{\Theta} U_{2}\right)=\{(1,1),(1,2),(2,3)$, $(2,4),(4,6),(6,7)\}$, where $\pi_{1}\left(S_{2}\right)=\{1,2,4,6\}$ (good customers who make purchases that are certainly made by good customers) and $\pi_{2}\left(S_{1}\right)=$ $\{1,2,3,4,6,7\}$ (purchases that are certainly made by good customers). Customer 4 is included in $\pi_{1}\left(S_{2}\right)$ due to the pair $(4,6)$ but she cannot be added to the set due to the pair $(4,5)$. Namely, purchase 5 is not certainly made by a good customer, since $(4,5)$ is similar to $(3,8)$ and 3 is not a good customer.
4. Customers and their small purchases.

The concept is defined by $U_{1} \bowtie_{\Theta} U_{2}^{\alpha_{2}}=\{(1,1),(2,3),(2,4),(3,8),(4,5)\}$.
a. We obtain $S_{3}=U_{1} \bowtie_{\Theta} L O W\left(A S_{\omega_{2}}, U_{2}^{\alpha_{2}}\right)=\{(2,4),(3,8),(4,5)\}$, where $\pi_{1}\left(S_{3}\right)=\{2,3,4\}$ (customers who make certainly small purchases) and $\pi_{2}\left(S_{3}\right)=\{4,5,8\}$ (certainly small purchases made by customers).
b. We obtain $S_{4}=\operatorname{LOW}\left(A S_{\omega_{(1,2)}}^{\Theta}, U_{1} \bowtie_{\Theta} U_{2}^{\alpha_{2}}\right)=\{(2,3),(2,4),(3,8)$, $(4,5)\}$, where $\pi_{1}\left(S_{4}\right)=\{2,3,4\}$ (customers who certainly make small

[^50]purchases) and $\pi_{2}\left(S_{4}\right)=\{3,4,5,8\}$ (purchases made by customers who certainly make small purchases).
5. Good customers and their small purchases.

The concept is defined by $U_{1}^{\alpha_{1}} \bowtie_{\Theta} U_{2}^{\alpha_{2}}=\{(1,1),(2,3),(2,4),(4,5)\}$.
a. We obtain $S_{5}=\operatorname{LOW}\left(A S_{\omega_{1}}, U_{1}^{\alpha_{1}}\right) \bowtie_{\Theta} U_{2}^{\alpha_{2}}=\{(1,1),(2,3),(2,4)\}$, where $\pi_{1}\left(S_{5}\right)=\{1,2\}$ (certainly good customers who make small purchases) and $\pi_{2}\left(S_{5}\right)=\{1,3,4\}$ (small purchases made by certainly good customers).
b. We obtain $S_{6}=U_{1}^{\alpha_{1}} \bowtie_{\Theta} L O W\left(A S_{\omega_{2}}, U_{2}^{\alpha_{2}}\right)=\{(4,5)\}$, where $\pi_{1}\left(S_{6}\right)=$ $\{4\}$ (good customers who make certainly small purchases) and $\pi_{2}\left(S_{6}\right)=\{5\}$ (certainly small purchases made by good customers).
c. We obtain $S_{7}=L O W\left(A S_{\omega_{1}}, U_{1}^{\alpha_{1}}\right) \bowtie_{\Theta} L O W\left(A S_{\omega_{2}}, U_{2}^{\alpha_{2}}\right)=\{(2,4)\}$, where $\pi_{1}\left(S_{7}\right)=\{2\}$ (certainly good customers who make certainly small purchases) and $\pi_{2}\left(S_{7}\right)=\{4\}$ (certainly small purchases made by certainly good customers).
d. We obtain $S_{8}=\operatorname{LOW}\left(A S_{\omega_{(1,2)}}^{\Theta}, U_{1}^{\alpha_{1}} \bowtie_{\Theta} U_{2}^{\alpha_{2}}\right)=\{(2,3),(2,4)\}$, where $\pi_{1}\left(S_{8}\right)=\{2\}$ (good customers who certainly make small purchases) and $\pi_{2}\left(S_{8}\right)=\{3,4\}$ (small purchases certainly made by good customers).
Customer 1 is not included in $\pi_{1}\left(S_{8}\right)$ because one of his purchases, i.e. 2 , is not small. In turn, purchase 5 is not included in $\pi_{2}\left(S_{8}\right)$ because the pair $(4,5)$ is similar to $(3,8)$ and customer 3 is not good.

In points $3 \mathrm{a}, 4 \mathrm{a}$, and $5 \mathrm{a}-5 \mathrm{c}$ we obtain new knowledge compared with $3 \mathrm{~b}, 4 \mathrm{~b}$, and 5 d , respectively.

### 9.3.2 Restricted Compound Concepts

Based on a compound concept one can construct its restricted version by considering selected universes of a given CCAS.

Definition 9.12 (Restricted concept) Let $A S_{\omega_{(m)}}^{\Theta}$ be a CCAS. A concept restricted by $\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, m\}$ with respect to a concept $X_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} X_{m} \in U_{\omega_{(m)}}^{\Theta}$ is defined by

$$
\begin{equation*}
\pi_{i_{1}, \ldots, i_{k}}\left(X_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} X_{m}\right) . \tag{9.7}
\end{equation*}
$$

The below proposition shows that a restricted concept of a CCAS may differ from its corresponding concept defined in the subspace of the CCAS.
Proposition 9.11 Let $A S_{\omega_{(m)}}^{\Theta}$ be a CCAS, $\emptyset \neq X_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} X_{m} \in U_{\omega_{(m)}}^{\Theta}$ and $\left\{i_{1}, \ldots, i_{k}\right\} \subseteq\{1, \ldots, m\}$. The following hold
$\begin{cases}\emptyset \neq \pi_{i_{1}, \ldots, i_{k}}\left(X_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} X_{m}\right) \subseteq X_{i_{1}} \bowtie_{\Theta} \ldots \bowtie_{\Theta} X_{i_{k}}, & \text { if } A S_{\omega_{\left(i_{1}, \ldots, i_{k}\right.}}^{\Theta} \text { is a CCAS; } \\ X_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} X_{m}=\emptyset, & \text { otherwise } .\end{cases}$
Approximations of restricted concepts are defined in the following way.

Definition 9.13 (Approximations of restricted concepts in $\left.A S_{\omega_{(i, j)}}^{\Theta}\right)$ Let $A S_{\omega_{(i, j)}}^{\Theta}$ be a CCAS and $X_{1} \subseteq U_{i}, X_{2} \subseteq U_{j}$. The lower and upper approximations of the restricted concept $\pi_{k}\left(X_{1} \bowtie_{\Theta} X_{2}\right)(k=1,2)$ in $A S_{\omega_{(i, j)}}^{\Theta}$ are defined, respectively, by

$$
\begin{gathered}
\operatorname{LOW}\left(A S_{\omega_{(i, j)}}^{\Theta}, \pi_{k}\left(X_{1} \bowtie_{\Theta} X_{2}\right)\right)=\pi_{k}\left(L O W\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)\right), \\
U P P\left(A S_{\omega_{(i, j)}}^{\Theta}, \pi_{k}\left(X_{1} \bowtie_{\Theta} X_{2}\right)\right)=\pi_{k}\left(U P P\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)\right) .
\end{gathered}
$$

The approximations of a restricted concept may change if we replace a CCAS with its subspace corresponding to the restricted concept. This difference is shown in the below proposition.

Proposition 9.12 Let $A S_{\omega_{(i, j)}}^{\Theta}=\bowtie_{\Theta}\left(A S_{\omega_{i}}, A S_{\omega_{j}}\right)$ be a CCAS such that $\nu_{\omega_{i}}, v_{\omega_{j}}$ and $\nu_{\omega_{(i, j)}}$ are RIFs (and satisfy property $p_{5}^{4}$ (see Chap. 5)). The following hold $\underset{X_{1} \subseteq U_{i}}{\forall}$

1. $\operatorname{LOW}\left(A S_{\omega_{i}}, \pi_{i}\left(X_{1} \bowtie_{\Theta} U_{j}\right)\right) \subseteq \pi_{i}\left(L O W\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} U_{j}\right)\right)$,
2. $L O W\left(A S_{\omega_{i}}, \pi_{i}\left(X_{1} \bowtie_{\Theta} U_{j}\right)\right) \subseteq \pi_{i}\left(L O W\left(A S_{\omega_{i}}, X_{1}\right) \bowtie_{\Theta} U_{j}\right)$,
3. $U P P\left(A S_{\omega_{i}}, \pi_{i}\left(X_{1} \bowtie_{\Theta} U_{j}\right)\right)=\pi_{i}\left(U P P\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} U_{j}\right)\right)$,
4. $U P P\left(A S_{\omega_{i}}, \pi_{i}\left(X_{1} \bowtie_{\Theta} U_{j}\right)\right)=\pi_{i}\left(U P P\left(A S_{\omega_{i}}, X_{1}\right) \bowtie_{\Theta} U_{j}\right)$.

For $A S_{\omega_{j}}$ one can formulate analogous equalities.
The following example illustrates the above proposition.
Example 9.5 Consider a CCAS $A S_{\omega_{(1,2,3)}}^{\Theta}=\bowtie_{\Theta}\left(A S_{\omega_{1}}, A S_{\omega_{2}}, A S_{\omega_{3}}\right)$ where $\left(A S_{\omega_{1}}\right.$ and $A S_{\omega_{2}}$ are defined as in Example9.3, and $A S_{\omega_{3}}$ is constructed based on the product table, $I_{\omega_{3}}=\emptyset$ (all objects are similar to one another). Consider a concept "Good customers, their small purchases and products bought" that is defined by $\mathcal{X}=U_{1}^{\alpha_{1}} \bowtie_{\Theta} U_{2}^{\alpha_{2}} \bowtie_{\Theta} U_{3}=\{(1,1,1),(2,3,1),(2,4,3),(4,5,6)\}$ where $\alpha_{1}=($ class, 1$)$ and $\alpha_{2}=$ (amount, 1$)$. We construct restricted concepts.

1. Good customers in $\mathcal{X}$.

The concept is defined by $\pi_{1}(\mathcal{X})=\{1,2,4\} \subset U_{1}^{\alpha}=\{1,2,4,5,6\}$.
a. We obtain $\operatorname{LOW}\left(A S_{\omega_{(3)}}, \pi_{1}(\mathcal{X})\right)=\{2\}$ (good customers who certainly make small purchases).
b. We have $\operatorname{LOW}\left(A S_{\omega_{1}}, \pi_{1}(\mathcal{X})\right)=\{1,2\}$ (certainly good customers of those who make small purchases). Customer number 1 is certainly good one but he does not certainly make small purchases due to his purchase number 2 that includes two pieces of product number 3.
c. We obtain $L O W\left(A S_{\omega_{1}}, U_{1}^{\alpha_{1}}\right) \bowtie_{\Theta} U_{2}=\{1,2,6\}$ (certainly good customers of those who make small purchases).
2. Good customers and their product in $\mathcal{X}$.

The concept is defined by $\pi_{1,3}(\mathcal{X})=\{(1,1),(2,1),(2,3),(4,6)\} \supset U_{1}^{\alpha_{1}} \bowtie_{\Theta}$ $U_{3}^{\alpha_{2}}=\{1,2,4,5,6\} \bowtie_{\Theta} U_{3}=\emptyset$. We can only compute $\operatorname{LOW}\left(A S_{\omega_{(3)}}, \pi_{1,3}\right.$

[^51]$(\mathcal{X}))=\{(2,1),(2,3)\}($ good customers and their products that are certainly purchased by them in a small amount).
Proposition 9.12 and Example 9.5 show that it is possible to obtain new knowledge from approximations when restricted concepts are considered.

### 9.4 Evaluation of the Approach

This section provides a complexity analysis of the approach.
We will start with evaluating the cost of computing approximations in noncompound approximation spaces. Let $n=\operatorname{card}(U)$, where $U$ is the universe in an approximation space $A S_{\omega}=\left(U, I_{\omega}, v_{\omega}\right)$.

- The cost of computing $I_{\omega}(x)$ for $x \in U$ is $T_{1}(n)=n=O(n)$.
- The cost of computing $v_{\omega}(X, Y)$ for $X, Y \subseteq U$ is $T_{2}(n)=\operatorname{card}(X) \operatorname{card}(Y) \leq$ $n^{2}=O\left(n^{2}\right)$.
- The cost of computing $A P P\left(A S_{\omega}, X\right)$ for $X \subseteq U$, where $A P P \in\{L O W, U P P\}$ is $T_{3}(n)=n\left(T_{1}(n)+T_{2}(n)\right)=O\left(n^{3}\right)$.

Consider a compound approximation space $A S_{\omega_{(i, j)}}=\left(U_{\omega_{(i, j)}}, I_{\omega_{(i, j)}}, \nu_{\omega_{(i, j)}}\right)$, where $U_{\omega_{(i, j)}}=U_{i} \times U_{j}$. Let $n_{i}=\operatorname{card}\left(U_{i}\right), n_{j}=\operatorname{card}\left(U_{j}\right)$, and $n^{\max }=\max \left\{n_{i}, n_{j}\right\}$.

- The cost of computing $I_{\omega_{(i, j)}}\left(\left(x_{1}, x_{2}\right)\right)$ for $\left(x_{1}, x_{2}\right) \in U_{\omega_{(i, j)}}$ is $T_{1}\left(n_{i}, n_{j}\right) \leq T_{1}\left(n_{i}\right)+$ $T_{1}\left(n_{j}\right)+n_{i} n_{j}=O\left(\left(n^{\max }\right)^{2}\right)$. The sets $I_{\omega_{i}}\left(x_{1}\right)$ and $I_{\omega_{j}}\left(x_{2}\right)$ can be computed separately (see Definition 9.2). The cost of computing the Cartesian product of the both sets is up to $n_{i} n_{j}$.
- The cost of computing $v_{\omega_{(i, j)}}\left(X 1 \times X_{2}, Y_{1} \times Y_{2}\right)$ for $X_{1}, Y_{1} \subseteq U_{i}$ and $X_{2}, Y_{2} \subseteq U_{j}$ is $T_{2}\left(n_{i}, n_{j}\right)=T_{2}\left(n_{i}\right)+T_{2}\left(n_{j}\right)+1=O\left(\left(n^{\max }\right)^{2}\right)$, where " 1 " is the cost of multiplying $\nu_{\omega_{i}}\left(X_{1}, Y_{1}\right)$ by $\nu_{\omega_{j}}\left(X_{2}, Y_{2}\right)$.
- The cost of computing $A P P\left(A S_{\omega_{(i, j)}}, X_{1} \times X_{2}\right)$ for $X_{1} \subseteq U_{i}$ and $X_{2} \subseteq U_{j}$ is $T_{3}\left(n_{i}, n_{j}\right) \leq T_{3}\left(n_{i}\right)+T_{3}\left(n_{j}\right)+n_{i} n_{j}=O\left(\left(n^{\max }\right)^{3}\right)$, where $n_{i} n_{j}$ is the maximal cost of computing the Cartesian product of $A P P\left(A S_{\omega_{i}}, X_{1}\right)$ and $A P P\left(A S_{\omega_{j}}, X_{2}\right)$ (see Proposition 9.2).
We analogously analyze the complexity for a compound approximation space $A S_{\omega_{(m)}}=\left(U_{\omega_{(n)}}, I_{\omega_{(n)}}, v_{\omega_{(m)}}\right)$, where $U_{\omega_{(m)}}=\prod_{i=1}^{m} U_{i}$. Let $n_{i}=\operatorname{card}\left(U_{i}\right)$ and $n^{\max }=$ $\max \left\{n_{i}: 1 \leq i \leq m\right\}$.
- The cost of computing $I_{\omega_{(m)}}\left(\left(x_{1}, \ldots, x_{m}\right)\right)$ for $\left(x_{1} \ldots, x_{m}\right) \in U_{\omega_{(m)}}$ is $T_{1}\left(n_{1}, \ldots\right.$, $\left.n_{m}\right) \leq \sum_{i=1}^{m} T_{1}\left(n_{i}\right)+\prod_{i=1}^{m} n_{i}=O\left(\left(n^{\max }\right)^{m}\right)$. It is assumed that $m$ is significantly lower than $n$ and thereby it does not influence the cost.
- The cost of computing $v_{\omega_{(m)}}\left(\prod_{i=1}^{m} X_{i}, \prod_{i=1}^{m} Y_{i}\right)$ for $X_{i}, Y_{i} \subseteq U_{i}$ is $T_{2}\left(n_{1}, \ldots, n_{m}\right)=$ $\sum_{i=1}^{m} T_{2}\left(n_{i}\right)+m-1=O\left(\left(n^{\max }\right)^{2}\right)$.
- The cost of computing $A P P\left(A S_{\omega_{(n)}}, \prod_{i=1}^{m} X_{i}\right)$ for $X_{i} \subseteq U_{i}$ is $T_{3}\left(n_{1}, \ldots, n_{m}\right) \leq$ $\sum_{i=1}^{m} T_{3}\left(n_{i}\right)+\prod_{i=1}^{m} n_{i}=O\left(\left(n^{\max }\right)^{3}\right)+O\left(\left(n^{\max }\right)^{m}\right)=O\left(\left(n^{\max }\right)^{k}\right)$, where $k=$ $\max \{3, m\}$.
It is worth noting that for $A S_{\omega_{(m)}}$ the cost of computing the value of the rough inclusion function does not increase compared with $A S_{\omega_{(i, j)}}$. For $A S_{\omega_{(m)}}$ this task can be divided into subtasks, each involving one particular universe. Since the partial results are numbers, the cost of joining them (i.e. multiplying them by one another) is slight.

Consider now a constrained compound approximation space
$A S_{\omega_{(i, j)}}^{\Theta}=\left(U_{\omega_{(i, j)}}^{\Theta}, I_{\omega_{(i, j)}}^{\Theta}, v_{\omega_{(i, j)}}^{\Theta}\right)$, where $U_{\omega_{(i, j)}}^{\Theta}=U_{i} \bowtie_{\Theta} U_{j}$.

- The cost of computing $I_{\omega_{(i, j)}}^{\Theta}\left(\left(x_{1}, x_{2}\right)\right)$ for $\left(x_{1}, x_{2}\right) \in U_{\omega_{(i, j)}}^{\Theta}$ is $T_{1^{\prime}}\left(n_{i}, n_{j}\right) \leq T_{1}\left(n_{i}\right)+$ $T_{1}\left(n_{j}\right)+n_{i} n_{j}=O\left(\left(n^{\max }\right)^{2}\right)$.
- The cost of computing $v_{\omega_{(i, j)}}^{\Theta}\left(X 1 \bowtie_{\Theta} X_{2}, Y_{1} \bowtie_{\Theta} Y_{2}\right)$ for $X_{1}, Y_{1} \subseteq U_{i}$ and $X_{2}, Y_{2} \subseteq U_{j}$ is $T_{2^{\prime}}\left(n_{i}, n_{j}\right)=\operatorname{card}\left(X 1 \bowtie_{\Theta} X_{2}\right) \operatorname{card}\left(Y_{1} \bowtie_{\Theta} Y_{2}\right) \leq\left(\left(n^{\max }\right)^{2}\right)^{2}=$ $O\left(\left(n^{\max }\right)^{4}\right)$.
- The cost of computing $\operatorname{APP}\left(A S_{\omega_{(i, j)}}^{\Theta}, X_{1} \bowtie_{\Theta} X_{2}\right)$ for $X_{1} \subseteq U_{i}$ and $X_{2} \subseteq U_{j}$ is $T_{3^{\prime}}\left(n_{i}, n_{j}\right)=\operatorname{card}\left(U_{\omega_{(i, j)}}^{\Theta}\right)\left(T_{1^{\prime}}^{(2)}\left(n_{i}, n_{j}\right)+T_{2^{\prime}}^{(2)}\left(n_{i}, n_{j}\right)\right) \leq O\left(\left(n^{\max }\right)^{6}\right)$.
Finally, we analyze the complexity for a constrained compound approximation space $A S_{\omega_{(n)}}^{\Theta}=\left(U_{\omega_{(m)}}^{\Theta}, I_{\omega_{(m)}}^{\Theta}, v_{\omega_{(n)}}^{\Theta}\right)$, where $U_{\omega_{(m)}}^{\Theta}=U_{1} \bowtie_{\Theta} \ldots \bowtie_{\Theta} U_{m}$.
- The cost of computing $I_{\omega_{(m)}}^{\Theta}\left(\left(x_{1}, \ldots, x_{m}\right)\right)$ for $\left(x_{1} \ldots, x_{m}\right) \in U_{\omega_{(m)}}^{\Theta}$ is $T_{1^{\prime}}\left(n_{1}, \ldots, n_{m}\right) \leq \sum_{i=1}^{m} T_{1}\left(n_{i}\right)+\prod_{i=1}^{m} n_{i}=O\left(\left(n^{\max }\right)^{m}\right)$.
- The cost of computing $v_{\omega_{(n)}}\left(\prod_{i=1}^{m} X_{i}, \prod_{i=1}^{m} Y_{i}\right)$ for $X_{i}, Y_{i} \subseteq U_{i}$ is $T_{2^{\prime}}\left(n_{1}, \ldots, n_{m}\right)=$ $\operatorname{card}\left(X 1 \bowtie_{\Theta} \ldots \bowtie_{\Theta} X_{m}\right) \operatorname{card}\left(\begin{array}{lllll}Y_{1} & \bowtie_{\Theta} & \ldots & \left.\bowtie_{\Theta} \quad Y_{m}\right) \leq\left(\left(n^{\max }\right)^{m}\right)^{2}=\end{array}\right.$ $O\left(\left(n^{\max }\right)^{2 m}\right)$.
- The cost of computing $A P P\left(A S_{\omega_{(n)}}, \prod_{i=1}^{m} X_{i}\right)$ for $X_{i} \subseteq U_{i}$ is $T_{3^{\prime}}\left(n_{1}, \ldots, n_{m}\right)=$ $\operatorname{card}\left(U_{\omega_{(m)}}^{\Theta}\right)\left(T_{1^{\prime}}^{(m)}\left(n_{1}, \ldots, n_{m}\right)+T_{2^{\prime}}^{(m)}\left(n_{1}, \ldots, n_{m}\right)\right)=O\left(\left(n^{\max }\right)^{3 m}\right)$.
The pessimistic complexity of operations for constrained compound approximation spaces is considerably higher. It applies to the case when the constrained compound universe is (almost) as big as its non-constrained equivalent. In practice, the former universe is significantly smaller thanks to the constraints defined by the theta-join and imposed on the latter universe.


### 9.5 Conclusions

This chapter has introduced compound approximation spaces and their constrained versions. They are defined for previously introduced compound information systems. Compound approximation spaces are viewed as extensions of tolerance approximation spaces to a relational case.

The main benefits of the approach are summarized as follows.

1. Tolerance rough set model used in the construction of a compound space enables to properly adapt rough set tools to each separate universe.
2. Compound approximations spaces make it possible to simultaneously approximate more than one separate concept, each concerning a different universe.
3. Constrained compound approximations spaces additionally enable to compute approximations of the relationship of two concepts.
4. A concept of a given universe can be more precisely specified and approximated by using its restricted version that makes it possible to use conditions concerning the whole compound approximation space.

## Chapter 10 <br> Conclusions

This monograph has outlined the state of the art of a newly emerging research area called granular-relational data mining. Two general approaches for constructing granular computing frameworks intended to mine relational data have comprehensively been described: generalized related set based approach and description language based approach.

The choice of the framework can be dependent on the following factors.

1. Database structure.

The idea underlying the approach from Part I is that there exists background knowledge (background objects) based on which it is possible to define descriptions of the objects to be analyzed (target objects). Therefore, this framework is dedicated to a typical multi-table database, where essential information on target objects is mainly hidden in additional tables.
The approach described in Part II provides a relational extension of the standard granular computing framework. It means that the extended framework is more universal in terms of the database structure and can be used for a database consisting of one as well as many tables.
2. Pattern representation.

Patterns in the first approach can easily be transformed to a typical relational form. Therefore, the framework is preferred to obtain patterns compatible with the original database in terms of the language they are expressed.
Patterns in the second approach extend propositional ones. This solution makes it easy to upgrade a standard data mining algorithm to a relational case so that the language for expressing patterns is as much as possible close to the original one, i.e. attribute-value language.
The contribution of settlement of relational data mining in the paradigm of granular computing can be summarized into the following main points.

1. Application of granular computing approach enables to unify the process of knowledge discovery. Relational information granules are used to build an alternative representation of relational data. This representation also plays the role of the platform for discovering patterns of different types.
2. Richer knowledge can be discovered from relational data transformed into a granular representation. Relation-based granules, which are more informative than granules based on which they are constructed, enable to express knowledge that requires to use additional computations such as aggregation when mining relational data directly.
3. Granular computing based framework can deal with uncertainty in data. The adaptation of one of the main granular computing tools, i.e. rough set theory makes it possible to construct approximate descriptions of concepts defined in singular as well as multi-universes.

Furthermore, the introduced frameworks fill the gap between two research areas: relational data mining and granular computing. They can be considered as the first ones that comprehensively define relational data, information, and knowledge in the paradigm of granular computing.
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[^0]:    ${ }^{1}$ The notions of relation and table are used in this monograph interchangeably.

[^1]:    ${ }^{2}$ The standard information system is understood as the Pawlak information system.
    ${ }^{3} A_{R}$ denotes here the set of all attributes of relation $R$.

[^2]:    ${ }^{4}$ It is assumed that the value of an attribute is specified for a given object if and only if the object belongs to the relation whose schema includes the attribute.
    ${ }^{5}$ The tables the objects belong to are not assumed to be different.

[^3]:    ${ }^{6}$ A component of an object can be replaced with either a variable, a set of constants, or symbol "-" if the component is not important for the consideration.

[^4]:    ${ }^{7}$ The denotation $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ that occurs in an object argument list means that the corresponding attribute may take any of the values $v_{1}, v_{2}, \ldots, v_{n}$. We assume that sets are formed for attributes that take on a relatively small number of values. Otherwise, the attributes are previously discretized.

[^5]:    ${ }^{8}$ One of relations $R_{i}$ is usually considered as the target one. However, such a relation, as in this approach, may be determined externally, i.e. it occurs in the database but not in the pattern.

[^6]:    ${ }^{9}$ One can also consider rules including negated descriptors or conditions formed based on arguments of descriptors previously added.

[^7]:    ${ }^{1}$ If the depth level for objects representation is $i$, then those for the remaining tasks may be not higher than $i$.
    ${ }^{2}$ Learning from interpretations [19] is an alternative way of handling relational data. Interpretations correspond to non-abstract objects representations introduced in Chap. 2.

[^8]:    ${ }^{3}$ Proofs of the propositions formulated in this chapter can be found in [44].

[^9]:    ${ }^{4}$ One should distinguish between the syntax of a related set and the syntactical comparison of related sets. The former concerns the form of the related set, whereas the latter does the way the relate sets are compared. Analogously for semantics.

[^10]:    ${ }^{5}$ Two substitutions are equivalent if and only if each one can be obtained from the other one by renaming variables.
    ${ }^{6}$ The notion of substitution is used in two cases: for the generalization of related sets; for the semantic comparison of generalized related sets. To better distinguish these cases, we denote the former substitution by (indexed) $\sigma$, and the latter one by (indexed) $\theta$.

[^11]:    ${ }^{1}$ If a set of values consists of one element, then the set is replaced with the element.

[^12]:    ${ }^{2}$ An argument preceded by symbol " + " ("-") has to be replaced with an input (output) variable. The first argument of function mode (i.e. value 1) means that the relation purchase can be used in the construction of a pattern at most once.

[^13]:    ${ }^{3}$ Allowed specializations or generalizations of a given rule are understood as those rules that can be formed according to given constraints.
    ${ }^{4}$ The granule (customer $\left(A,_{-},{ }_{-},{ }_{-}\right.$, yes $\left.), \emptyset\right)$ can be transformed into the rule $\operatorname{customer}\left(A,_{-},{ }_{-},{ }_{-}, 1\right) \leftarrow 1$, where the rule premise is satisfied by any object.

[^14]:    ${ }^{5} \operatorname{attr}(o)$ is the collection of all components of an object $o$.

[^15]:    ${ }^{6} P(X)$ is the power set of $X$.

[^16]:    ${ }^{1}$ Symbols $c_{i}, m_{i}, p_{i}, p_{i}^{\prime}$ denote the $i$-th object of tables customer, married_to,purchase, product, respectively.
    ${ }^{2}$ Here, attribute prod_id is treated as nominal.

[^17]:    ${ }^{3}$ The measure can be used for sets of positive numbers only.

[^18]:    ${ }^{1}$ The approach introduced in this chapter can also be applied with no changes to a framework that uses a covering of the universe to form granules.
    ${ }^{2}$ In this approach the equality relation in the construction of conditions is used. The approach can easily be extended to a case where the conditions are also constructed by applying equality relations and a membership relation.
    ${ }^{3}$ The notation $\operatorname{SEM}_{I S}((a, v))$ is simplified by writing $\operatorname{SEM}_{I S}(a, v)$.

[^19]:    ${ }^{4}$ Symbolic values are abbreviated to their first letters. Granules in the table are presented in a simplified form, e.g. the granule $(30,\{3,4\})$ from column age corresponds to the granule ((age, 30), $\{3,4\})$.

[^20]:    ${ }^{5} S E M_{i}$ is the semantics of $L_{i}$.
    ${ }^{6}$ The index (i.e. the relation identifier) is omitted if this does not lead to a confusion.

[^21]:    ${ }^{7}$ It is assumed by default that a condition can be constructed based on two key attributes if they are of the same type.

[^22]:    ${ }^{8}$ The intersection of $A_{i}$ and $A_{j}$ is empty because all attributes names are distinct from one another, e.g. customer.id $\neq$ purchase.id.
    ${ }^{9} 1$. The subset of $A_{i}$ that consists of all key attributes is denoted by $\left(A_{i}\right)_{\text {key }} .2$. As previously, it is assumed that key attributes are of the same type.

[^23]:    ${ }^{10} \pi_{A}(\bullet)$ is understood as a projection over the attributes from $A$.

[^24]:    ${ }^{11}$ The rule conclusion is a trivial formula and means that an object which satisfies the formula belongs to the relation.

[^25]:    ${ }^{12}$ Proofs of the propositions formulated in this chapter can be found in [41].

[^26]:    ${ }^{1}$ An initial condition indicates the target relation and may be omitted if this does not lead to a confusion, e.g. formulas $\left(R_{1} . i d, R_{1} . i d\right) \wedge\left(R_{1} . i d, R_{2} . a\right)$ and $\left(R_{1} . i d, R_{2} . a\right)$ generated for target relation $R_{1}$ are equivalent.

[^27]:    ${ }^{2} \mathrm{~A}$ complex condition is understood as a set of simple conditions that are to be added simultaneously.

[^28]:    ${ }^{3}$ In this subsection the term pattern is understood as an itemset.

[^29]:    ${ }^{4}$ Unlike in Chap. 2, relational classification rules are not written in an inverse form, since they are extensions of propositional classification rules.
    ${ }^{5}$ The second form is used when the class attribute is not given, and the membership of an object to a class is meant as its belonging to one of target relations.

[^30]:    ${ }^{6}$ A non-negated relation is understood as a relation added to a pattern by means of a non-negated condition.

[^31]:    ${ }^{7}$ Additional refinements are possible if we consider also patterns constructed by using conditions of the form $(a, V)$, where $V$ is a set of values an attribute $a$ may take.

[^32]:    ${ }^{8}$ Proofs of the propositions formulated in this chapter can be found in [40].

[^33]:    ${ }^{9}$ These constraints corresponds to typical ones used in ILP.

[^34]:    ${ }^{10}$ The cost of the subtraction of the set of objects that satisfy the non-negated condition from the universe equals to or is less than $2 n$ since both the sets are assumed to be ordered.

[^35]:    ${ }^{1}$ A relation based on disjunction is defined analogously.

[^36]:    ${ }^{2}$ If the $\bigcup$ operation is used for one set only, it means that it is possible to obtain more than one set for the given relation.

[^37]:    ${ }^{3}$ In this case it is assumed that $a$ and $a^{\prime}$ are of the same type.
    ${ }^{4}$ The last attribute in $\varepsilon_{\alpha_{4}}$ (cust_id, $R_{2} . i d, R_{3}$.cust_id) corresponds to cust_id $d_{1}$ and cust_id $d_{2}$.

[^38]:    ${ }^{5} \operatorname{attr}\left(\varepsilon_{\alpha}\right)$ denotes the set of all attributes used in an $\varepsilon$-relation $\varepsilon_{\alpha}$.
    ${ }^{6}$ A pattern of the expanded language may include a descriptor of the form $(a, \cdot)$.
    ${ }^{7}$ Proofs of the propositions formulated in this section are simple and left to the reader.
    ${ }^{8} \sigma_{c}(\bullet)$ is a selection under a condition $c$.

[^39]:    ${ }^{9} 1$. For simplicity's sake we will write $i d_{i}$ for $R_{i} . i d$. 2 . The result means that 5 out of 7 customers purchase products.

[^40]:    ${ }^{10}$ Unlike for patterns, the frequency and confidence of an association rule $\varepsilon_{\alpha \rightarrow \beta}$ with respect to the domain $D\left(\varepsilon_{\alpha \rightarrow \beta}\right)$ are not defined, since $D\left(\varepsilon_{\alpha}\right)$ differs from $D\left(\varepsilon_{\beta}\right)$.

[^41]:    ${ }^{11}$ The result means that 4 out of 5 customers who purchase products purchase them in quantities of one piece.

[^42]:    ${ }^{12}$ The result means that 4 out of 5 customers who purchase products are considered as good customers.

[^43]:    ${ }^{13}$ The cost of forming $\varepsilon_{(i d, \cdot)}$ is $n$ because $\operatorname{SEM}_{I S}\left(\varepsilon_{(i d, \cdot)}\right)=\{(\operatorname{id}(x), \operatorname{id}(x)): x \in U\}$.

[^44]:    ${ }^{14}$ Formulas are constructed over descriptive attributes only. Key attributes are used in a compound information system to join particular information systems.

[^45]:    ${ }^{15}$ The sets are assumed to be ordered. This operation does not increase the asymptotic complexity of the database transformation.

[^46]:    ${ }^{16}$ We assume that the sets are ordered.

[^47]:    ${ }^{17}$ Relational data in the form it is provided is not, in general, ordered.

[^48]:    ${ }^{1}$ Proofs of the propositions formulated in this chapter can be found in [43].

[^49]:    ${ }^{2}$ The uncertainty and rough inclusion functions are defined as in Chap. 5 . The distance measure is defined as follows $d(x, y)=|a(x)-a(y)|$.

[^50]:    ${ }^{3}$ Here, a purchase is identified by one row in the purchase table.

[^51]:    ${ }^{4}$ The condition is required for the last two equalities.

