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Foreword

I take immense pleasure in writing the foreword for this very well-written book on
“Reliability and Safety Engineering” that connects the bridge between the quin-
tessential first principles of reliability with subsequent theoretical development of
conceptual frameworks, and their relevance to practical realization of complex
engineering systems. Interspersed with ample demonstrative examples and practical
case studies, this is a self-contained exposition, written in a commendably lucid
style.

Successful realization of sustainable and dependable products, systems, and
services involves an extensive adoption of Reliability, Quality, Safety, and
Risk-related procedures for achieving high assurance levels of performance; also
pivotal are the management issues related to risk and uncertainty that govern the
practical constraints encountered in their deployment. A need for a book that
addresses these issues in comprehensive rigor without compromising on the
underlying goal of succinct precision and simplicity has been long felt. And, I am
sure this book has succeeded in achieving this fine balance.

This book is aimed at giving a conceptually sound introduction to reliability
engineering and its allied interdisciplinary applications, especially for students at
the graduate level. Building upon the first principles, this gradually evolves into a
knowledge bank that can be relied on for gaining insights into the performance
analysis of complex systems. With its equally precise explanations both in breadth
and scope, researchers and practicing engineers alike will find this a valuable
authority as a ready reference and a handbook. After a detailed introduction and
models of reliability, risk, and uncertainty analysis, this elaborates on the appli-
cations through sufficient exposure to the varied fields of nuclear engineering,
electronics engineering, mechanical engineering, software engineering, and power
systems engineering.
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I strongly recommend this book for its elegant discourse on the fundamentals of
reliability and the much needed practical outlook it succeeds in constructing.

Hoang Pham
Distinguished Professor
Department of Industrial
and Systems Engineering

Rutgers, the State University of New Jersey
Piscataway, New Jersey

USA
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Preface

Nothing lasts forever and so is the life of engineering systems. The consequence of
failures of engineering system ranges from minor inconvenience to significant
economic loss and deaths. Designers, manufacturers, and end users strive to min-
imize the occurrence and recurrence of failures. In order to minimize failures in
engineering systems, it is essential to understand ‘why’ and ‘how’ failures occur. It
is also important to know how often such failures may occur. If failures occur,
inherent safety systems/measures must ensure the consequences of failures are
minimal. Reliability deals with the failure concept, whereas safety deals with the
consequences of failure. Reliability and Safety Engineering explores failures and
consequences of failures to improve the performance of engineering systems. It
plays a vital role in sectors such as chemical and process plants, nuclear facilities,
and aerospace which can impose potential hazards. The main benefit of its appli-
cation is to provide insights into design, performance, and environmental impacts,
including the identification of dominant risk contributors and the comparison of
options for reducing risk. In addition, it provides inputs to decisions on design and
back fitting, system operation and maintenance, safety analysis and on regulatory
issues.

Reliability and safety are the core issues to be addressed during the design,
operation, and maintenance of engineering systems. LCC and sustainability are key
to the understanding of risk and environmental impact of operation and mainte-
nance of systems over the designed life leading to what one may call the ‘Green
Reliability’. This book aims to present basic concepts and applications along with
latest state of art methods in Reliability and Safety engineering. The book is
organized as follows:

Chapter 1 introduces reliability and safety concepts and discusses basic termi-
nology, resources, past, present challenges, and future needs. Chapter 2 provides a
detailed review of probability and statistics essential for understanding the reli-
ability and safety analysis methods discussed in the remaining chapters.

Chapter 3 discusses various system reliability modeling techniques such as
Reliability Block Diagram, Fault Tree Analysis, and Markov modeling. Component
(or basic event) reliability values are assumed to be available in analyzing system
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level reliability. Repairable systems are also addressed and several practical
examples are given. In Chap. 4, methods that focus on reliability analysis of
complex systems, Monte Carlo simulation, and dynamic fault tree analysis are
explained.

Conventional engineering fields, viz., Electronics Engineering, Software
Engineering, Mechanical Engineering, and Structural Engineering, have their own
terminology and methodologies in applying the reliability concepts. Though the
basic objective is to improve the system effectiveness, approach in adopting reli-
ability concepts is slightly case specific to each area. Chapters 5–8 present reli-
ability terminology in the various above-mentioned conventional engineering fields.
The current practices, resources, and areas of research are highlighted with respect
to each field.

Chapter 9 focuses on maintenance of large engineering systems. Essentially this
chapter covers two areas of maintenance, i.e., prioritizing of equipment and opti-
mization in maintenance decision making.

Methodology for Probabilistic Safety Assessment (PSA) in general is addressed
in Chap. 10. Various elements of PSA including common cause failure analysis,
human reliability analysis, and importance measures are presented. Chapter 11
introduces dynamic methods in safety analysis with special emphasis on dynamic
event tree analysis; the elements involved in the method and comparison among its
implementation are also discussed. Practical applications of PSA in operation and
maintenance activities of complex systems like nuclear power plants are discussed
in Chap. 12.

Uncertainty is present in any reliability and safety calculation due to limitations
in exactly assessing the parameters of the model. Creditability and practical
usability of reliability and risk analysis results is enhanced by appropriate treatment
of uncertainties. Various uncertainty propagation and analyzing methods including
Monte Carlo simulation, Fuzzy arithmetic, Probability Bounds, and
Dempster-Shafer theory are explained in Chaps. 13 and 14.

This book is useful for advanced undergraduate and postgraduate students in
Nuclear Engineering, Aerospace Engineering, Industrial Engineering, Reliability
and Safety Engineering, Systems Engineering, Applied Probability and Statistics,
and Operations Research. The book is also suitable for one semester graduate
course on Reliability and Safety Engineering in all conventional engineering
branches like Civil, Mechanical, Chemical, Electrical, Electronics, and Computer
Science. It will also be a valuable reference for practicing engineers, managers, and
researchers involved in reliability and safety activities of complex engineering
systems.
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Chapter 1
Introduction

1.1 Need for Reliability and Safety Engineering

Failure is inevitable for everything in the real world, and engineering systems are no
exception. The impact of failures varies from minor inconvenience and costs to
personal injury, significant economic loss, environmental impact, and deaths.
Examples of major accidents are Fukushima-Daiichi nuclear disaster, Deepwater
Horizon oil spill, Chernobyl accident, Bhopal gas tragedy, and space shuttle
Columbia disaster. Causes of failure include bad engineering design, faulty man-
ufacturing, inadequate testing, human error, poor maintenance, improper use and
lack of protection against excessive stress. Designers, manufacturers and end users
strive to minimize the occurrence and recurrence of failures. In order to minimize
failures in engineering systems, it is essential to understand ‘why’ and ‘how’
failures occur. It is also important to know how often such failures may occur.
Reliability deals with the failure concept where as the safety deals with the con-
sequences after the failure. Inherent safety systems/measures ensure the conse-
quences of failures are minimal. Reliability and safety engineering provides a
quantitative measure of performance, identifies important contributors, gives
insights to improve system performance such as how to reduce likelihood of failures
and risky consequences, measures for recovery, and safety management.

Need for higher reliability and safety is further emphasized by the following
factors:

• Increased product complexity
• Accelerated growth of technology
• Competition in the market
• Public awareness or customer requirement
• Modern safety and liability laws
• Past system failures
• Cost of failures, damages and warranty
• Safety considerations with undesirable consequences
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Reliability and safety engineering has a wide number of applications in all
engineering fields, and the following are worth mentioning:

• Design evaluation;
• Identification of critical components/events;
• Determination of de-rating/factor of safety;
• Environmental comparisons;
• Redundancy requirements;
• Regulatory requirements;
• Burn-In/Accelerated life tests
• Establishment of preventive maintenance programs;
• Repair and spare part management;
• Replacement and residual life estimations;
• Safety management;
• Emergency management;
• Life cycle cost analysis.

1.2 Exploring Failures

One of the key elements of reliability and safety assessment is exploring failures,
which include study, characterize, measure, and analyze the failures. There are
many causes for failures of engineering systems, a few examples are:

• design errors;
• poor manufacturing techniques and lack of quality control
• substandard components;
• lack of protection against over stresses;
• poor maintenance;
• aging/wear out;
• human errors.

Failure rate (or hazard rate) of a population of products/items are often repre-
sented with a life characteristic curve or bathtub curve. A typical bathtub curve is
shown in Fig. 1.1. Failure or Hazard rate is the instantaneous rate of failure for
survivals until time t. When the products are put into operation, some of them fail
quickly due to manufacturing defects or inherently weak elements. This means that
the early hazard rate is very high. But once the weak products are gone the hazard
rate falls and becomes fairly constant. Finally the hazard rate rises again due to
wear-out. As shown in Fig. 1.1, the hazard function over life time of product can be
divided into three distinct regions:

(1) Early failure region or infant mortality (decreasing hazard rate)
(2) Useful life region (constant hazard rate)
(3) Wear-out failure region (increasing hazard rate)
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In the region (1), products/items should be monitored carefully before using as
hazard rate is high. Some manufactures use burn-in tests to screen out infant
mortalities before supplying them to end users. Although highly accelerated life
tests or highly accelerated stress tests are useful to identify and eliminate the root
causes economically, burn-in tests are still effective for products whose root causes
can’t be eliminated completely [1]. The region (2) is useful life period where hazard
rate is governed by chance/random failure and is fairly constant. The region
(3) indicates that the product should be replaced or scrapped as hazard rate starts
increasing.

1.3 Improving Reliability and Safety

Reliability is an important issue affecting each stage of life cycle ranging from birth
to death of a product or a system. Different stages in life cycle of a system are
shown in the Fig. 1.2. The first step in the improvement of reliability is to measure
and assess the present level of reliability. One has to identify the important
contributors/reasons for improving the reliability with given resources. It also
depends upon in what stage the system is, for example if the system is in the design
stage, only by simplifying the design, using de-rating/factor of safety and redun-
dancy, one can improve the reliability. By using good components and quality
control practices reliability can be improved at the production stage. Good main-
tenance practices are the only resort during the stage of usage of the system.
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Fig. 1.1 Bath-tub curve
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Safety is combination of reliability and consequences. Apart from increasing the
level of reliability for improving safety, consequences must be reduced by pro-
viding protection/safety systems which anticipates the failures and make sure that
consequences are in the acceptable level.

1.4 Definitions and Explanation of Some Relevant Terms

1.4.1 Quality

The International Organization for Standardization (ISO) defines quality as “The
totality of features and characteristics of a product or service that bear on its ability
to satisfy stated and implied needs.” In other words, quality is conformance to
specifications or requirements defined by customer. Quality is not binary rather a
continuous structure between good and bad.

Quality management uses quality assurance and control of processes as well as
products to achieve more consistent quality. ISO publishes standards that provide
guidance on how to ensure consistency and continuous improvement of quality in
products or services. For example, ISO 9001:2008 [2] sets out the requirements of a
quality management system. Companies or organizations can get certification that a
quality management is in place. This ISO standard has been implemented by over
one million organizations in over 170 countries [3].

Numerous techniques are available for improving quality. Examples for the
methods of quality management and techniques that incorporate and drive quality
improvement are ISO 9004:2008, Total Quality Management (TQM), statistical
process control, Six Sigma, Quality Function Deployment (QFD), Quality Circle,
Taguchi methods, etc.
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Fig. 1.2 Different stages in life cycle of a system
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1.4.2 Reliability

As per IEEE standards [4], reliability is defined as the ability of a system or
component to perform its required functions under stated conditions for a specified
period of time. The key elements of the definition are ability, required function,
conditions, and specified period of time. Ability is expressed quantitatively with
probability. Required function relates to expected performance. Stated conditions
usually refer to environmental conditions of operation. Specified period of time is
also referred as mission time which provides expected duration of operation.
Mathematically, reliability is defined as the probability that the random variable
time to failure (T) is greater or equal to mission time (t), as shown below.

RðtÞ ¼ PðT � tÞ ð1:1Þ

Typical measures of reliability are failure rate/frequency, mean time to failure,
mean time between failure, etc. Although reliability provides quantitative measure
of performance, one should not look at the absolute values but rather on relative
basis. For example, comparison with a target value expected by regulators or
comparison among alternative design changes.

It is important to understand the difference between quality and reliability. As
mentioned before, quality is conformance to specifications, which is at time t = 0
before we start operation. Reliability can often be termed as projection of quality
over time, meeting customer’s expectations over its life time.

1.4.3 Maintainability

BS 4778 defines maintainability as “The ability of an item, under stated conditions
of use, to be retained in, or restored to, a state in which it can perform its required
functions, when maintenance is performed under stated conditions and using pre-
scribed procedures and resources” [5]. The measure of maintainability is the
probability that the maintenance action can be carried out within a stated interval.
Corrective maintenance is done after the occurrence of failure. However, in order to
reduce the chance of failures and associated inconvenience, maintenance can also
be preventive or predictive.

Corrective Maintenance
The maintenance carried out after fault recognition to put an entity into a state in
which it can perform a required function.

Preventive Maintenance
The maintenance carried out at predetermined intervals or according to prescribed
criteria and intended to reduce the probability of failure or the degradation of the
functioning of an entity.
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Predictive Maintenance
Form of preventive maintenance performed continuously or at intervals governed
by observed condition to monitor, diagnose or trend a structure, system or com-
ponents’ condition indicators; results indicate current and future functional ability
or the nature of and schedule for planned maintenance. It is also known as condition
based maintenance.

Typical measures of maintainability are repair rate, mean time to repair, etc. The
technical specifications such as surveillance test interval and inspection interval are
often determined using the reliability and maintainability studies.

1.4.4 Availability

As introduced by Barlow and Proschan [6], availability is the probability that a
product or system is in operation at a specified time. This definition can be termed
as instantaneous availability. There are several forms of availability. For example,
average availability is defined on an interval of the real line and steady state
availability is the limit of instantaneous availability function as time approaches
infinity.

Availability is same as reliability for a non-repairable system. For a repairable
system, it can be returned to service with repair when failure occurs, thus the effect
of failure can be minimized. By allowing repair, reliability does not change but
availability changes.

The simplest representation of availability (A) is:

A ¼ Uptime of system
Uptime of systemþ Downtime of system

ð1:2Þ

Uptime depends on reliability of the system where as downtime depends on
maintainability of the system. Thus availability is function of both reliability and
maintainability.

1.4.5 Risk and Safety

Several definitions of risk exist in the literature. The most popular definition of risk
is the one proposed by Kaplan and Garrick [7]. They defined risk as function of
answers to three questions: “what can go wrong?”; “how likely is it to go wrong?”;
“if it does go wrong, what are the consequences?” Quantitatively, risk is defined as
a set of triplets as shown in equation:
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Risk ¼ hSiPixii ð1:3Þ

Where ‘i’ is a scenario number, i = 1, 2…N and Si is an accident scenario which
has probability of Pi and a consequence of xi. For example, an accident scenario in a
chemical plant has a probability of 1e-2 and its associated consequences results in a
financial loss of $10,000. Consequences of different scenarios may have similar or
same consequences, which results in probability/frequency of scenario as the vital
element. Popular measures of risk for nuclear industry are core damage frequency
and large early release frequency.

Aven’s definition of risk includes uncertainty as an essential element of risk. As
per his definition [8], risk is function of accident scenario (A), consequence (C), and
uncertainty (U) about A and C, Risk = (A, C, U).

Risk and safety are related to each other: the higher the risk, the lower the safety.
Risk assessment is also referred as safety assessment with practically no difference
in engineering applications.

1.4.6 Probabilistic Risk Assessment/Probabilistic
Safety Assessment

Probabilistic risk assessment/probabilistic safety assessment (PRA/PSA) is aimed at
evaluating the risks of a system using a probabilistic method. IAEA safety standards
[9, 10] define PSA as a comprehensive, structured approach to identifying failure
scenarios, constituting a conceptual and a mathematical tool for deriving numerical
estimates of risk. PSA/PRA essentially aims at identifying the events and their
combination(s) that can lead to severe accidents, assessing the probability of
occurrence of each combination and evaluating the consequences. The term PRA
and PSA are interchangeably used.

PSA/PRAs are performed for practically all nuclear power plants (NPPs), and
also applied in aerospace, chemical and process industries. In NPPs, it is performed
at three levels: Level-1 PSA to estimate core damage frequency, Level-2 PSA to
estimate radioactive release frequency, and Level-3 PSA to estimated public health
and societal risk.

1.5 Resources

Tables 1.1, 1.2, 1.3, and 1.4 lists some important journals, international confer-
ences, failure data banks and commercial software in the reliability and safety field.
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1.6 History

A historical overview of reliability and safety engineering in the form of important
milestones is briefly described below.

The concept of reliability and safety started relatively later than other engi-
neering branches. As Dr. W.A. Shewart inspired the rise of statistical quality control
at Bell labsin 1920s, W. Weibull conceived the Weibull distribution to represent
fatigue of materials. Pierce in 1926 introduced the concept ‘the axiom that a chain is
no stronger than its weakest link is one with essential mathematical implications’.
In the 1930s, aircraft accidents were recorded in the form of statistical reports by
collecting failure data of various aircraft components [11]. Designers and manu-
facturers made use of this feedback for improvement of future designs. The first risk

Table 1.1 International journals

Name of journal Publisher Published
since

IEEE Transactions on Reliability IEEE Reliability Society, USA 1952

Microelectronics Reliability Elsevier, UK 1962

Reliability Engineering and System Safety Elsevier, UK 1980

Risk Analysis Society for Risk Analysis, USA 1981

Journal of System Safety The International System
Safety Society, USA

1983

Structural Safety Elsevier, UK 1983

International Journal of Quality and
Reliability Management

Emerald Publishers, UK 1984

Quality and Reliability Engineering John Wiley & Sons, USA 1985

Safety Science Elsevier, UK 1991

International Journal of Reliability, Quality
and Safety Engineering

World Scientific Publishing Co.
Pvt. Ltd., Singapore

1994

Process Safety and Environmental
Protection

Elsevier, UK 1996

Journal of Risk Research Taylor & Francis Group 1998

Communications in Dependability and
Quality Management

DQM Research Centre, Serbia 1998

International Journal of Performability
Engineering

RAMS Consultants, Jaipur,
India

2005

International Journal of Reliability and
Safety

Inderscience Publishers,
Switzerland

2006

Journal of Risk and Reliability Professional Engineering, UK 2006

Journal of Quality and Reliability
Engineering

Hindawi Pub. Co., USA 2008

International Journal of System Assurance
Engineering and Management

Springer 2009

Journal of Life Cycle Reliability and Safety
Engineering

Society for Reliability and
Safety, India

2010
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objective for aircraft safety was defined by Pugsley in 1939. He asked for the
accident rate of an aircraft should not exceed 10−5/h.

The first predictive reliability models appeared while Wernher von Braun, one of
the most famous rocket scientists, was working on the V1 missile in Germany. The
rockets were found to be having poor reliability. The team worked based on the
principle that a chain is no stronger than its weakest link. But failures were
observed with not only the weakest part but also with remaining components. The
team later consulted a mathematician, Eric Pernchka, who came up with a concept

Table 1.2 International conferences

Name of the conference Organizer/sponsor Frequency

Probabilistic Safety Assessment and
Management (PSAM)

International Association for
Probabilistic Safety Assessment and
Management

2 years

Probabilistic Safety Assessment American Nuclear Society 2 years

Society for Risk Analysis Annual
Meeting (SRA)

Society for Risk Analysis Annual

ESREL Conference European Safety and Reliability
Association

Annual

International System Safety Conference
(ISSC)

The International System Safety
Society

Annual

The Annual Reliability and
Maintainability Symposium (RAMS)

IEEE/ASQ Annual

The International Applied Reliability
Symposium

Reliasoft Annual

International Conference on Quality,
Reliability, and Information Technology
(ICQRIT)

IIT Bombay and Delhi Univ., India 3 years

International Conference on Reliability,
Safety and Hazard (ICRESH)

Bhabha Atomic Research Centre,
India

5 years

Table 1.3 Failure data banks

Name of database Developed by Information

IAEA
TECDOC-478

International Atomic Energy
Agency, Austria

For use in nuclear systems

IAEA
TECDOC-1048

International Atomic Energy
Agency, Austria

Human reliability data

MIL-HDBK-217F Department of Defense, USA Electronic equipment

Telcordia Telcordia Technologies, USA For electronic, electrical,
electro-mechanical components

IEC 62380 International Electrotechnical
Commission, Switzerland

Electronics components, PCBs
and equipment

NPRD-95 Reliability Analysis Centre For use in mechanical systems

PSID Centre for Chemical Process
Safety, USA

For use in process and chemical
industry
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which says ‘if the survival probability of an element is 1/x, survival probability of
system of n such similar components will be 1/xn, which forms the basis for the
reliability of series system [11]. Subsequently, Wern Von Braun introduced the
concept of redundancy to improve the reliability of systems.

The concepts of reliability developed slowly until World War II. During the
War, over 50 % of the defense equipment was found to be failed state in storage; it
was due to electronic system failure and in particular because of vacuum tube
failures. The unreliability of vacuum tube acted as a catalyst to the rise of reliability
engineering. Reliability was born as a branch of engineering in USA in 1950s. In
1952 the Department of Defense (DOD) and the American electronic industry
created the Advisory Group on Reliability of Electronic Equipment (AGREE).
AGREE report suggested modularity in design, reliability growth and demonstra-
tion tests to improve reliability and also a classical definition of reliability. This
study triggered several applications in electronic industry and also spread to
aerospace industry. This period witnessed the first conference on ‘quality control
and reliability’ and the first journal in the area ‘IEEE Transaction on Reliability’ by
the Institute of Electrical and Electronics Engineers.

In 1961 H.A. Watson introduced ‘Fault Tree Analysis (FTA)’ concept to eval-
uate control system of Minuteman I Intercontinental Ballistic Missile (ICBM)
launching system at Bell telephone laboratories. The FTA is one of the pillars for
safety and risk assessment even today, which is extensively used in aerospace and
nuclear industries. The failure mode effect analysis (FMEA) method was also
introduced in the early 1960s by aerospace industry. FMEA technique also became
popular in automotive industry. Following Apollo 1 disaster in 1967, aerospace
industry began to use a systematic approach to evaluate risk called ‘Probabilistic
Risk Assessment (PRA)’. In 1960s, specializations of reliability engineering
emerged, for instance structural reliability as a branch was born to investigate
structural integrity of buildings, bridges, vessels, pipes, etc. [12]. Distinguished
mathematicians Birnbaum, Barlow, Proschan, Esary and Weibull extensively
contributed to the development of mathematics of reliability [11].

Table 1.4 Commercial software

Software Developed by Available important tools

RELEX Relex Software
Corporation, USA

RBD, fault tree, event tree, Life Cycle cost,
optimization, Markov

ISOGRAPH Isograph Ltd, UK Fault trees, event trees, Markov

RELIASOFT ReliaSoft
Corporation, USA

Accelerated life testing, reliability prediction,
Weibull analysis

RISKSPECTRUM RelconScandpower,
Sweden

PSA, Bayesian updating, risk monitor

ITEM Item Software, UK Fault trees, event trees, Markov, FMECA,
Electronics (MIL-HDBK-217, IEC 62380)

The EPRI HRA
calculator

Electric Power
Research Institute,
USA

Human reliability analysis
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In the early 1970s, nuclear industry had adapted PRA concepts from aerospace
industry, but subsequently PRA methods developed in nuclear industry were
adapted by aerospace industry [13]. Undoubtedly the ground breaking study for risk
assessment of nuclear power plants is the Reactor Safety Study initiated by US
Atomic Energy Commission and led by the pioneer Prof. Rasmuseen. This land-
mark study resulted in a comprehensive WASH-1400 report [14]. This study
investigated a large number of accident scenarios, quantified risk, and identified
important risk contributors. Event tree analysis took birth during this study, which
is an essential element of today’s PRA/PSAs. Although the study had been criti-
cized for underestimating uncertainties, dependencies, and operator actions, three
mile island (TMI) accident which took place in USA in 1979 resembled one of the
accident scenario identified in WASH-1400. PRA methodology received a major
boost after TMI accident. US Nuclear Regulatory Commission made extensive
efforts to develop and promote PRA methods. For example, NUREG-1150 [15]
study assessed risk of five US nuclear power plants, which demonstrated the
potential PRA applications. Today practically nuclear power plants all over the
world perform PRA/PSAs and regulators use PRA/PSAs in the risk informed
regulation of plants. Risk assessments have also been performed in other industry
sectors, for instance, aeronautical, chemical, power, railways for complying with
regulations and also for design improvements. In 1970s, another branch of reli-
ability engineering emerged, software reliability which was concerned about soft-
ware development, testing and improvement [16].

In 1980s, methods to capture dependencies and to model operator actions were
extensively developed. For example, common cause failure models proposed by
Fleming [17] and Mosleh [18] and human reliability analysis methods introduced
by Swann [19]. Techniques such as Bayesian analysis to update failure models with
field date and also use of accelerated life testing to investigate failure causes became
popular during this time [20].

Traditionally basic event or component failure models were obtained from sta-
tistical analysis of field or life tests data, Bayesian updating, or expert elicitation
techniques. To overcome the criticism about uncertainties in such models, 1990s
witnessed the rise of physics of failure or mechanist models, especially in elec-
tronic, electronic, and mechanical components. This approach used knowledge of
degradation process and operating stresses/loads to characterize failure mecha-
nisms. The recent trend is the hybrid methods that combine different types of data
including failure data banks, expert judgment, physical of failures information, and
life test data using Bayesian updating technique [20].

Complexity of systems and technological developments is ever increasing. To
cope with these challenges, simulation based safety/reliability analysis methods
have been receiving increased attention. The availability of high performance
computing infrastructure at unprecedented levels helps in such simulations.
Integrating deterministic models with probabilistic models are being explored to
improve reliability/risk modeling taking advantage of computational power.
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Table 1.5 summarizes important milestones discussed earlier. Detailed expla-
nation on evolution of reliability and safety engineering can be found in Villemeur
[11], Elsayed [21], Misra [22], Modarres [13, 20].

1.7 Present Challenges and Future Needs for the Practice
of Reliability and Safety Engineering

Reliability/Safety Assessments are very useful to manage reliability/risk and sup-
port decision making for safe, economical and efficient design and operation of
complex engineering systems like nuclear power plants, chemical and process
plants, aeronautical systems and defense equipment. Specific applications include
design evaluations for comparison with standards, identification of critical parts for
reliability and safety management, evaluation of inspection and maintenance
intervals and residual life estimation.

In spite of several potential applications of reliability/safety studies, there are a
few limitations. Accuracy of these studies is greatly influenced by models, uncer-
tainties in data and models, unjustified assumptions and incompleteness in the
analysis. In representing complex behavior of system swith the mathematical
models, there could be simplifying assumptions and idealizations of rather complex
processes and phenomena. These simplifications and idealizations lead to inappro-
priate reliability/risk estimates, the impact of which must be appropriately addressed
if the assessment is to serve as a tool in the decision making process [9, 23].

The end use of any reliability/risk studies is to assist in decision making such as
design/plant evaluation, identification of critical components, and operation and
maintenance activities. When reliability/risk evaluation of design/plant is carried

Table 1.5 Evolution of reliability and risk assessment methods

Method/Milestone Developed/Inspired by

Reliability predictive models Eric Pernchka in 1940s

Birth of reliability engineering as a branch AGREE study in 1950s

Fault tree analysis Watson at Bell telephone laboratories in 1961

Markov models in reliability/risk studies Andrei A. Markov invented the method

FMEA Aeronautics industry in 1960s

Probabilistic risk/safety assessment-Event
tree analysis

Rasmussen’s Reactor safety study
(WASH-1400) in 1975

Bayesian approach in reliability/risk studies Nuclear/Electronics industry

Importance measures W.E. Vesely in 1983

Dependency models A. Mosleh in 1980s

Human reliability A.D. Swain in 1980s

Physical of failure models Electronic industry in 1990s

Simulation based safety/reliability methods Nuclear industry in 2000s
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out for comparison with the standards or required targets (set by the regulatory
bodies), the decision maker’s dilemma involves whether comparison of the stan-
dard should be done with the mean value or the bounds. The issue becomes sig-
nificant if bounds are of the same order or of lower orders. The standard value
(probability of failure) ought to be higher than the upper bound specified in the
uncertainty bounds of the design. Similarly, while evaluating operation and
maintenance intervals, uncertainty in data and models can make the final decision
different. Proper treatment of uncertainty is essential for such practical usability of
reliability analysis results. Ignoring uncertainties in reliability analysis may mislead
decision making. Consideration of uncertainty in the analysis gives insights into
decision making by giving optimistic and pessimistic sets of solutions. Acceptable
degree of confidence in the results can only be achieved by proper management of
uncertainty.

Many researchers, academicians and practicing engineers in various fields
worked extensively to develop methods for carrying out uncertainty analysis and
applied them in their respective fields [24–28]. In particular, distinguishing different
types of parameter uncertainty, characterizing the elementary uncertainty, treatment
of model uncertainty, uncertainty in dependency modeling, and considering
uncertainty in decision making are still under active research. Some of these issues
have been addressed in Chaps. 13 and 14 of this book.

The regulators play a vital role in the application of reliability and risk studies.
This is clearly visible in industries such as nuclear, chemical and aerospace where
reliability and safety studies are enforced by regulators. For example, US NRC has
been instrumental in developing PSA technology and promoting its applications.
Industries which are not enforced by regulators to meet quantitative risk require-
ments are relatively less inclined to perform rather expensive reliability and risk
studies; for example, automobile, railways, communication networks and building
sector. Zio [29] advocates the need for a cultural breakthrough convincing
plant/system managers about benefits obtained from resource intensive reliability
and risk studies. This can be realized by standardization of methods and providing
resources guiding the practitioners. For instance, there is scope for improvement in
standards for structural reliability and power system reliability analysis. Availability
of advanced software tools and comprehensive data banks will rapidly improve
applications in various industries [30].

Most of the present reliability and risk studies focus on assessing the level of
safety and compare it with explicit or implicit standards. In addition, reliability
studies shall be increasingly used in operation and maintenance activities of engi-
neering systems. For example in nuclear power plants, determination of surveil-
lance test interval during operation and determination of in-service inspection
interval during maintenance are some of the practical applications of reliability and
risk studies during the phase of use. Finally, the gap between theory and practice
can be reduced by developing and implementing practically feasible solutions to
industrial scale problems.

1.7 Present Challenges and Future Needs for the … 13

http://dx.doi.org/10.1007/978-1-4471-6269-8_13
http://dx.doi.org/10.1007/978-1-4471-6269-8_14


Potential Improvements in Risk Assessment as Revealed by Fukushima

PSA standards provide detailed methodology and guidelines to carry out risk/safety
assessment; for example, IAEA [31] and ASME/ANS standards [32, 33] for nuclear
installations. Practically all nuclear power plants perform level-1 PSA studies, while
most of which perform level-2 PSA to severe accident progression. Full scope PSA
that includes level-3 PSA should be performed to assess the off-site consequences.
Although the full scope PSA is resource intensive, it provides vital safety insights in
safety management.

The Fukushima accident (caused by a tsunami triggered by an earthquake) at
three units in 2011 revealed some of the potential areas for improving PSA
methodology. Siu et al. [34] and Lyubarskiy et al. [35] highlighted a number of
issues and lessons learnt from the accident. Some of the important issues are
organized into the following three groups. Table 1.6 summarizes three potential
areas and their specific tasks to improve PSA methodology.

1. Increasing the search space and the scope of the analysis
The quantitative screening criteria to focus analysis on most risk-significant
hazards would likely lead to the screening of events such as Fukushima, which
poses a question as to what we might do to avoid such a situation. The events
such as earthquake, tsunami, fire, and floods and the correlation between such
hazards should be considered. Also, dependencies among multi units on the same
site should be appropriately treated in PSAs. The emergency response centers
and its associated effect on the consequences should be included in the analysis.

2. Improving accident modeling
It is worthwhile to highlight a point mentioned by Siu et al. [34]:
“well-intentioned conservatism in different PSA technical elements can suffi-
ciently skew the analysis results that truly risk-significant scenarios may be

Table 1.6 Potential improvements in PSA methodology

S.
no.

Potential area Specific tasks

1. Increasing the search space and
the scope of the analysis

a. Impact of screening criteria

b. External events and their correlations

c. Dependencies among multi units

d. Emergency preparedness

2. Improving the accident
modeling

a. Examine assumptions, approximations, time
dependent complex interactions, and associated
conservatism

b. Modeling external events, passive systems, digital
systems, and severe accidents

c. Simulation based risk analysis

3. Uncertainty analysis a. Risk estimate: mean versus its uncertainties

b. Physical phenomena and uncertainties from its
simulation codes
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masked”. A MLOCA study in [36, 37], where PSA results were compared with
Dynamic PSA results including the risk contributors, reported inappropriate
importance measures besides conservative results from PSA. The conservative
bounding assumptions, approximations, and treating time dependent complex
interactions should be appropriately examined before introducing them into PSA
studies; simulation based risk analysis methods such as dynamic event trees
(DET) can support PSA studies in such conditions. For example, Karanki et al.
[38, 39], reported DET informed approach to study the impact of dynamics on
success criteria definitions used in PSA. Chapter 11 focuses on the dynamic PSA.

One of the most challenging elements in PSA is accounting human errors and
human failure events. In particular the errors of commission, for example the
intentional isolation of a safety system at Fukushima unit-1 [34], there are human
reliability analysis methods capable of treating such events [40–42]. The meth-
ods and applications should be extended to full scope PSA and also address new
complexities arising from the severe accident scenarios.
Modeling external events such as seismic, tsunami, flood, fire, etc. pose another
important challenge, especially their combinations. Treatment of passive sys-
tems and digital systems should be appropriately done in PSA studies.

3. Understanding the uncertainties
It is essential to treat uncertainties in models and model parameters. In current
PSA practice, the uncertainties in stochastic PSA model parameters such as
basic event probabilities are only propagated to risk. Plant simulations are
usually performed to simulate accident scenarios with thermal hydraulic codes.
Although physical process is deterministic in nature, the mathematical models
representing the physics is subjected to uncertainty, which arises from modeling
the phenomena accurately and their associated model parameters. Uncertainty in
model parameters of physical phenomena should also be considered to deter-
mine sequence outcomes, to define success criteria in building accident
sequence models, and should be propagated to risk.

References

1. Wilkins DJ (2002) The bathtub curve and product failure behavior. Reliab Hot Wire 21 & 22
2. ISO 9001:2008 (2012) Quality Management Systems—Requirements
3. http://www.iso.org
4. Institute of Electrical and Electronics Engineers (1990) IEEE standard computer dictionary: a

compilation of IEEE standard computer glossaries, New York. ISBN 1-55937-079-3
5. BS 4778 Glossary of terms used in quality assurance, including reliability and maintainability

terms. British Standards Institution, London
6. Barlow RE, Proschan F (1973) Availability theory for multicomponent system, multivariate

analysis III. Academic Press Inc., New York, pp 319–335 (Reliability and life testing:
probability models)

7. Kaplan S, Garrick BJ (1981) On the quantitative definition of risk. Risk Anal 1:11–27

1.7 Present Challenges and Future Needs for the … 15

http://dx.doi.org/10.1007/978-1-4471-6269-8_11
http://www.iso.org


8. Aven T (2010) On how to define, understand and describe risk. Reliab Eng Syst Saf 95:623–
631

9. IAEA (1992) Procedure for conducting probabilistic safety assessment of nuclear power plants
(level 1). International Atomic Energy Agency, Vienna, Safety Series No. 50-P-4

10. IAEA (2002) Review of probabilistic safety assessments by regulatory bodies. Safety Reports
Series, No. 25, International Atomic Energy Agency, Vienna

11. Villemeur A (1992) Reliability, maintainability, and safety assessment, vol 1. Methods and
techniques. Wiley, New York

12. Saleh JH, Marais K (2006) Highlights from the early (and pre-) history of reliability
engineering. Reliab Eng Syst Saf 91:249–256

13. Keller W, Modarres M (2005) A historical overview of probabilistic risk assessment
development and its use in the nuclear power industry: a tribute to the late professor Norman
Carl Rasmussesn. Reliab Eng Syst Saf 89:271–285

14. USNRC (1975) Reactor safety study: an assessment of accident risk in US commercial power
plants (WASH-1400). USNRC

15. USNRC (1990) Severe accident risks: an assessment for five US nuclear power plants,
NUREG-1150

16. Moranda PB (1975) Prediction of software reliability during debugging. In: Proceedings of the
annual reliability maintenance symposium, pp 327–32

17. Fleming KN, Kalinowski AM (1983) An extension of the beta factor method to systems with
high level of redundancy. Pickard, Lowe and Garric Inc. PLG-0289

18. Mosleh A et al (1988) Procedures for treating common cause failures in safety and reliability
studies. U.S. Nuclear Regulatory Commission and Electric Power Research Institute,
NUREG/CR-4780, and EPRI NP-5613, vols 1 and 2

19. Swain AD, Guttmann HE (1983) Handbook of human reliability analysis with emphasis on
nuclear power plant applications, NUREG/CR-1278, USNRC

20. Azarkhail M, Modarres M (2012) The evolution and history of reliability engineering: rise of
mechanical reliability modeling. Int J Perform Eng 8(1):35–47

21. Elasayed EA (1996) Reliability engineering. Prentice Hall, New Jersey
22. Misra KB (1992) Reliability analysis and prediction. Elsevier Publishers, New York
23. NASA (2002) Probabilistic risk assessment procedures guide for NASA managers and

practitioners. Version 1.1, NASA Report
24. Modarres M (1985) Statistical uncertainty analysis in reactor risk estimation. Nucl Eng Des

85:385–399
25. Wu JS, Apostolakis GE, Okrent D (1990) Uncertainties in system analysis: probabilistic Vs

non probabilistic theories. Reliab Eng Syst Saf 30:163–181
26. Helton JC (1993) Uncertainty and sensitivity analysis techniques for use in performance

assessment for radioactive waste disposal. Reliab Eng Syst Saf 42:327–367
27. Ferson S, Hajago JG (2004) Arithmetic with uncertain numbers: rigorous and often best

possible answers. Reliab Eng Syst Saf 85:135–152
28. Karanki DR, Kushwaha HS, Verma AK, Srividya A (2007) Quantification of epistemic and

aleatory uncertainties in level-1 probabilistic safety assessment studies. Reliab Eng Syst Saf 92
(7):947–956

29. Zio E (2009) Reliability engineering: old problems and new challenges. Reliab Eng Syst Saf
94:125–141

30. SAFERELNET (2006) Safety and reliability of industrial products, systems and structures:
current position and future research needs. http://www.mar.ist.utl.pt/saferelnet/

31. IAEA (2010) Development and application of level 1 probabilistic safety assessment for
nuclear power plants. International Atomic Energy Agency, Vienna, IAEA SAFETY
STANDARDS SERIES No. SSG-3

32. ASME (2002) Probabilistic risk assessment for nuclear power plant applications, RA-S-2002.
American Society of Mechanical Engineers, New York

33. ASME (2013) Probabilistic risk assessment standard for advanced non-LWR nuclear power
plants, ASME/ANS RA-S-1.4-2013. American Society of Mechanical Engineers, New York

16 1 Introduction

http://www.mar.ist.utl.pt/saferelnet/


34. Siu N et al (2013) PSA technology challenges revealed by the great east Japan earthquake. In:
PSAM topical conference in light of the Fukushima Daiichi accident, Tokyo, Japan, 15–17
April 2013

35. Lyubarskiy A, Kuzmina I, El-Shanawany M (2011) Notes on potential areas for enhancement
of the PSA methodology based on lessons learned from the Fukushima accident. In:
Proceedings of the 2nd probabilistic safety analysis/human factors assessment forum,
Warrington, UK, 8–9 Sept 2011

36. Karanki DR, Dang VN (2013) Quantified dynamic event trees vs PSA: a comparison for
MLOCA risk. In: ANS PSA 2013 international topical meeting on probabilistic safety
assessment and analysis, Columbia, SC, USA, 22–26 Sept 2013, American Nuclear Society,
CD-ROM

37. Karanki DR, Dang VN Quantification of dynamic event trees: a comparison with event trees
for MLOCA scenario. In: Communication with reliability engineering and system safety

38. Karanki DR, Dang VN, Kim TW (2012) The impact of dynamics on the MLOCA accident
model: an application of dynamic event trees. In: Proceedings 11th probabilistic safety
assessment and management/European safety and reliability 2012 (PSAM11/ESREL2012),
Helsinki, Finland, 25–29 June 2012, CD-ROM

39. Karanki DR, Kim T-W, Dang VN (2015) A dynamic event tree informed approach to
probabilistic accident sequence modeling: dynamics and variabilities in medium LOCA.
Reliab Eng Syst Saf (ISSN: 0951-8320) 142:78–91

40. U.S. Nuclear Regulatory Commission (2000) Technical basis and implementation guidelines
for a technique for human event analysis (ATHEANA). NUREG-1624, Rev. 1, Washington,
DC

41. Julius JA, Jorgenson EJ, Parry GW, Mosleh AM (1995) A procedure for the analysis of errors
of commission in a probabilistic safety assessment of a nuclear power plant at full power.
Reliab Eng Syst Saf 50:189–201

42. Podofillini L, Dang VN, Nusbaumer O, Dress D (2013) A pilot study for errors of commission
for a boiling water reactor using the CESA method. Reliab Eng Syst Saf 109:86–98

References 17



Chapter 2
Basic Reliability Mathematics

The basics of mathematical theory that are relevant to the study of reliability and
safety engineering are discussed in this chapter. The basic concepts of set theory
and probability theory are explained first. Then the elements of component reli-
ability are presented. Different distributions used in reliability and safety studies
with suitable examples are explained. The treatment of failure data is given in the
last section of the Chapter.

2.1 Classical Set Theory and Boolean Algebra

A set is a collection of elements having certain specific characteristics. A set that
contains all elements of interest is known as universal set, denoted by ‘U’. A sub set
refers to a collection of elements that belong to a universal set. For example, if
universal set ‘U’ represents employees in a company, then female employees is a
sub set A of ‘U’. For graphical representation of sets within the frame of reference
of universal set, Venn diagrams are widely used. They can be very conveniently
used to describe various set operations.

The Venn diagram in Fig. 2.1 shows the universal set with a rectangle and subset
A with a circle. The complement of a set A (denoted by Ā) is a set which consists of
the elements of ‘U’ that do not belong to A.

2.1.1 Operations on Sets

Let A and B be any sub-sets of the universal set U, the union of two sets A and B is
a set of all the elements that belong to at least one of the two sets A and B. The
union is denoted by ‘[’ and read as ‘OR’. Thus A [ B is a set that contains all the
elements that are in A, B or both A and B. The Venn diagram of A [ B is shown in
Fig. 2.2.

© Springer-Verlag London 2016
A.K. Verma et al., Reliability and Safety Engineering,
Springer Series in Reliability Engineering,
DOI 10.1007/978-1-4471-6269-8_2

19



The intersection of A and B is the set of elements which belong to both sets. The
intersection is denoted by ‘\’ and read as ‘AND’. The Venn diagram of A \ B is
shown in Fig. 2.3.

Two sets of A and B are termed mutually exclusive or disjoint sets when A and
B have no elements in common i.e., A \ B = ∅. This can be represented by Venn
diagram as shown in Fig. 2.4.

U

A

Fig. 2.1 Venn diagram for subset A

BA

Fig. 2.2 Venn diagram for A [ B

A B

Fig. 2.3 Venn diagram for A \ B

A

B

Fig. 2.4 Venn diagram for mutually exclusive events
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2.1.2 Laws of Set Theory

Some important laws of set theory are enumerated in the Table 2.1.

2.1.3 Boolean Algebra

Boolean algebra finds its extensive use in evaluation of reliability and safety pro-
cedures due to consideration that components and system can present in either
success or failure state. Consider a variable ‘X’ denotes the state of a component and
assuming 1 represents success and 0 represents failure state. Then, probability that X
is equal to 1 P(X = 1) is called reliability of that particular component. Depending
upon the configuration of the system, it will also have success or failure state. Based
on this binary state assumption, Boolean algebra can be conveniently used.

In Boolean algebra all the variables must have one of two values, either 1 or 0.
There are three Boolean operations, namely, OR, AND and NOT. These operations
are denoted by +, . (dot) and ‾ (super bar over the variable) respectively. A set of
postulates and useful theorems are listed in Table 2.2. X denotes a set and x1, x2, x3
denote variables of X.

Consider a function of f(x1, x2, x3, …, xn) of n variables, which are combined by
Boolean operations. Depending upon the values of constituent variables x1, x2, …,
xn, function f will be 1 or 0. As these are n variables and each can have two possible
values 1 or 0, 2n combinations of variables will have to be considered for deter-
mination of the value of function f. Truth tables are used represent the value of f for

Table 2.1 Laws of set theory Name of the law Description

Identity law A [ ∅ = A; A [ U = U

A \ ∅ = ∅; A \ U = A

Idempotency law A [ A = A

A \ A = A

Commutative law A [ B = B [ A

A \ B = B \ A

Associative law A [ (B [ C) = (A [ B ) [ C

A \ (B \ C) = (A \ B) \ C

Distributive law A \ (B [ C) = (A \ B) [ (A \ C)

A [ (B \ C) = (A [ B) \ (A [ C)

Complementation
law

A [ A ¼ U

A \ �A ¼ U
��A ¼ A

De Morgan’s laws ðA [ BÞ ¼ �A \ �B

ðA \ BÞ ¼ �A [ �B
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all these combinations. A truth table is given for a Boolean expression f(x1, x2,
x3) = x1x2 + x2x3 + x1x3 in the following Table 2.3.

In reliability calculations, it is necessary to minimize the Boolean expression in
order to eliminate repetition of the same elements. The premise of all minimization
techniques is the set of Boolean algebra theorems mentioned in the Table 2.2. The
amount of labor involved in minimization increases as the number of variable
increase. Geometric methods and famous Karnaugh’s map is applicable only up to
six number of variables. Nowadays, sophisticated computerized algorithms are
available for calculation with large number of variables.

2.2 Concepts of Probability Theory

The word ‘experiment’ is used in probability and statistics to describe any process
of observation that generates raw data. An experiment becomes ‘random experi-
ment’ if it satisfies the following conditions: it can be repeatable, outcome is

Table 2.2 Boolean algebra
theorems

Postulate/Theorem Remarks

xþ 0 ¼ x

x � 1 ¼ x

Identity

xþ x ¼ x

x � x ¼ x

Idempotence

�0 ¼ 1 and �1 ¼ 0
��x ¼ x Involution

x1 þ x1x2 ¼ x1
x1ðx1 þ x2Þ ¼ x1

Absorption

x1 þ ðx2 þ x3Þ ¼ ðx1 þ x2Þ þ x3
x1 � ðx2 � x3Þ ¼ ðx1 � x2Þ � x3

Associative

ðx1 þ x2Þ ¼ �x1 � �x2
ðx1 � x2Þ ¼ �x1 þ �x2

De Morgan’s theorem

Table 2.3 Truth table x1 x2 x3 F

0 0 0 0

0 0 1 0

0 1 0 0

0 1 1 1

1 0 0 0

1 0 1 1

1 1 0 1

1 1 1 1

22 2 Basic Reliability Mathematics



random (though it is possible to describe all the possible outcomes) and pattern of
occurrence is definite if the experiment is repeated large number of times. Examples
of random experiment are tossing of coin, rolling die, and failure times of engi-
neering equipment from its life testing. The set of all possible outcomes of a
random experiment is known as ‘sample space’ and is denoted by ‘S’. The sample
space for random experiment of rolling a die is {1, 2, 3, 4, 5, and 6}. In case of life
testing of engineering equipment, sample space is from 0 to ∞. Any subset of
sample space is known as an event ‘E’. If the outcome of the random experiment is
contained in E then once can say that E has occurred. Probability is used to quantify
the likelihood, or chance, that an outcome of a random experiment will occur.
Probability is associated with any event E of a sample space S depending upon its
chance of occurrence which is obtained from available data or information.

The concept of the probability of a particular event is subject to various
meanings or interpretations. There are mainly three interpretations of probability:
classical, frequency, and subjective interpretations.

The classical interpretation of probability is based on the notion of equally likely
outcomes and was originally developed in the context of games of chance in the
early days of probability theory. Here the probability of an event E is equal to the
number of outcomes comprising that event (n) divided by the total number of
possible outcomes (N). This interpretation is simple, intuitively appealing, and easy
to implement, but its applicability is, of course, limited by its restriction to equally
likely outcomes. Mathematically, it is expressed as follows:

PðEÞ ¼ n
N

ð2:1Þ

The relative-frequency interpretation of probability defines the probability of an
event in terms of the proportion of times the event occurs in a long series of
identical trials. In principle, this interpretation seems quite sensible. In practice, its
use requires extensive data, which in many cases are simply not available and in
other cases may be questionable in terms of what can be viewed as ‘identical trials.
Mathematically, it is expressed as follows;

PðEÞ ¼ LimN!1
n
N

ð2:2Þ

The subjective interpretation of probability views probability as a degree of
belief, and this notion can be defined operationally by having an individual make
certain comparisons among lotteries. By its very nature, a subjective probability is
the probability of a particular person. This implies, of course, that different people
can have different probabilities for the same event. The fact that subjective prob-
abilities can be manipulated according to the usual mathematical rules of proba-
bility is not transparent but can be shown to follow from an underlying axiomatic
framework.

Regardless of which interpretation one gives to probability, there is general
consensus that the mathematics of probability is the same in all cases.
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2.2.1 Axioms of Probability

Probability is a number that is assigned to each member of a collection of events
from a random experiment that satisfies the following properties:

If S is the sample space and E is any event in a random experiment,

1. P(S) = 1
2. 0 ≤ P(E) ≤ 1
3. For two events E1 and E2 with E1 \ E2 = ∅, P(E1 [ E2) = P(E1) + P(E2)

The property that 0 ≤ P(E) ≤ 1 is equivalent to the requirement that a relative
frequency must be between 0 and 1. The property that P(S) = 1 is a consequence of
the fact that an outcome from the sample space occurs on every trial of an
experiment. Consequently, the relative frequency of S is 1. Property 3 implies that if
the events E1 and E2 have no outcomes in common, the relative frequency of
outcomes in is the sum of the relative frequencies of the outcomes in E1 and E2.

2.2.2 Calculus of Probability Theory

Independent Events and Mutually Exclusive Events
Two events are said to be ‘independent’ if the occurrence of one does not affect

the probability of occurrence of other event. Let us say A and B are two events, if
the occurrence of A does not provide any information about occurrence of B then A
and B are statistically independent. For example in a process plant, the failure of a
pump does not affect the failure of a valve.

Two events are said to be ‘mutually exclusive’ if the occurrence of one event
makes the non-occurrence of other event. If the occurrence of A ensures that B will
not happen then A and B are mutually exclusive. If two events are mutually
exclusive then they are dependent events. Success and failure events of any com-
ponent are mutually exclusive. In a given time, if pump is successfully operating
implies failure has not taken place.

Conditional Probability
The concept of conditional probability is the most important in all of probability

theory. It is often interest to calculate probabilities when some partial information
concerning the result of the experiment is available, or in recalculating them in the
light of additional information. Let there be two event A and B, the probability of A
given that B has occurred is referred as conditional probability and is denoted by P
(A|B) = P(A \ B)/P(B).

If the event B occurs then in order for A to occur it is necessary that the actual
occurrence be a point in both A and B, i.e. it must be in A \ B (Fig. 2.5). Now,
since we know that B has occurred, it follows that B becomes our new sample space
and hence the probability that the event A \ B occurs will equal the probability of
A \ B relative to the probability of B. It is mathematical expressed as,
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PðAjBÞ ¼ PðA \ BÞ
PðBÞ ð2:3Þ

Similarly one can write

PðBjAÞ ¼ PðA \ BÞ
PðAÞ ð2:4Þ

Probability for Intersection of Events
From Eq. 2.4, one can write

PðA \ BÞ ¼ PðAÞ � PðBjAÞ ð2:5Þ

If A and B are independent events then the conditional probability P(B|A) is
equal to P(B) only. Now Eq. 2.5 becomes, simply the product of probability of A
and probability of B.

PðA \ BÞ ¼ PðAÞ � PðBÞ ð2:6Þ

Thus when A and B are independent, the probability that A and B occur together
is simply the product of the probabilities that A and B occur individually.

In general the probability of occurrence of n dependent events E1, E2, …, En is
calculated by the following expression,

PðE1 \ E2 \ � � � \ EnÞ ¼ PðE1Þ � PðE2jE1Þ
� PðE3jE1 \ E2Þ. . .PðEnjE1 \ E2 \ � � � \ En�1Þ

If all the events are independent then probability of joint occurrence is simply the
product of individual probabilities of events.

PðE1 \ E2 \ � � � \ EnÞ ¼ PðE1Þ � PðE2Þ � PðE3Þ � � � � � PðEnÞ ð2:7Þ

Probability for Union of Events
Let A and B are two events. From the Venn diagram (Fig. 2.6), as the three

regions 1, 2 and 3 are mutually exclusive, it follows that

Fig. 2.5 Venn diagram for
A \ B
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PðA [ BÞ ¼ Pð1Þ þ Pð2Þ þ Pð3Þ
PðAÞ ¼ Pð1Þ þ Pð2Þ
PðBÞ ¼ Pð2Þ þ Pð3Þ
which shows that

PðA [ BÞ ¼ PðAÞ þ PðBÞ � Pð2Þ
As Pð2Þ ¼ PðA \ BÞ;
PðA [ BÞ ¼ PðAÞ þ PðBÞ � PðA \ BÞ

ð2:8Þ

The above expression can be extended to n events E1, E2, …, En by the fol-
lowing equation

PðE1 [ E2 [ � � � [ EnÞ ¼ PðE1Þ þ PðE2Þ þ � � � þ PðEnÞ
� ½PðE1 \ E2Þ þ PðE2 \ E3Þ þ � � � þ PðEn�1 \ EnÞ�þ
þ ½PðE1 \ E2 \ E3Þ þ PðE2 \ E3 \ E4Þ þ � � � þ PðEn�2 \ En�1 \ EnÞ��

..

.

ð�1Þnþ1PðE1 \ E2 \ � � � \ EnÞ
ð2:9Þ

Total Probability Theorem
Let A1, A2 … An be n mutually exclusive events forming a sample space S and P
(Ai) > 0, i = 1, 2 … n (Fig. 2.7). For an arbitrary event B one has

B ¼ B \ S ¼ B \ ðA1 [ A2 [ � � � [ AnÞ
¼ ðB \ A1Þ [ ðB \ A2Þ [ � � � [ ðB \ AnÞ

where the events B \ A1, B \ A2,…, B \ An are mutually exclusive.

PðBÞ ¼
X
i

PðB \ AiÞ ¼
X
i

PðAiÞPðBjAiÞ ð2:10Þ

This is called total probability theorem.

1 2 3

B A 

Fig. 2.6 Venn diagram for A and B
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Bayes Theorem
From the definitions of conditional probability,

PðAjBÞ ¼ PðA\BÞ
PðBÞ

PðA\BÞ ¼ PðBÞ � PðAjBÞ � ðaÞ

PðBjAÞ ¼ PðA\BÞ
PðAÞ

PðA\BÞ ¼ PðAÞ � PðBjAÞ � ðbÞ

Equating both (a) and (b) we have: PðBÞ � PðAjBÞ ¼ PðAÞ � PðBjAÞ.
We can obtain P(A|B) as follows

PðAjBÞ ¼ PðAÞ � PðBjAÞ
PðBÞ ð2:11Þ

This is a useful result that enables us to solve for P(A|B) in terms of P(B|A).
In general, if P(B) is written using the Total Probability theorem, we obtain the

following general result, which is known as Bayes’ Theorem.

PðAijBÞ ¼ PðAiÞPðBjAiÞP
i PðAiÞPðBjAiÞ ð2:12Þ

Bayes’ theorem presents a way to evaluate posterior probabilities P(Ai|B) in
terms of prior probabilities P(Ai) and conditional probabilities P(B|Ai). This is very
useful in updating failure data as more evidence is available from operating
experience.

The basic concepts of probability and statistics are explained in detail in the
Refs. [1, 2].
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B 
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A3 A4 A5
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S 

Fig. 2.7 Sample space containing n mutually exclusive events
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2.2.3 Random Variables and Probability Distributions

It is important to represent the outcome from a random experiment by a simple
number. In some cases, descriptions of outcomes are sufficient, but in other cases, it
is useful to associate a number with each outcome in the sample space. Because the
particular outcome of the experiment is not known in advance, the resulting value
of our variable is not known in advance. For this reason, random variables are used
to associate a number with the outcome of a random experiment. A random variable
is defined as a function that assigns a real number to each outcome in the sample
space of a random experiment. A random variable is denoted by a capital letter and
numerical value that it can take is represented by a small letter. For example, if X is
a random variable representing number of power outages in a plant, then x shows
the actual number of outages it can take say 0, 1, 2…n.

Random variable can be classified into two categories, namely, discrete and
continuous random variables. A random variable is said to be discrete if its sample
space is countable. The number of power outages in a plant in a specified time is
discrete random variable. If the elements of the sample space are infinite in number
and sample space is continuous, the random variable defined over such a sample
space is known as continuous random variable. If the data is countable then it is
represented with discrete random variable and if the data is measurable quantity
then it is represented with continuous random variable.

Discrete Probability Distribution
The probability distribution of a random variable X is a description of the proba-
bilities associated with the possible values of X. For a discrete random variable, the
distribution is often specified by just a list of the possible values along with the
probability of each. In some cases, it is convenient to express the probability in
terms of a formula.

Let X be a discrete random variable defined over a sample space S = {x1, x2… xn}.
Probability can be assigned to each value of sample space S. It is usually denoted
by f(x). For a discrete random variable X, a probability distribution is a function such
that

(a) f ðxiÞ� 0

(b)
Pn
i¼1

f ðxiÞ ¼ 1

(c) f ðxiÞ ¼ PðX ¼ xiÞ
Probability distribution is also known as probability mass function. Some

examples are Binomial, Poisson, Geometric distributions. The graph of a discrete
probability distribution looks like a bar chart or histogram. For example, in five flips
of a coin, where X represents the number of heads obtained, the probability mass
function is shown in Fig. 2.8.
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The cumulative distribution function of a discrete random variable X, denoted as
F(x), is

FðxÞ ¼ PðX � xÞ ¼
X
xi � x

f ðxiÞ

F(x) satisfies the following properties for a discrete random variable X.

(a) FðxÞ ¼ PðX� xÞ ¼ P
xi � x

f ðxiÞ
(b) 0�FðxÞ� 1
(c) if x� y then FðxÞ�FðyÞ
The cumulative distribution for the coin flipping example is given in Fig. 2.9.

Continuous Probability Distributions
As the elements of sample space for a continuous random variable X are infinite in
number, probability of assuming exactly any of its possible values is zero. Density
functions are commonly used in engineering to describe physical systems. Similarly,
a probability density function f(x) can be used to describe the probability distribution
of a continuous random variable X. If an interval is likely to contain a value for X, its
probability is large and it corresponds to large values for f(x). The probability that
X is between a and b is determined as the integral of f(x) from a to b. For a continuous
random variable X, a probability density function is a function such that

(a) f ðxÞ� 0

(b)
Rþ1

�1
f ðxÞ ¼ 1

(c) Pða�X� bÞ ¼ Rb
a
f ðxÞdx
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Fig. 2.8 A discrete probability mass function
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The cumulative distribution function of a continuous random variable X is

FðxÞ ¼ PðX � xÞ ¼
Zx

�1
f ðhÞdh ð2:13Þ

The probability density function of a continuous random variable can be
determined from the cumulative distribution function by differentiating. Recall that
the fundamental theorem of calculus states that

d
dx

Zx

�1
f ðhÞdh ¼ f ðxÞ

Now differentiating F(x) with respect to x and rearranging for f(x)

f ðxÞ ¼ dFðxÞ
dx

ð2:14Þ

Characteristics of Random Variables
In order to represent probability distribution function of a random variable, some
characteristic values such as expectation (mean) and variance are widely used.
Expectation or mean value represents the central tendency of a distribution func-
tion. It is mathematically expressed as
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Fig. 2.9 A discrete cumulative distribution function
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Mean ¼ EðxÞ ¼
X
i

xif ðxiÞ for discrete

¼
Zþ1

�1
xf ðxÞdx for continuous

A measure of dispersion or variation of probability distribution is represented by
variance. It is also known as central moment or second moment about the mean. It
is mathematically expressed as

Variance ¼ Eððx� meanÞ2Þ ¼
X
x

ðx� meanÞ2f ðxÞ for discrete

¼
Zþ1

�1
ðx� meanÞ2f ðxÞdx for continuous

2.3 Reliability and Hazard Functions

Let ‘T’ be a random variable representing time to failure of a component or system.
Reliability is probability that the system will perform it expected job under specified
conditions of environment over a specified period of time. Mathematically, reli-
ability can be expressed as the probability that time to failure of the component or
system is greater than or equal to a specified period of time (t).

RðtÞ ¼ PðT � tÞ ð2:15Þ

As reliability denotes failure free operation, it can be termed as success proba-
bility. Conversely, probability that failure occurs before the time t is called failure
probability or unreliability. Failure probability can be mathematically expressed as
the probability that time to failure occurs before a specified period of time t.

�RðtÞ ¼ PðT\tÞ ð2:16Þ

As per the probability terminology, �RðtÞ is same as the cumulative distributive
function of the random variable T.

FðtÞ ¼ �RðtÞ ¼ PðT\tÞ ð2:17Þ

Going by the first axiom of probability, probability of sample space is unity. The
sample space for the continuous random variable T is from 0 to∞. Mathematically,
it is expressed as
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PðSÞ ¼ 1

Pð0\T\1Þ ¼ 1

The sample space can be made two mutually exclusive intervals: one is T < t and
the second is T � t. Using third axiom of probability, we can write

Pð0\T\1Þ ¼ 1

PðT\t [ T � tÞ ¼ 1

PðT\tÞ þ PðT � tÞ ¼ 1

Substituting Eqs. 2.15 and 2.17, we have

FðtÞ þ RðtÞ ¼ 1 ð2:18Þ

As the time to failure is a continuous random variable, the probability of T
having exactly a precise t will be approximately zero. In this situation, it is
appropriate to introduce the probability associated with a small range of values that
the random variable can take on.

Pðt\T\t þ DtÞ ¼ Fðt þ DtÞ � FðtÞ

Probability density function f(t) for continuous random variables is defined as

f ðtÞ ¼ Lt
Dt!0

Pðt\T\t þ DtÞ
Dt

� �

¼ Lt
Dt!0

Fðt þ DtÞ � FðtÞ
Dt

� �

¼ dFðtÞ
dt

¼ � dRðtÞ
dt

ðfrom Eq: 2:18Þ

From the above derivation we have an important relation between R(t), F(t)
and f(t):

f ðtÞ ¼ dFðtÞ
dt

¼ � dRðtÞ
dt

ð2:19Þ
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Given the Probability Density Function (PDF), f(t) (Fig. 2.10), then

FðtÞ ¼
Z t

0

f ðtÞdt

RðtÞ ¼
Z1
t

f ðtÞdt
ð2:20Þ

The conditional probability of a failure in the time interval from t to (t + Δt)
given that the system has survived to time t is

P t� T � t þ Dt T � tjð Þ ¼ RðtÞ � Rðt þ DtÞ
RðtÞ

Then RðtÞ�RðtþDtÞ
RðtÞDt is the conditional probability of failure per unit of time (failure

rate).

kðtÞ ¼ lim
Dt!0

RðtÞ � Rðt þ DtÞ
RðtÞDt ¼ lim

Dt!0

�½Rðt þ DtÞ � RðtÞ�
Dt

1
RðtÞ

¼ �dRðtÞ
dt

1
RðtÞ ¼

f ðtÞ
RðtÞ

ð2:21Þ

λ(t) is known as the instantaneous hazard rate or failure rate function.
Reliability as a function of hazard rate function can be derived as follows:We

have the following relation from the above expression

Fig. 2.10 Probability distribution function
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kðtÞ ¼ �dRðtÞ
dt

1
RðtÞ

kðtÞdt ¼ �dRðtÞ
RðtÞ

Integrating and simplifying, we have

RðtÞ ¼ exp �
Z t

0

kðhÞdh
2
4

3
5 ð2:22Þ

2.4 Distributions Used in Reliability and Safety Studies

This section provides the most important probability distributions used in reliability
and safety studies. They are grouped into two categories, namely, discrete proba-
bility distributions and continuous probability distributions.

2.4.1 Discrete Probability Distributions

2.4.1.1 Binomial Distribution

Consider a trial in which the only outcome is either success or failure. A random
variable X with this trail can have success (X = 1) or failure (X = 0). The random
variable X is said to be Bernoulli random variable if the probability mass function
of X is given by

PðX ¼ 1Þ ¼ p

PðX ¼ 0Þ ¼ 1� p

where p is the probability that the trial is success. Suppose now that n independent
trials, each of which results in a ‘success’ with probability ‘p’ and in a ‘failure’ with
probability 1 − p, are to be performed. If X represents the number of success that
occur in the n trials, then X is said to be a binomial random variable with
parameters n, p. The probability mass function of binomial random variable is given
by

PðX ¼ iÞ ¼ ncip
ið1� pÞn�i i ¼ 0; 1; 2; . . .; n ð2:23Þ
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The probability mass function of a binomial random variable with parameter
(10, 0.2) is presented in Fig. 2.11.

The cumulative distributive function is given by

PðX� iÞ ¼
Xi

j¼0

ncjp
jð1� pÞn�j ð2:24Þ

Mean of the binomial distribution is calculated as follows

EðxÞ ¼
X

xf ðxÞ

¼
Xn
i¼0

i� ncip
ið1� pÞn�i

¼ np
Xn
i¼1

n�1ci�1p
i�1ð1� pÞn�i

¼ np
Xm
j¼0

mcjp
j�1ð1� pÞm�j

¼ np

Similarly variance can also be derived as

Variance ¼ npq
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Fig. 2.11 Binomial probability mass function
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Example 1 It has been known from the experience that 4 % of hard disks produced
by a computer manufacture are defective. Find the probability that out of 50 disks
tested, what is the probability of having (i) Zero Defects and (ii) All are defective.

Solution: q = 4 % of hard disks produced by a computer manufacture are defective.
We know,

pþ q ¼ 1

p ¼ 1� q

¼ 1� 0:04

p ¼ 0:96

According to Binomial Distribution,

PðX ¼ xÞ ¼ nCx� px�qn�x

Now,

(i) In case of ‘zero defects’, i.e. p(X = 0)

PðX ¼ 0Þ ¼ nCx� px�qn�x ¼ 50C0�ð0:04Þ0�ð0:96Þð50�0Þ ¼ 0:1299
(ii) In case of ‘all are defective’, i.e. p(X = 50)

PðX ¼ 50Þ ¼ nCx� px�qn�x ¼50 C50ð0:04Þ50ð0:96Þð50�50Þ ¼ 0:8701
Or in other way,

P(X ¼ 50Þ ¼ 1�P(X ¼ 0Þ ¼ 1� 0:1299 ¼ 0:8701

Example 2 To ensure high reliability, triple modular1 redundancy is adopted in
instrumentation systems of Nuclear Power Plant (NPP). It is known that failure
probability of each instrumentation channel from operating experience is 0.01.
What is the probability of success of the whole instrumentation system?

Solution: q = failure probability from operation experience is 0.01.
We know, p ¼ 1� q ¼ 1� 0:01 ¼ 0:99
According to Binomial Distribution,

1Triple modular redundancy denotes at least 2 instruments should be success out of 3 instruments.
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PðX ¼ xÞ ¼ nCx� px�qn�x

The sample space is then developed as in Table 2.4.
Now the failure probability is sum of (i) and (ii), which is obtained as 2.98e-4

and the success probability is sum of (iii) and (iv), which is obtained as 0.999702.

2.4.1.2 Poisson Distribution

Poisson distribution is useful to model when the event occurrences are discrete and
the interval is continuous. For a trial to be a Poisson process, it has to satisfy the
following conditions:

1. The probability of occurrence of one event in time Δt is λΔt where λ is constant
2. The probability of more than one occurrence is negligible in interval Δt
3. Each occurrence is independent of all other occurrences

A random variable X is said to have Poisson distribution if the probability
distribution is given by

f ðxÞ ¼ e�ktðktÞx
x!

x ¼ 0; 1; 2; . . . ð2:25Þ

λ is known as average occurrence rate and x is number of occurrences of Poisson
events.

The cumulative distribution function is given by

FðxÞ ¼
Xx

i¼0

f ðX ¼ iÞ ð2:26Þ

The probability mass function and CDF for λ = 1.5/year and t = 1 year are shown
in Fig. 2.12. Both the mean and variance of Poisson distribution is λt.

Table 2.4 Calculations

Formula Numerical solutions Value

(i) P(X = 0) = nCx · p
x · qn−x P 0ð Þ ¼ 3C0 0:99ð Þ0� 0:01ð Þð3�0Þ P(0) = 1e-6

(ii) P(X = 1) = nCx · p
x · qn−x P 0ð Þ ¼ 3C1 0:99ð Þ1� 0:01ð Þð3�1Þ P(1) = 2.9e-4

(iii) P(X = 2) = nCx · p
x · qn−x P 0ð Þ ¼ 3C2 0:99ð Þ2� 0:01ð Þð3�2Þ P(2) = 2.9e-2

(iv) P(X = 3) = nCx · p
x · qn−x P 0ð Þ ¼ 3C3 0:99ð Þ3 � 0:01ð Þð3�3Þ P(3) = 0.97
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If the probability of occurrence is near zero and sample size very large, the
Poisson distribution may be used to approximate Binomial distribution.

Example 3 If the rate of failure for an item is twice a year, what is the probability
that no failure will happen over a period of 2 years?

Solution: Rate of failure, denoted as λ = 2/year

Time t ¼ 2 years

The Poisson probability mass function is expressed as

f ðxÞ ¼ e�ktðktÞx
x!
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Fig. 2.12 Probability
functions for Poisson
distribution
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In a case of no failures, x = 0, which leads to

f ðX ¼ 0Þ ¼ e�2�2ð2� 2Þ0
0!

¼ 0:0183

2.4.1.3 Hyper Geometric Distribution

The hyper geometric distribution is closely related with binomial distribution .In
hyper geometric distribution, a random sample of ‘n’ items is chosen from a finite
population of N items. If N is very large with respect to n, the binomial distribution
is good approximation of the hyper geometric distribution. The random variable ‘X’
denote x number of successes in the random sample of size ‘n’ from population N
containing k number of items labeled success. The hyper geometric distribution
probability mass function is

f xð Þ ¼ p x;N; n; kð Þ ¼ Kcx�N�kCn�x=NCn ; x ¼ 0; 1; 2; 3; 4; . . .; n: ð2:27Þ

The mean of hyper geometric distribution is

E xð Þ ¼ n�K
N

ð2:28Þ

The variance of hyper geometric distribution is

V xð Þ ¼ n�K
N

� �
1� K

N

� �
N � n
N � 1

� �
ð2:29Þ

2.4.1.4 Geometric Distribution

In case of binomial and hyper geometric distribution, the number of trails ‘n’ is
fixed and number of successes is random variable. Geometric distribution is used if
one is interested in number of trails required to obtain the first success. The random
variable in geometric distribution is number of trails required to get the first success.

The geometric distribution probability mass function is

f xð Þ ¼ P x; pð Þ ¼ p 1� pð Þx�1; x ¼ 1; 2; 3; . . .. . .; n: ð2:30Þ

where ‘p’ is the probability of success on a style trails.
The mean of geometric distribution is

E xð Þ ¼ 1
p
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The variable of geometric distribution is

V xð Þ ¼ 1� p
p2

The geometric distribution is the only discrete distribution which exhibits the
memory less property, as does the exponential distribution is the continuous case.

2.4.2 Continuous Probability Distributions

2.4.2.1 Exponential Distribution

The exponential distribution is most widely used distribution in reliability and risk
assessment. It is the only distribution having constant hazard rate and is used to
model ‘useful life’ of many engineering systems. The exponential distribution is
closely related with the Poisson distribution which is discrete. If the number of
failure per unit time is Poisson distribution then the time between failures follows
exponential distribution. The probability density function (PDF) of exponential
distribution is

f tð Þ ¼ ke�kt for 0� t�1
¼ 0 for t\0

ð2:31Þ

The exponential probability density functions are shown in Fig. 2.13 for different
values of λ.
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Fig. 2.13 Exponential probability density functions
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The exponential cumulative distribution function can be derived from its PDF as
follows,

FðtÞ ¼
Z t

0

f ðtÞdt ¼
Z t

0

ke�ktdt ¼ k
e�kt

�k

� �t
0
¼ k

e�kt

�k
� 1
�k

� �
¼ 1� e�kt ð2:32Þ

Reliability function is complement of cumulative distribution function

RðtÞ ¼ 1� FðtÞ ¼ e�kt ð2:33Þ

The exponential reliability functions are shown in Fig. 2.14 for different values
of λ.

Hazard function is ratio of PDF and its reliability function, for exponential
distribution it is

hðtÞ ¼ f ðtÞ
RðtÞ ¼

ke�kt

e�kt
¼ k ð2:34Þ

The exponential hazard function is constant λ. This is reason for memory less
property for exponential distribution. Memory less property means the probability
of failure in a specific time interval is the same regardless of the starting point of
that time interval.
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Fig. 2.14 Exponential reliability functions
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Mean and Variance of Exponential Distribution

EðtÞ ¼
Z1
0

tf ðtÞ

¼
Z1
0

tke�ktdt

Using integration by parts formula (
R
udv ¼ uv� R

vdu)

EðtÞ ¼ k t� e
�kt

�k

����
1

0
�
Z1
0

e�kt

�k
dt

2
4

3
5

¼ k 0þ 1
k

e�kt

�k

����
1

0

� �� �
¼ k

1
k

1
k

� �� �
¼ 1

k

Thus mean time to failure of exponential distribution is reciprocal of failure rate.
Variance(t) = E(T2) − (mean)2

EðT2Þ ¼
Z1
0

t2f ðtÞdt ¼
Z1
0

t2ke�ktdt

Using integration by parts formula

EðT2Þ ¼ k t2� e
�kt

�k

����
1

0
�
Z1
0

e�kt

�k
ð2tÞdt

2
4

3
5

¼ k 0þ 2

k2

Z1
0

tke�ktdt

2
4

3
5

But the integral term in the above expression is E(T) which is equal to 1/λ,
substituting the same,

EðT2Þ ¼ k 0þ 2

k2
� 1
k

� �
¼ 2

k2

Now variance is

Variance ¼ 2

k2
� 1

k

� �2

¼ 1

k2
ð2:35Þ
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Example 4 The failure time (T) of an electronic circuit board follows exponentially
distribution with failure rate λ = 10−4/h. What is the probability that (i) it will fail
before 1000 h (ii) it will survive at least 10,000 h (iii) it will fail between 1000 and
10,000 h. Determine the (iv) mean time to failure and (v) median time failure also.

Solution:

(i) P(T\1000Þ ¼ F(T ¼ 1000Þ
For exponential distribution FðTÞ ¼ 1� e�kt and substituting λ = 10−4/h

P(T\1000Þ ¼ 1� e�kt ¼ 0:09516

(ii) PðT [ 10; 000Þ ¼ RðT ¼ 10; 000Þ
For exponential distribution RðTÞ ¼ e�kt and substituting λ = 10−4/h

PðT[ 10; 000Þ ¼ e�kt ¼ 0:3678

(iii) P(1000\T\10; 000Þ ¼ F(10,000)� F(1000) ¼ ½1� R(10,000)]� F(1000)
From (i), we have F(1000) = 0.09516 and from (ii) we have R
(10,000) = 0.3678,

P(1000\T\10; 000Þ ¼ ½1� 0:3678� � 0:09516 ¼ 0:537

(iv) Mean time to failure = 1/λ = 1/10−4 = 10,000 h
(v) Median time to failure denote the point where 50 % failures have already

occurred, mathematically it is

RðTÞ ¼ 0:5

e�kt ¼ 0:5
Applying logarithm on both sides and solving for t,

t ¼ �1
k

lnð0:5Þ ¼ 6931:47 h:

2.4.2.2 Normal Distribution

The normal distribution is the most important and widely used distribution in the
entire field of statistics and probability. It is also known as Gaussian distribution
and it is the very first distribution introduced in 1733. The normal distribution often
occurs in practical applications because the sum of large number of statistically

2.4 Distributions Used in Reliability and Safety Studies 43



independent random variables converges to a normal distribution (known as central
limit theorem). Normal distribution can be used to represent wear-out region of
bath-tub curve where fatigue and aging can be modeled. It is also used in
stress-strength interference models in reliability studies. The PDF of normal dis-
tributions is

f tð Þ ¼ 1

r
ffiffiffiffiffiffi
2p

p e�
1
2

t�l
rð Þ2 ; �1� t�1 ð2:36Þ

where μ and σ are parameter of the distribution. The distribution is bell shaped and
symmetrical about its mean with the spread of distribution determined by σ. It is
shown in Fig. 2.15.

The normal distribution is not a true reliability distribution since the random
variable ranges from −∞ to +∞. But if the mean μ is positive and is larger than σ
by several folds, the probability that random variable T takes negative values can be
negligible and the normal can therefore be a reasonable approximation to a failure
process.

The normal reliability function and CDF are

RðtÞ ¼
Z1
t

1

r
ffiffiffiffiffiffi
2p

p e�
1
2

t�l
rð Þ2dt; ð2:37Þ

FðtÞ ¼
Z t

�1

1

r
ffiffiffiffiffiffi
2p

p e�
1
2

t�l
rð Þ2dt ð2:38Þ
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As there is no closed form solution to these integrals, the reliability and CDF are
often expressed as a function of standard normal distribution (μ = 0 and σ = 1)
(Fig. 2.16). Transformation to the standard normal distribution is achieved with the
expression

z ¼ t � l
r

;

The CDF of z is given by

/ðzÞ ¼
Zz

�1

1ffiffiffiffiffiffi
2p

p e�
z
2
2
dz ð2:39Þ

Table A.1 (see appendix) provides cumulative probability of the standard normal
distribution. This can be used to find cumulative probability of any normal distri-
bution. However, these tables are becoming unnecessary, as electronic spread
sheets for example Microsoft Excel, have built in statistic functions.

The hazard function can expressed as

hðtÞ ¼ f ðtÞ
RðtÞ ¼

f ðtÞ
1� UðzÞ ð2:40Þ
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Fig. 2.16 Normal cumulative distribution functions
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Hazard function is an increasing function as shown in Fig. 2.17. This feature
makes it suitable to model aging components.

Example 5 Failure times are recorded from the life testing of an engineering
component as 850, 890, 921, 955, 980, 1025, 1036, 1047, 1065, and 1120.
Assuming a normal distribution, calculate the instantaneous failure rate at 1000 h?

Solution: Given data, n = 10, N = 1000; using the calculations from Table 2.5,

Mean ¼ x ¼
P

xi
n

¼ 9889
10

¼ 988:9

Now, the sample S.D. is (r)

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n
Pn

i¼1 xi
2 � ðPn

i¼1 xiÞ2
nðn� 1Þ

s
¼ 84:8455

The instantaneous failure rate is given by the hazard function, and is established
by

hðtÞ ¼ f ðtÞ
RðtÞ ¼

f ð1000Þ
Rð1000Þ ¼

/ðzÞ
1� UðzÞ ¼

0:0046619
1� 0:552

¼ 0:0104
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Fig. 2.17 Normal hazard rate functions
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2.4.2.3 Lognormal Distribution

A continuous positive random variable T is lognormal distribution if its natural
logarithm is normally distributed. The lognormal distribution can be used to model
the cycles to failure for metals, the life of transistors and bearings and modeling
repair times. It appears often in accelerated life testing as well as when a large
number of statistically independent random variables are multiplied. The lognormal
PDF is
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Fig. 2.18 Lognormal probability density functions

Table 2.5 Calculations xi xi2

850 722,500

890 792,100

921 848,241

955 912,025

980 960,400

1025 1,050,625

1036 1,073,296

1047 1,096,209

1065 1,134,225

1120 1,254,400P
xi ¼ 9889

P
xi2 ¼ 9; 844; 021

2.4 Distributions Used in Reliability and Safety Studies 47



f tð Þ ¼ 1

rt
ffiffiffiffiffiffi
2p

p e�
1
2

ln t�l
rð Þ2 ; t[ 0 ð2:41Þ

where μ and σ are known as the location parameter and shape parameters respec-
tively. The shape of distribution changes with different values of σ as shown in
Fig. 2.18.

The lognormal reliability function and CDF are
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Fig. 2.19 Lognormal cumulative distribution functions
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RðtÞ ¼ 1� U
ln t � l

r

� �
ð2:42Þ

FðtÞ ¼ U
ln t � l

r

� �
ð2:43Þ

Lognormal failure distribution functions and lognormal hazard functions are
shown in Figs. 2.19 and 2.20.

The mean of lognormal distribution is

EðtÞ ¼ elþ
r2
2 ð2:44Þ

The variance of lognormal distribution is

VðtÞ ¼ eð2lþr2Þðer2 � 1Þ ð2:45Þ

Example 6 Determine the mean and variance of time to failure for a system having
lognormally distributed failure time with µ = 5 years. And r ¼ 0:8:

Solution: The mean of lognormal distribution is,

EðtÞ ¼ e lþr2
2

� 	
EðtÞ ¼ e 5þ0:82

2

� 	
¼ 204:3839

The variance of lognormal distribution is,
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Fig. 2.21 Weibull PDF
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VðtÞ ¼ eð2lþr2Þ � ðer2 � 1Þ
VðtÞ ¼ eð10þð0:8Þ2Þ � ðe0:82 � 1Þ
VðtÞ ¼ 37; 448:49

2.4.2.4 Weibull Distribution

Weibull distribution was introduced in 1933 by Rosin and Rammler [3]. Weibull
distribution has wide range of applications in reliability calculation due to its flex-
ibility in modeling different distribution shapes. It can be used to model time to
failure of lamps, relays, capacitors, germanium transistors, ball bearings, automobile
tyres and certain motors. In addition to being the most useful distribution function in
reliability analysis, it is also useful in classifying failure types, trouble shooting,
scheduling preventive maintenance and inspection activities. The Weibull PDF is

f ðtÞ ¼ b
a

t
a


 �b�1
e�

t
að Þb ; t[ 0 ð2:46Þ

Table 2.6 Distributions with
different values of β

β Remarks

1 Identical to exponential

2 Identical to Rayleigh

2.5 Approximates lognormal

3.6 Approximates normal
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Fig. 2.22 Weibull reliability functions
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where α and β are known as scale parameter (or characteristic life) and shape
parameter respectively. An important property of Weibull distribution is as β
increases, mean of the distribution approaches α and variance approaches zero. Its
effect on the shape of distribution can be seen in Fig. 2.21 with different values of β
(α = 10 is assumed in all the cases).

It is interesting to see from Fig. 2.21, all are equal to or approximately matching
with several other distributions. Due to this flexibility, Weibull distribution provides
a good model for much of the failure data found in practice. Table 2.6 summarizes
this behavior.

Weibull reliability and CDF functions are

RðtÞ ¼ e�
t
að Þb ð2:47Þ

FðtÞ ¼ 1:0� e�
t
að Þb ð2:48Þ

Reliability functions with different values of β are shown in Fig. 2.22.
The Weibull hazard function is

HðtÞ ¼ btb�1

ab
ð2:49Þ

The effects of β on the hazard function are demonstrated in Fig. 2.23. All three
regions of bath-tub curve can be represented by varying β value.

β < 1 results in decreasing failure rate (burn-in period)
β = 1 results in constant failure rate (useful life period)
β > 1 results in increasing failure rate (Wear-out period)
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Fig. 2.23 Weibull hazard functions
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The mean value of Weibull distribution can be derived as follows:

Mean ¼
Z1
0

tf tð Þdt ¼
Z1
0

t� b
a

� �
t
a


 �b�1
e�

t
að Þbdt

Let x ¼ t
a


 �b
;

dx ¼ b
a

� �
t
a


 �b�1
dt

Now mean =
R1
0
t e�y dy

Since t ¼ a x
1
b

Mean ¼ a
Z1
0

xð Þ1be�x dx ¼ a C 1þ 1
b

� �
: ð2:50Þ

where C xð Þ is known as gamma function.

C xð Þ ¼
Z1
0

yx�1�e�ydy

Similarly variance can be derived as

r2 ¼ a2 C 1þ 2
b

� �
� C2 1þ 1

b

� �� �
ð2:51Þ

Example 7 The failure time of a component follows Weibull distribution with
shape parameter β = 1.5 and scale parameter = 10,000 h. When should the com-
ponent be replaced if the minimum recurred reliability for the component is 0.95?

Solution: Substituting into the Weibull reliability function gives,

RðtÞ ¼ e�ð taÞb

0:95 ¼ e�ð t
10;000Þ1:5 ) 1

0:95
¼ eð

t
10;000Þ1:5
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Taking natural logarithm on both sides

ln
1

0:95
¼ ð t

10; 000
Þ1:5

Taking log on both sides,

log 0:051293 ¼ 1:5 log
t

10; 000
) �1:2899

1:5
¼ log

t
10; 000

) �0:85996 ¼ log t � log 10;000 ) log 10;000� 0:85996 ¼ log t

) t ¼ 1380:38 h

2.4.2.5 Gamma Distribution

As the name suggests, gamma distribution derives its name from the well known
gamma function. It is similar to Weibull distribution where by varying the
parameter of the distribution wide range of other distribution can be derived. The
gamma distribution is often used to model life time of systems. If an event takes
place after ‘n’ exponentially distributed events take place sequentially, the resulting
random variable follows a gamma distribution. Examples of its application include
the time to failure for a system consisting of n independent components, with n − 1
components being stand by comp; time between maintenance actions for a system
that requires maintenance after a fixed number of uses; time to failure of system
which fails after n shocks. The gamma PDF is
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Fig. 2.24 Gamma probability density functions
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f tð Þ ¼ C t; a; bð Þ ¼ ba

C að Þ ta�1e�bt; t� 0

where C að Þ ¼
Z1
0

xa�1 e�x dx:
ð2:52Þ

where a and b are parameters of distribution. The PDF with parameter b ¼ 1 known
as standardized gamma density function. By changing the parameter a, different well
known distributions can be generated as shown in Fig. 2.24 and Table 2.7.

The CDF of random variable T having gamma distribution with parameter
a and b is given by,

F tð Þ ¼ P T\tð Þ ¼
Z t

0

ba

C að Þt
a�1e�btdt ð2:53Þ

The gamma CDF in general does not have closed form solution. However, tables
are available given the values of CDF having standard gamma distribution function.

The mean of gamma distribution is

E Tð Þ ¼ a
b

ð2:54Þ

The variable of gamma distribution is

V Tð Þ ¼ a

b2
ð2:55Þ

For integer values of a, the gamma PDF is known as Erlangian probability
density function.

2.4.2.6 Erlangian Distribution

Erlangian distribution is special case of gamma distribution where a is an integer. In
this case PDF is express as,

Table 2.7 Distribution with
different values of a

a Distribution

a ¼ 1 Exponential distribution

a ¼ integer Erlangian distribution

a ¼ 2 Chi square distribution

a[ 2 Normal distribution
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f tð Þ ¼ ta�1

ba a� 1ð Þ! e � t
bð Þ ð2:56Þ

The Erlangian reliability function is

R tð Þ ¼
Xa�1

k¼0

t
b


 �k
e�

t
bð Þ

k!
ð2:57Þ

The hazard function is

h tð Þ ¼ ta�1

baC að ÞPa�1
k¼0

t=b

 �k

k !

ð2:58Þ

By changing the value of a, all three phases of bath-tub curves can be selected
(Fig. 2.25). If a\1; failure rate is decreasing, a ¼ 1; failure rate is constant and
a [ 1; failure rate is increasing.

2.4.2.7 Chi-Square Distribution

A special case of the gamma distribution with α = 2 and β = 2/ν, a chi-square (χ2)
distribution is used to determinant of goodness of fit and confidence limits.
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Fig. 2.25 Erlangian hazard functions
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The chi-square probability density function is

v2 x; vð Þ ¼ f xð Þ ¼ 1
2v=2Cðv=2Þ x

ðv=2�1Þe�x=2; x[ 0 ð2:59Þ

The shape of chi-square distribution is shown in Fig. 2.26.
The mean of chi-square distribution is E xð Þ ¼ m.
The variance of chi-square distribution is V xð Þ ¼ 2m.
If x1, x2,…, xn are independent, standard normally distributed variables, then

the sum of squares of random variable, i.e., (X2
1 þ X2

2 þ � � � þ X2
m ) is chi-square

distribution with m degree of freedom.
It is interesting to note that the sum of two or more independent chi-square

variables is also a chi-square variable with degree-of-freedom equal to the sum of
degree-of-freedom for the individual variable. As m become large, the chi-square
distribution approaches normal with mean m and variance 2m.

2.4.2.8 F-Distribution

If χ1
2 and χ2

2 are independent chi-square random variable with v1 and v2 degrees of
freedom, then the random variable F defined by

F ¼
v21
�
v1

v22
�
v2

ð2:60Þ

is said to have an F-distribution with v1 and v2 degrees of freedom.
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The PDF of random variable F is given by

f Fð Þ ¼
C v1þv2

2

� 	
 �
v1
v2


 �v1
2

C v1
2

� 	
C v2

2

� 	
2
64

3
75 F

v1
2�1

1þ v1 F
v2


 � v1 þ v2
2ð Þ

2
664

3
775; F[ 0 ð2:61Þ

Figure 2.27 shows F PDF with different v1 and v2.
The values of F-distribution are available from tables. If fa(v1,v2) represent area

under the F pdf, with degree of freedom v1 and v2, to the right of a, then

F1�a v1; v2ð Þ ¼ 1
Fa v2; v1ð Þ ð2:62Þ

It is interesting to observe that if s1
2 and s2

2 are the variance of independent
random samples of size n1 and n2 drawn from normal population with variance of
r21 and r 2

2 respectively then the statistic

F ¼ s1=r21
s2=r22

¼ r22�s21
r21�s22

ð2:63Þ

has an F distribution with v1 = n1 − 1 and v2 = n2 − 1 degree of freedom.
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Fig. 2.27 F PDFs with different v1 and v2
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2.4.2.9 t-Distribution

If Z is normally distributed random variable and the independent random variable
χ2 follows a chi square distribution with v degree of freedom then the random
variable t defined by

t ¼ zffiffiffiffiffiffiffiffiffi
v2=v

p ð2:64Þ

is said to be have t-distribution with v degree of freedom.
PDF of t is given by

f tð Þ ¼ C vþ1
2

� 	
C v=2ð Þ ffiffiffiffiffiffiffi

Pv
p 1þ t2

v

� �� vþ1ð Þ
2

; 1 � t � 1: ð2:65Þ

Table 2.8 Summary of application areas

Distribution Areas of application in reliability studies

Poisson
distribution

To model occurrence rates such as failures per hour or defects per item
(defects per computer chip or defects per automobile)

Binomial
distribution

To model K out of M or voting redundancy such as triple modular
redundancies in control and instrumentation

Exponential
distribution

To model useful life of many items

Life distribution of complex non-repairable systems

Weibull
distribution

β > 1 often occurs in applications as failure time of components subjected
to wear out and/or fatigue (lamps, relays, mechanical components)

Scheduling inspection and preventive maintenance activities

Lognormal
distribution

To model the cycles to failure for metals, the life of transistors, the life of
bearings. Size distribution of pipe breaks

To model repair time

Prior parameter distribution in Bayesian analysis

Normal
distribution

Modeling buildup of tolerances

Load-resistance analysis (stress-strength interference)

Life distribution of high stress components

Gamma
distribution

To model time to failure of system with standby units

To model time between maintenance actions

Prior parameter distribution in Bayesian analysis

Chi-square
distribution

Count the number of failures in an interval

Applications involving goodness of fit and confidence limits

F distribution To make inferences about variances and to construct confidence limits

t distribution To draw inferences concerning means and to construct confidence
intervals for means when the variances is unknown
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Like the standard normal density, the t-density is symmetrical about zero. In
addition, as v become larger, it becomes more and more like standard normal
density.

Further,

E tð Þ ¼ 0

and v tð Þ ¼ v= v� 2ð Þ for v[ 2:

2.4.3 Summary

The summary of applications of the various distributions is described in the
Table 2.8.

2.5 Failure Data Analysis

The credibility of any reliability/safety studies depend upon the quality of the data
used. This section deals with the treatment of failure data and subsequent usage in
reliability/safety studies. The derivation of system reliability models and various
reliability measures is an application of probability theory, where as the analysis of
failure data is primarily an application of statistics.

The objective of failure data analysis is to obtain reliability and hazard rate
functions. This is achieved by two general approaches. The first is deriving
empirical reliability and hazard functions directly from failure data. These methods
are known as non parametric methods or empirical methods. The second approach
is to identify an approximate theoretical distribution, estimate the parameter(s) of
distribution, and perform a goodness of fit test. This approach is known as para-
metric method. Both the methods are explained in this section.

2.5.1 Nonparametric Methods

In this method empirical reliability distributions are directly derived from the failure
data. The sources of failure data are generally from (1) Operational or field expe-
rience and/or (2) Failures generated from reliability testing. Nonparametric method
is useful for preliminary data analysis to select appropriate theoretical distribution.
This method is also finds application when no parametric distribution adequately
fits the failure data.
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Consider life tests on a certain unit under exactly same environment conditions
with N number of units ensuring that failures of the individual units are independent
and do not affect each other. At some predetermined intervals of time, the number
of failed units is observed. It is assumed that test is carried out till all the units have
failed. Now let us analyze the information collected through this test.

From the classical definition of probability, the probability of occurrence of an
event A can be expressed as follows

PðAÞ ¼ ns
N

¼ ns
ns þ nf

ð2:66Þ

where
ns is the number of favorable outcomes
nf is number of unfavorable outcomes
N is total number of trials = ns + nf

When N number of units are tested, let us assume that ns(t) units survive the life
test after time t and that nf(t) units have failed over the time t. Using the above
equation, the reliability of such a unit can be expressed as:

RðtÞ ¼ nsðtÞ
N

¼ nsðtÞ
nsðtÞ þ nf ðtÞ ð2:67Þ

This definition of reliability assumes that the test is conducted over a large
number of identical units.

The unreliability Q(t) of unit is the probability of failure over time t, equivalent
to Cumulative Distribution Function (CDF) and is given by F(t),

QðtÞ 	 FðtÞ ¼ nf ðtÞ
N

ð2:68Þ

We know that the derivative of the CDF of a continuous random variable gives
the PDF. In reliability studies, failure density function f(t) associated with failure
time of a unit can be defined as follows:

f ðtÞ 	 dFðtÞ
dt

¼ dQðtÞ
dt

¼ 1
N
dnf
dt

¼ 1
N
Lim
Dt!0

nf ðt þ DtÞ � nf ðtÞ
Dt

� �
ð2:69Þ

Hazard rate can be derived from Eq. 2.21 by substituting f(t) and R(t) as
expressed below
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hðtÞ ¼ 1
nsðtÞ LimDt!0

nf ðt þ DtÞ � nf ðtÞ
Dt

� �
ð2:70Þ

Equations 2.67, 2.69 and 2.70 can be used for computing reliability, failure
density and hazard functions from the given failure data.

The preliminary information on the underlying failure model can be obtained if
we plot the failure density, hazard rate and reliability functions against time. We can
define piece wise continuous functions for these three characteristics by selecting
some small time interval Δt. This discretization eventually in the limiting conditions
i.e., Δt → 0 or when the data is large would approach to the continuous function
analysis. The number of interval can be decided based on the range of data and
accuracy desired. But higher is the number of intervals, better would be the
accuracy of results. However the computational effort increases considerably if we
choose a large number of intervals. However, there exist an optimum number of
intervals given by Sturges [4], which can be used to analyze the data. If n is the
optimum number of intervals and N is the total number of failures, then

n ¼ 1þ 3:3 Log10 ðNÞ ð2:71Þ

Example 8 To ensure proper illumination in control rooms, higher reliability of
electric-lamps is necessary. Let us consider that the failure times (in hours) of a
population of 30 electric-lamps from a control room are given in the following
Table 2.9. Calculate failure density, reliability and hazard functions?

Solution:
The optimum number of intervals as per Sturge’s formula (Eq. 2.71) with N = 30 is

n ¼ 1þ 3:3 logð30Þ ¼ 5:87

Table 2.9 Failure data Lamp Failure
time

Lamp Failure
time

Lamp Failure
time

1 5495.05 11 3511.42 21 4037.11

2 8817.71 12 6893.81 22 933.79

3 539.66 13 1853.83 23 1485.66

4 2253.02 14 3458.4 24 4158.11

5 18,887 15 7710.78 25 6513.43

6 2435.62 16 324.61 26 8367.92

7 99.33 17 866.69 27 1912.24

8 3716.24 18 6311.47 28 13,576.97

9 12,155.56 19 3095.62 29 1843.38

10 552.75 20 927.41 30 4653.99
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In order to group the failure times under various intervals, the data is arranged in
increasing order. Table 2.10 is the data with ascending order of failure times. The
minimum and maximum of failure time is 99.33 and 18,887 respectively.

Interval size ¼ Dti ¼ 18; 887� 99:33
6

¼ 3131:27 
 3150

We can now develop a table showing the intervals and corresponding values of
R(t), F(t), f(t) and h(t) respectively. The following notation is used. The summary of
calculations is shown in Table 2.11.
ns(ti) number of survivors at the beginning of the interval
nf(ti) number of failures during ith interval

The plots of f(t) and h(t) are shown in Figs. 2.28 and 2.29 where as the plots of R
(t) and F(t) are given in Fig. 2.30.

Table 2.10 Data in
ascending order

Bulb Failure
time

Bulb Failure
time

Bulb Failure
time

1 99.33 11 1912.24 21 5495.05

2 324.61 12 2253.02 22 6311.47

3 539.66 13 2435.62 23 6513.43

4 552.75 14 3095.62 24 6893.81

5 866.69 15 3458.4 25 7710.78

6 927.41 16 3511.42 26 8367.92

7 933.79 17 3716.24 27 8817.71

8 1485.66 18 4037.11 28 12,155.56

9 1843.38 19 4158.11 29 13,576.97

10 1853.83 20 4653.99 30 18,887

Table 2.11 Calculations

Interval ns(ti) nf(ti) R(ti) F(ti) f(tiÞ ¼ nf ðtiÞ
NDti h(tiÞ ¼ nf ðtiÞ

nsðtiÞDti
0–3150 30 14 1 0 1.48e-4 1.48e-4

3151–6300 16 7 0.53 0.47 7.4e-5 1.38e-4

6301–9450 9 6 0.3 0.7 6.35e-5 2.11e-4

9451–12,600 3 1 0.1 0.9 1.06e-5 1.05e-4

12,601–15,750 2 1 0.066 0.934 1.06e-5 1.58e-4

15,751–18,900 1 1 0.033 0.967 1.06e-5 3.17e-4

62 2 Basic Reliability Mathematics



2.5.2 Parametric Methods

Preceding section discussed methods for deriving empirical distributions directly
from failure data. The second, and usually preferred, method is to fit a theoretical
distribution, such as the exponential, Weibull, or normal distributions. As theoretical
distributions are characterized with parameters, these methods are known as para-
metric method. Nonparametric methods have certain practical limitations compared
with parametric methods.
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1. As nonparametric methods are based on sample data, information beyond the
range of data cannot be provided. Extrapolation beyond the censored data is
possible with a theoretical distribution. This is significant in reliability/safety
studies as the tails of the distribution attract more attention.

2. The main concern is determining the probabilistic nature of the underlying
failure process. The available failure data may be simple a subset of the popu-
lation of failure times. Establishing the distribution the sample came from and
not sample itself is the focus.

3. The failure process is often a result of some physical phenomena that can be
associated with a particular distribution.

4. Handling a theoretical model is easy in performing complex analysis.

In parametric approach, fitting of a theoretical distribution, consists of the fol-
lowing three steps:

1. Identifying candidate distribution
2. Estimating the parameters of distributions
3. Performing goodness-of-fit test

All these steps are explained in the following sections.

2.5.2.1 Identifying Candidate Distributions

In the earlier section on nonparametric methods, we have seen how one can obtain
empirical distributions or histograms from the basic failure data. This exercise helps
one to guess a failure distribution that can be possibly employed to model the failure
data. But nothing has been said about an appropriate choice of the distribution.
Probability plots provide amethod of evaluating the fit of a set of data to a distribution.

0

0.2

0.4

0.6

0.8

1

0 3150 6300 9450 12600 15750 18900 22050

Time

R
(t

),
 F

(t
)

R(t)

F(t)

Fig. 2.30 Reliability function/CDF
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A probability plot is a graph in which the scales have been changed in such a
manner that the CDF associated with a given family of distributions, when repre-
sented graphically on that plot, becomes a straight line. Since straight lines are
easily identifiable, a probability plot provided a better visual test of a distribution
than comparison of a histogram with a PDF. Probability plots provide a quick
method to analyze, interpret and estimate the parameters associated with a model.
Probability plots may also be used when the sample size is too small to construct
histograms and may be used with incomplete data.

The approach to probability plots is to fit a linear regression line of the form
mentioned below to a set of transformed data:

y ¼ mxþ c ð2:72Þ

The nature of transform will depend on the distribution under consideration. If
the data of failure times fit the assumed distribution, the transformed data will graph
as a straight line.

Consider exponential distribution whose CDF is FðtÞ ¼ 1� e�kt, rearranging
1� FðtÞ ¼ e�kt, taking the natural logarithm of both sides,

lnð1� FðtÞÞ ¼ lnðe�ktÞ
� lnð1� FðtÞÞ ¼ kt

lnð 1
1� FðtÞÞ ¼ kt

Comparing it with Eq. 2.72: y ¼ mxþ c, we have

y ¼ lnð 1
1� FðtÞÞ

m ¼ k; x ¼ t; c ¼ 0;

Now if y is plotted on the ordinate, the plot would be a straight line with a slope
of λ.

The failure data is generally available in terms of the failure times of n items that
have failed during a test conducted on the original population of N items. Since F(t)
is not available, we can make use of E[F(ti)]

E½FðtiÞ� ¼
Xn
i¼1

i
N þ 1

ð2:73Þ

Example 9 Table 2.12 gives chronological sequence of the grid supply outages at a
process plant. Using probability plotting method, identify the possible distributions.
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Table 2.12 Class IV power failure occurrence time since 01.01.1998

Failure
number

Date/time Time to failure
(in days)

Time between
failure (in days)

1 11.04.1998/14:35 101 101

2 17.06.1998/12:30 168 67

3 24.07.1998/09:19 205 37

4 13.08.1999/10:30 590 385

5 27.08.1999 604 14

6 21.11.1999 721 117

7 02.01.2000 763 42

8 01.05.2000/15:38 882 119

9 27.10.2000/05:56 1061 179

10 14.05.2001 1251 190

11 03.07.2001/09:45 1301 50

12 12.07.2002/18:50 1674 374

13 09.05.2003/08:43 1976 301

14 28.12.2005 2940 964

15 02.05.2006/11:02 3065 125

16 17.05.2007/11:10 3445 380

17 02.06.2007/16:30 3461 16

Table 2.13 Time between failure (TBF) values for outage of Class IV (for Weibull plotting)

I Failure
number

TBF
(in days) (t)

F(t) = (i − 0.3)/
(n + 0.4)

y = ln(ln(1/R(t)) x = ln(t)

1 5 14 0.04023 −3.19268 2.639057

2 17 16 0.097701 −2.27488 2.772589

3 3 37 0.155172 −1.78009 3.610918

4 7 42 0.212644 −1.43098 3.73767

5 11 50 0.270115 −1.1556 3.912023

6 2 67 0.327586 −0.92412 4.204693

7 1 101 0.385057 −0.72108 4.615121

8 6 117 0.442529 −0.53726 4.762174

9 8 119 0.5 −0.36651 4.779123

10 15 125 0.557471 −0.20426 4.828314

11 9 179 0.614943 −0.04671 5.187386

12 10 190 0.672414 0.109754 5.247024

13 13 301 0.729885 0.269193 5.70711

14 12 374 0.787356 0.437053 5.924256

15 16 380 0.844828 0.622305 5.940171

16 4 385 0.902299 0.844082 5.953243

17 14 964 0.95977 1.16725 6.871091
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Solution:
Table 2.13 gives the summary of calculations for x and y coordinates. The same

are plotted in Fig. 2.31.
The plot is approximated to a straight line as mentioned below

y ¼ 0:996x� 5:2748

The shape parameter α = 0.996
Scale parameter, β = e5.2748 = 194.4 days
As shape parameter is close to unity, the data fits exponential distribution.
Table 2.14 summarizes (x, y) coordinates of various distributions used in

probability plotting.

y = 0.996x - 5.2748
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Fig. 2.31 Weibull plotting for the data

Table 2.14 Coordinates of distributions for probability plotting

Distribution (x, y) y ¼ mxþ c

Exponential FðtÞ ¼ 1� e�kt
t; ln 1

1�F̂ðtÞ

h i
 �
m = λ
c = 0

Weibull FðtÞ ¼ 1� e�ð taÞb ln t; ln ln 1
1�F̂ðtÞ

h i
 �
m ¼ a

c ¼ lnð1=bÞ
Normal FðtÞ ¼ U t�l

r


 �
t; U�1 FðtÞ½ �� 	

m ¼ 1
r

c ¼ �l
r
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2.5.2.2 Estimating the Parameters of Distribution

The preceding section on probability plotting focused on the identification of dis-
tribution for a set of data. Specification of parameters for the identified distribution
is the next step. The estimation of parameters of the distribution by probability
plotting is not considered to be best estimates. This is especially true in certain
goodness of fit tests that are based on Maximum Likelihood Estimator (MLE) for
the distribution parameters. There are many criteria based on which an estimator
can be computed, viz., least square estimation and MLE. MLE provides maximum
flexibility and is widely used.

Maximum Likelihood Estimates
Let the failure times, t1, t2,…, tn represent observed data from a population dis-
tribution, whose PDF is f ðt h1; . . .; hkj Þ where θi is the parameter of the distribution.
Then the problem is to find likelihood function given by

Lðh1. . .hkÞ ¼
Yn
i¼1

f ðti h1. . .hkj Þ ð2:74Þ

The objective is to find the values of the estimators of θ1, …, θk that render the
likelihood function as large as possible for given values of t1, t2, …, tn. As the
likelihood function is in the multiplicative form, it is to maximize log(L) instead of
L but these two identical since maximizing L is equivalent to maximizing log(L).

By taking partial derivates of the equation with respect to θ1,…, θk and setting
these partial equal to zero, the necessary conditions for finding MLEs can be
obtained.

@ ln Lðh1. . .hkÞ
@hi

¼ 0 i ¼ 1; 2; . . .; k ð2:75Þ

Exponential MLE
The likelihood function for a single parameter exponential distribution whose PDF
is f ðtÞ ¼ ke�kt is given by

Lðt1. . .tn kj Þ ¼ ðke�kt1Þðke�kt2Þ. . .ðke�ktnÞ ¼ kne
�k

Pn
j¼1

tj
ð2:76Þ

Taking logarithm, we have

ln Lðt1; t2; . . .; tn kj Þ ¼ n ln k� k
Xn

j¼1
tj ð2:77Þ
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Partially differentiating the Eq. 2.77 with respect to λ and equating to zero, we
have

k̂ ¼ nPn
j¼1

tj
ð2:78Þ

where k̂ is the MLE of λ.

Interval Estimation
The point estimates would provide the best estimate of the parameter where as the
interval estimation would offer the bounds with in which the parameter would lie. In
other words, it provides the confidence interval for the parameter. A confidence
interval gives a range of values among which we have a high degree of confidence
that the distribution parameter is included.

Since there is always an uncertainty associated in this parameter estimation, it is
essential to find upper confidence and lower confidence limit of these two
parameters.

Upper and Lower Confidence of the Failure Rate
The Chi square distribution is used to find out upper and lower confidence limits of
Mean Time To Failure. The Chi square equation is given as follow

hLC 	 2T
v22r;a=2

ð2:79Þ

hUC 	 2T
v22r;1�a=2

ð2:80Þ

where
θLC and θUC Lower and Upper Confidence limits of mean time to failure
r Observed number of failures
T Operating Time
α Level of significance

The mean time represents the Mean Time Between Failure (MTBF) or Mean
Time To Failure (MTTF). When failure model follows an exponential distribution,
the failure rate can be expressed as

k ¼ 1
h
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Thus, the inverse of θLC and θUC will be the maximum and minimum possible
value of the failure rate, i.e. the upper and lower confidence limit of the failure rate.

Upper and Lower Confidence Limit of the Demand Failure Probability:
In case of demand failure probability, F-Distribution is used to derive the upper

and the lower confidence limit.

PLC ¼ r
r þ D� r þ 1ð ÞF0:95 2D� 2r þ 2; 2rð Þ ð2:81Þ

PUC ¼ r þ 1ð ÞF0:95 2r þ 2; 2D� 2rð Þ
D� r þ r þ 1ð ÞF0:95 2r þ 2; 2D2rð Þ ð2:82Þ

where,
PLC and PUC Lower and Upper Confidence limits for demand failure probabilities
r number of failures
D number of demands
F0.95 95 % confidence limit for variables from F-distribution Table A.4.

Example 10 Estimate the point and 90 % confidence interval for the data given in
the previous example on grid outage in a process plant.

Solution: Total Number of Outages: 17

Total Period: 10 year.
Mean failure rate = 17/10 = 1.7/year = 1.94 × 10−4/h.

The representation of Lower (5 %) and Upper (95 %) limits of (Chi-square) χ2

distribution is as follows for failure terminated tests is as follows;

v2a=2;2c
2T

� k�
v21�a=2;2c

2T
ð2:83Þ

For the case under consideration
α 100 − 90 = 10 %;
n 17;
Degree of freedom γ = n = 17;
T 10 year.

v20:05;2�17
2 � 10 � k� v20:95;þ2�17

2 � 10
Obtaining the respective values from the χ2 Table A.3, 1.077 ≤ λ ≤ 2.55.
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The mean value of grid outage frequency is 1.7/year (1.94 × 10−4/h) with lower
and upper limit of 1.077/year (1.23 × 10−4/h) and 2.55/year (2.91 × 10−4/h)
respectively.

2.5.2.3 Goodness-of-Fit Tests

The last step in the selection of a parametric distribution is to perform a statistical
test for goodness of fit. Goodness-of-fit tests have the purpose to verify agreement
of observed data with a postulated model. A typical example is as follows:

Given t1, t2, …, tn as n independent observations of a random variable (failure
time) t, a rule is asked to test the null hypothesis
H0 The distribution function of t is the specified distribution
H1 The distribution function of t is not the specified distribution

The test consists of calculating a statistic based on the sample of failure times.
This statistic is then compared with a critical value obtained from a table of such
values. Generally, if the test statistic is less than the critical value, the null
hypothesis (H0) is accepted, otherwise the alternative hypothesis (H1) is accepted.
The critical value depends on the level of significance of the test and the sample
size. The level of significance is the probability of erroneously rejecting the null
hypothesis in favor of the alternative hypothesis.

A number of methods are available to test how closely a set of data fits an
assumed distribution. For some distribution functions used in reliability theory,
particular procedures have been developed, often with different alternative
hypotheses H1 and investigation of the corresponding test power. Among the dis-
tribution free procedures, chi-square (χ2) is frequently used in practical applications
to solve the goodness-of-fit problems.

The chi-square (χ2) goodness-of-fit test
The χ2 test is applicable to any assumed distribution provided that a reasonably
large number of data points are available. The assumption for the χ2 goodness-of-fit
tests is that, if a sample is divided into n cells (i.e. we have ν degrees of freedom
where ν = n−1), then the values within each cell would be normally distributed
about the expected value, if the assumed distribution is correct, i.e., if xi and Ei are
the observed and expected values for cell i:

v2 ¼
Xn
i¼1

ðxi � EiÞ2
Ei

ð2:84Þ

If we obtain a very low χ2 (e.g. less than the 10th percentile), it suggests that the
data corresponds more closely to the proposed distribution. Higher values of χ2 cast
doubt on the null hypothesis. The null hypothesis is usually rejected when the value of
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χ2 falls outside the 90th percentile. If χ2 is below this value, there is insufficient
information to reject the hypothesis that the data come from the supposed distribution.

For further reading on treatment of statistical data for reliability analysis,
interested readers may refer Ebeling [5] and Misra [6].

Exercise Problems

1. A continuous random variable T is said to have an exponential distribution with
parameter λ, if PDF is given by f ðtÞ ¼ ke�kt, calculate the mean and variance of
T?

2. Given the following PDF for the random variable time to failure of a circuit
breaker, what is the reliability for a 1500 h operating life?

f ðtÞ ¼ b
a

t
a


 �b�1
e

t
að Þb with a ¼ 1200 h and b ¼ 1:5:

3. Given the hazard rate function kðtÞ ¼ 2� 10�5t, determine R(t) and f(t) at
t = 500 h?

4. The diameter of bearing manufactured by a company under the specified supply
conditions has a normal distribution with a mean of 10 mm and standard
deviation of 0.2 mm

(i) Find the probability that a bearing has a diameter between 10.2 and 9.8 mm?
(ii) Find the diameters, such that 10 % of the bearings have diameters below the

value?

5. While testing ICs manufactured by a company, it was found that 5 % are
defective. (i) What is the probability that out of 50 ICs tested more than 10 are
defective? (ii) what is the probability that exactly 10 are defective?

6. If the rate of failure for a power supply occurs at a rate of once a year, what is the
probability that 5 failures will happen over a period of 1 year?

7. Given the following 20 failure times, estimate R(t), F(t), f(t), and λ(t): 100.84,
580.24, 1210.14, 1630.24, 2410.89, 6310.56, 3832.12, 3340.34, 1420.76,
830.24, 680.35, 195.68, 130.72, 298.76, 756.86, 270.39, 130.0, 30.12, 270.38,
720.12.

8. Using the data given in problem 7, identify possible distribution with the help of
probability plotting method?
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Chapter 3
System Reliability Modeling

This chapter presents basic system reliability modeling techniques such as reli-
ability block diagram, Markov models, and fault tree analysis. System reliability is
evaluated as a function of constituting components’ reliabilities.

3.1 Reliability Block Diagram (RBD)

Reliability Block Diagram is a graphical representation of system’s success logic
using modular or block structures. It is easy to understand and system success paths
can be visually verified. RBD approach integrates various components using
sub-models/blocks. RBD can be evaluated using analytical methods to obtain
system reliability.

Reliability modeling by RBD is primarily intended for non-repairable systems
only, for example Space Systems (Space Shuttle etc.) adopt RBD techniques for
reliability prediction. In most of electronic systems, though repair is possible
replacement is the practical resort, hence RBD is widely used.

Nevertheless, RBD approach has limitations in considering different failure
modes, external events (like human error) and priority of events. In such scenarios
fault tree analysis and Markov models are recommended for modeling.

3.1.1 Procedure for System Reliability Prediction Using
RBD

The procedure for constructing RBD is shown in Fig. 3.1 [1]. System familiar-
ization is the prerequisite for doing reliability modeling. After system familiariza-
tion, one has to select a system success definition. If more than one definition is
possible a separate reliability block diagram may be required for each. The next step
is to divide the system into blocks of equipment to reflect its logical behaviors of
the system so that each block is statistically independent and as large as possible. At
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the same time each block should contain (where possible) no redundancy. For some
of numerical evaluation, each block should contain only those items which follow
the same statistical distributions for times to failure.

In practice it may be necessary to make repeated attempts at constructing the
block diagram (each time bearing in mind the steps referred to above) before a
suitable block diagram is finalized.

The next step is to refer to the system fault definition and construct a diagram
that connects the blocks to form a ‘success path’. As indicated in the diagrams that
follow, various paths, between the input and output ports of blocks which must
function in order that the system functions. If all the blocks are required to function
for the system to function then the corresponding block diagram will be one to
which all the blocks are joined in series as illustrated in Fig. 3.2.

In this diagram “I” is the input port, “O” the output port and R1, R2, R3…Rn are
the blocks which together constitute the system. Diagram of the type are known as
‘series reliability block diagrams’.

A different type of block diagram is needed when failure of one component or
‘block’ does not affect system performance as far as the system fault definition is
concerned. If in the above instances the entire link is duplicated (made redundant),

System Familiarization

System Success / Failure definition 

Divide the Systems into blocks

Construct a diagram that connects 
blocks to from success paths

Review of 
RBD with 
Designer

Quantitative Evaluation of RBD.

Fig. 3.1 Procedure for
constructing RBD
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then the block diagram is as illustrated by Fig. 3.3. If, however, each block within
the link is duplicated the block diagram is as illustrated by Fig. 3.4.

Diagrams of this type are known as parallel reliability block diagrams. Block
diagrams used for modeling system reliability are often mixtures of series and
parallel diagrams.

Important Points to be Considered while Constructing RBDs

• Sound understanding of the system to be modeled is prerequisite for developing
RBD.

• Failure criteria shall be explicitly defined.
• Environmental and operating considerations

The description of the environment conditions under which the system is
designed to operate should be obtained. This may include a description of all the
conditions to which the system will be subjected during transport, storage and use.
A same component of a system is often used in more than one environment, for

I

R1 R2 R3 Rn 

O

Fig. 3.2 Series model

R21 R22 R23 R2n

R11 R12 R13 R1n

O 

Fig. 3.3 Series—parallel model

R21 R22 R23 R2n

R11 R12 R13 R1n

O 

Fig. 3.4 Parallel—series model
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example, in a space satellite system, on ground, during the flight, in the orbit. In
such scenario, reliability evaluation should be carried out using same RBD each
time but using the appropriate failure rates for each environment.

• It should be noted RBD may not be synonymous with the physical intercon-
nections of various constitute elements with in a system.

• The relationship between calendar time, operating time and ON/OFF cycles
should be established.

• Apart from operational failure rates, the process of switching ON and OFF may
also be considered depending upon instances.

3.1.2 Different Types of Models

The reliability of a system, Rs(t), is the probability that a system can perform a
required function under given conditions for a given time interval (0, t), in general it
is defined by the relationship (Eq. 2.22):

RSðtÞ ¼ exp½�
Z t

0

kðuÞ � du� ð3:1Þ

where kðuÞ denotes the system failure rate at t = u, u being a dummy variable. In
what follows Rs(t) will be written for simplicity as Rs. The unreliability of a system
(probability of failure), Fs, is given by:

Fs tð Þ ¼ 1� Rs tð Þ ð3:2Þ

Series Model
For systems as illustrated by Fig. 3.2, all the elements have to function for the
success of the system. The system reliability Rs is the probability of success of all
the elements, given by:

Rs ¼ PðA\B\C \ � � � \ ZÞ

Assuming the events to be independent,

Rs ¼ RARBRC. . .Rz ð3:3Þ

That is by multiplying together the reliabilities of all the blocks constituting the
system.
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Example 1 A personal computer consists of four basic sub systems: motherboard
(MB), hard disk (HD), power supply (PS) and processor (CPU). The reliabilities of
four subsystems are 0.98, 0.95, 0.91 and 0.99 respectively. What is the system
reliability for a mission of 1000 h?

Solution: As all the sub-systems need to be functioning for the overall system
success, the RBD is series configuration as shown in Fig. 3.5.

The reliability of system is

Rsys ¼ RMB � RHD � RPS � RCPU

Rsys ¼ 0:98� 0:95� 0:91� 0:99

Rsys ¼ 0:8387

Parallel Model
For systems of the type illustrated by Fig. 3.6, all the elements have to fail for the
system failure. The system unreliability Fs is the probability of failure of all the
elements, is given by (Fig. 3.7):

Fs ¼ Pð�A\ �BÞ

Assuming the events to be independent,

Fs ¼ FAFB ð3:4Þ

I MB HD PS CPU 
O

0.98 0.95 0.91 0.99

Fig. 3.5 RBD of typical computer

O

A

B 

Fig. 3.6 Two unit parallel model
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Hence system reliability (Rs) is given by

Rs ¼ RA þ RB � RARB ð3:5Þ

Formulae (3.3) and (3.5) can be combined. Thus if we have a system as depicted
by Fig. 3.3, but with only three items in each branch, the system reliability is:

Rs ¼ RA1RB1Rc1 þ RA2RB2Rc2 � RA1RB1Rc1RA2RB2Rc2 ð3:6Þ

Similarly, For Fig. 3.4 we have:

Rs ¼ ðRA1 þ RA2 � RA1RA2ÞðRB1 þ RB2 � RB1RB2ÞðRC1 þ RC2 � RC1RC2Þ: ð3:7Þ

Example 2 To ensure safe shutdown of nuclear power plants (NPP) during normal
or accidental conditions. There is a primary shutdown system and as a redundancy
secondary shutdown system (SDS) is present. The failure probability of primarily
SDS is 0.01 and secondary SDS is 0.035. Calculate the reliability of overall
shutdown system of NPP?

Solution: As any SDS operation is sufficient for the success of overall shutdown
system of NPP, the RBD is Parallel configuration as shown in Fig. 3.7.

The System reliability is given by,

RSYS ¼ Rpþ Rs� RpRs

Rp ¼ 1� Fp ¼ 1� 0:01 ¼ 0:99

Rs ¼ 1� Fs ¼ 1� 0:035 ¼ 0:965

Now;

RSYS ¼ Rpþ Rs� RpRs

RSYS ¼ 0:99þ 0:965� ð0:99� 0:965Þ
Rsys ¼ 0:9997

Primary SDS

Secondary SDS

Fig. 3.7 Shutdown system
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Example 3 In designing a computer based control system, two computers are
being considered for having higher reliability. Designer-A is suggesting for
redundancy at the system level, where as, designer-B is suggesting for redundancy
at the sub-system level. Use the failure data from the Example 1 and recommend
the better design.

Solution: Designer A—Reliability evaluation
Consider redundancy at the system level will lead to the RBD shown in Fig. 3.8.
Where,

Rsys1 ¼ RMB1�RHD1�RPS1�Rcpu1 ¼ 0:8387

Rsys2 ¼ RMB2�RHD2�RPS2 � Rcpu2 ¼ 0:8387

RSYS ¼ RSYS1 þ RSYS2 � RSYS1�RSYS2 ¼ 0:9740

Designer B Reliability evalution (Fig. 3.9)

RMB ¼ RMB þ RMB � RMB � RMB ¼ 0:9996

RHD ¼ RHD þ RHD � RHD � RHD ¼ 0:9975

RPS ¼ RPS þ RPS � RPS � RPS ¼ 0:9919

RCPU ¼ RCPU þ RCPU � RCPU � RCPU ¼ 0:9999

Now;

RSYS ¼ RMB � RHD � RPS � RCPU ¼ 0:9889

The proposed design of B is better than design of A.

0.990.98 0.91

I

Simplifying,

MB HD PS CPU 

MB HD PS CPU 

O

Rsys1

Rsys2

0.95

Fig. 3.8 Designer A RBD
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M out of N Models (Identical Items)
System having three subsystems A, B and C fails only when more than one item has
failed, as shown in Fig. 3.10.

RSys ¼ 1� QA � QB � QA � QC � QB � QC þ 2QA � QB � QC

¼ 1� 1� RAð Þ � 1� RBð Þ � 1� RAð Þ � 1� RCð Þ � 1� RBð Þ � 1� RCð Þ þ 2 1� RAð Þ
� 1� RBð Þ � 1� RCð Þ

¼ 1� 1þ RA þ RB � RA � RB � 1þ RA þ RC � RA � RC � 1þ RB þ RC � RB � RC

þ 2� 2RA � 2RB � 2RC þ 2RA � RB þ 2RA � RC þ 2RB � RC � 2RA � RB � RC

¼ RA � RB þ RA � RC þ RB � RC � 2RA � RB � RC

In general, if the reliability of a system can be represented by n identical items in
parallel where m out of n are required for system success, then the system reliability
Rs is given by

MB HD PS CPU 

MB HD PS CPU 

0.99 0.95 0.91 0.99

O
I

Simplifying,

MB HD PS CPU 

Fig. 3.9 Designer B RBD

A 

B

C

2 out of 3

Fig. 3.10 2 out of 3 model
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Rs ¼
Xn�m

r¼0

ðnCrÞRn�rð1� RÞr ð3:8Þ

Thus the reliability of the system illustrated by Fig. 3.10 is given by:

Rs ¼ R3 þ 3R2ð1� RÞ ¼ 3R2 � 2R3 ð3:9Þ

where R is the reliability of the individual items.

Example 4 Control and Instrumentation system is very important in the NPP as it
monitors critical process parameters. Failure criteria is two ways

(i) Failure of the C & I equipment when there is actual variation in parameters.
(ii) Failure due to spurious signals.

Compare 1 out of 2: success and 2 out of 3: success designs under both criteria.
Assume failure probability (q) for each subsystem.
Solution: 1 out of 2

In scenario (i) where there is actual variation in the process parameters, suc-
cessful operations of 1 subsystem out of 2 subsystems lead to system success.

The Reliability is given by,

R1
1 ¼

X1
r¼0

2Crð1� qÞ2�rqr

R1
1 ¼ 2C0ð1� qÞ2�0q0 þ 2C1ð1� qÞ1q1

R1
1 ¼ ð1� qÞ2 þ 2ð1� qÞq

R1
1 ¼ 1þ q2 � 2qþ 2q� 2q2

R1
1 ¼ ð1� q2Þ

In scenario (ii), where there is spurious signal, any subsystem failure will lead to
system failure for two unit system making it 2 out of 2: successes system or simple
series system.

The reliability is given by,

R2
1 ¼ ð1� qÞð1� qÞ

R2
1 ¼ ð1� qÞ2
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2 out of 3
In both the scenarios, 2 out of 3 system will have same reliability, Given by

R2 ¼
X1
r¼0

3Crð1� qÞ3�rqr

R2 ¼ 3C0ð1� qÞ3q0 þ 3C1ð1� qÞ2q1
R2 ¼ ð1� qÞ3 þ 3ð1� qÞ2q
R2 ¼ ð1� qÞ2½1� qþ 3q�
R2 ¼ ð1� qÞ2½1þ 2q�
R2 ¼ ð1� q2 � 2qÞð1þ 2qÞ
R2 ¼ 1þ 2qþ q2 þ 2q3 � 2q� 4q2

R2 ¼ ð1� 3q2 þ 2q3Þ

for very less q values (high reliability systems) for failure criterion (i)

ð1� q2Þ[ ð1� 3q2 þ 2q3Þ
R1
1 [R2

And in case of failure criteria (ii)

R2
1 � R2

Thus the reliability differences is marginal in non spurious case and is signifi-
cantly different for spurious signal.

Hence 2 out of 3 is better than 1 out of 2 system.

Standby Redundancy Models
Another frequently used form of redundancy is what is known as standby redun-
dancy. In its most elementary form, the physical arrangement of items is repre-
sented in Fig. 3.11

InFig. 3.11, itemA is the on-line active item, and itemB is standing bywaiting to be
switched on to replace A when the latter fails. The RBD formulae already established
are not applicable for the reliability analysis of standby redundant systems.

The expression for system reliability is:

Rs tð Þ ¼ e�kt 1þ ktÞð

With the following assumptions

(a) when operating, both items have a constant failure rate k and have zero failure
rate in standby mode;

(b) the switch is perfect;
(c) switching-over time is negligible; and
(d) stand by unit does not fail while in standby mode.
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If there are n items in standby, this expression becomes:

Rs tð Þ ¼ e�kt 1þ ktþ½ ðktÞ
2!

2

!þ ðktÞ
3!

3

þ � � � þ ðktÞ
n!

n

� ð3:10Þ

It is to be noted that a practical block diagram should include blocks to represent
the reliability of the switch plus sensing mechanism, which is often the ‘weak link’
in standby systems. Further, unlike this example, the probability of survival of one
item (item B) is dependent upon the time when the other item (item A) fails. In
other words items A and B can not be regarded as failing independently. As a
consequence, other procedures, such as Markov analysis, should be used to analyze
standby system.

Example 5 A typical UPS (Uninterrupted Power Supply) circuit is shown in
Fig. 3.12. Given the unavailability of components (as shown in Table 3.1), calculate
the UPS unavailability?.

B 

A
Fig. 3.11 Standby model

A.C. Supply~

~ - - ~

LoadBattery

Rectifier Inverter

Fig. 3.12 UPS
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Solution: In the normal conditions when AC power supply is present, load draws
current from AC supply. When AC supply is not there, load draws current from
battery. However, inverter is required in both the scenarios. The RBD for the UPS
can be represented as shown in Fig. 3.13.

The RBD can be successively simplified as follows:
As A1 and A2 are in series, they can be replaced by their equivalent availability,

A=A1.A2. 

A1A2 A4

A3

Now there is simple parallel structure, represented it with its equivalent
expression,

Table 3.1 Component
failure and repair rates

Component λ (failure rate) μ (repair rate)

A.C. supply 2.28 × 10−4 2

Rectifier 1 × 10−4 0.25

Battery 1 × 10−6 0.125

Inverter 1 × 10−4 0.25

A C

Battery

Rectifier Inverter

A1 A2

Fig. 3.13 RBD of UPS

86 3 System Reliability Modeling



A1.A2+A3-A1.A2.A3. 

A1.A2+A3-A1.A2.A3 A4

The final availability expression is given as,
A4[A1.A2+A3-A1.A2.A3] 

UPS

Availability is calculated with the parameters given in the table:

A ¼ l
l� k

A1 ¼ 0:9999

A2 ¼ 2:28� 10�4

A3 ¼ 0:9999

A4 ¼ 0:9996

Substitute the values in

Aups ¼ A4 A1 � A2þ A3� A1 � A2 � A3½ �
Aups ¼ 0:9998

3.1.3 Solving RBD

Apart from the standard models discussed in the previous section, there can be
non-series parallel or complex configurations. There are general solution approa-
ches to solve such RBD such as truth table method, path set/cut set method and
bounds method.

3.1.3.1 Truth Table Method

This method is also known as event enumeration method. In this approach, all the
combinations of events are enumerated and system state for the given combination
is identified. For example, if there are n components in the system considering
success and failure for every component, there would be 2n combinations. All such
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combinations will be explored for system success. This method is computationally
intensive. It is illustrated with simple example here.

Example 6 One portion of a fluid system physically consists of a pump and two
check valves in series. The series check valves provides redundancy against flow in
the reverse direction when the pump is not operating and the down stream pressure
exceeds the upstream pressure.

Solution: The system diagram is as in Fig. 3.14
And the functional diagram is as in Fig. 3.15.
Considering the functional diagram the Boolean expression for this system is

given by

S ¼ C � Aþ Bð Þ

Or one can make a truth table (Table 3.2) by assigning a ‘0’ and ‘1’ value to
failure and success respectively.

A B

C

Fig. 3.14 A simple fluid system

C 

B 

A 

Fig. 3.15 RBD of fluid system

Table 3.2 Truth table S. no. A B C S P(Event probability)

1 0 0 0 0 –

2 0 0 1 0 –

3 0 1 0 0 –

4 0 1 1 1 (1 − PA) · PB · PC
5 1 0 0 0 –

6 1 0 1 1 PA(1 − PB) · PC
7 1 1 0 0 –

8 1 1 1 1 PAPB · PC
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Pump Not Working = 1
Pump working = 0
Check valve reverse blocking = 1
Check valve not reverse blocking = 0
System success pump not working and valve reverse blocking = 1
System failure pump working = 0

From this truth table add all the entries under P corresponding to 1 under S. The
reliability is obtained as

R ¼ ð1� PAÞPBPC þ PAð1� PBÞPC þ PAPBPC

R ¼ PCðPA þ PB � PAPBÞ

If it is possible to write Boolean expression of the system it is not necessary to
make the truth table. What is required that the Boolean expression should be
reduced to its minimal form and then one directly do the probability operation on it.

3.1.3.2 Cut-Set and Tie-Set Method

This is an efficient method to compute reliability of a given system. Computer
programmes are also available.

Cut-Set It is the group of those elements or units, which will make the system to
fail, if their failure occurs. The minimum number of such units forms the minimal
cut set.

Tie-Set The set of those elements, whose working will make the system to work.
A minimal tie set is the minimum number of such elements which would assure the
system success.

For reliability computation either the minimal cut-set or the minimal tie-set
should be found.

Suppose in the system T1, T2,…Tn are the minimal tie-sets then the system
reliability is given by

P(T1[T2[T3. . .[Tn)

And if the minimal cut-sets are known to be C1, C2,…,Ck then the system
reliability is

1 - P(C1[C2[C3. . .[Ck)

where PT1; PT2; . . .PTn denote the success probability attached with the tie-sets
T1;T2. . .Tn and PC1; PC2. . .PCk are the failure probabilities attached with the cut
sets C1;C2. . .Ck.
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Example 7 Considering a Bridge network shown in Fig. 3.16, calculate reliability
of the system as a function of tie sets?

The minimal tie-sets are

T1 ¼ A;Bð Þ;T2 ¼ C;Dð Þ;T3 ¼ A;E;Dð Þ;T4 ¼ C;E;Bð Þ;

The minimal cut-sets are

C1 ¼ A;Cð Þ; C2 ¼ B;Dð Þ; C3 ¼ A;E;Dð Þ; C4 ¼ C;E;Bð Þ;

If success probabilities of tie sets are

P T1ð Þ ¼ PA � PB; P T2ð Þ ¼ PC � PD; P T3ð Þ ¼ PAPEPD; P T4ð Þ ¼ PCPEPB

Reliability

R ¼ PðT1 [T2 [T3 [T4Þ
R ¼ P T1ð Þ þ P T2ð Þ þ P T3ð Þ þ P T4ð Þ � ½P T1ð ÞP T2ð Þ þ P T2ð Þ þ P T3ð Þ þ P T3ð Þ þ P T4ð Þ

+ P T1ð Þ þ P T4ð Þ þ P T1ð Þ þ P T3ð Þ þ P T2ð Þ þ P T4ð Þ þ� ½P T1ð ÞP T2ð ÞP T3ð Þ þ P T2ð ÞP T3ð ÞP T4ð Þ
+ P T3ð ÞP T4ð ÞP T1ð Þ þ P T1ð ÞP T2ð ÞP T4ð Þ� � P T1ð ÞP T2ð ÞP T3ð ÞP T4ð Þ

Similarly cut-set method can be used for Reliability prediction.

Example 8 A simplified emergency power supply system is shown in Fig. 3.17.
Availability of power supply at any of the Bus(Bus A or Bus B) ensures the supply
to loads. There is transfer switch to connect DG1 to Bus B or to connect DG2 to
Bus A. Develop the RBD and identify the combinations of failures leading to
failures of power supply.

Solution: The RBD can be represented as shown in Fig. 3.18.
The following combinations of failure lead to system failure.

A
B

C
D

E

Fig. 3.16 Bridge network
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Bus A · Bus B
Grid · DG1 · DG2
Grid · DG1 · TS · Bus.B
Grid · DG2 · TS · Bus.A.

DG1 DG2
Grid Supply

Transfer

Bus A Bus B

Fig. 3.17 Simplified emergency power supply system

Grid Supply

DG1

DG2

Bus A

Bus B

Transfer
Switch

Fig. 3.18 RBD of simplified emergency power supply system
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3.1.3.3 Bounds Method

When system is large Boolean Techniques and cut-set, tie set method become
tedious. But if we use computer programme with cut-sets and tie-sets then one can
adopt Bounds method which is a variation of cut-set and tie-set method.

If T1;T2. . .Tn are minimal tie-sets then the upper bound for system reliability is

Ru\P T1ð Þ þ P T2ð Þ þ � � � þ P Tnð Þ

This becomes good approximation in low reliability region.
If C1; C2. . .Ck are minimal cut-sets the lower bound of system reliability can be

found as

Rl [ 1� P C1ð Þ þ P C2ð Þ þ � � � þ P Cnð Þ½ �

This becomes good approximation in high reliability region.
Reliability of the system approximately will be

R ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� RuÞð1� RlÞ

p
ð3:11Þ

3.2 Markov Models

Markov models provide improved modeling of systems where one or more con-
ditions such as strong dependencies between components, repairable components,
coverage factors (failures detected or not detected), multiple states, etc. are present.
On the flip side, the size of the Markov model explodes for large systems, hence it
is practical to combine this technique with fault tree analysis [2]. This section
briefly covers Markov technique along with a few examples.

3.2.1 Elements of Markov Models

Markov process originated from the theory of stochastic processes. The basic
assumption of Markov process is that the behavior of a system in each state is
memory-less, the future depends on the present but independent of the past.
Another important assumption is constant transition rate (exponential distribution)
between the system states.

A flow chart that shows steps involved in Markov modeling is presented in
Fig. 3.19. System state is a function of states of components that constitute the
system. Components states are usually discrete such as success or failure states. In
first step, all possible system states are identified as a function of components’
states, and the resulting system state is labeled as a success or a failure. The possible
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transitions between the different states are shown, identifying the causes of all
transitions. In general, the causes of the transitions are either failure of one or
several subsystem components or a repair made to a component. This representation
is done by constructing a state transition diagram wherein each node (shown as a
circle) represents a state of the system; and each arc symbolizes a transition between
the two nodes it links. A transition rate between two states is assigned to each arc.
In second step, a set of first-order differential equations are developed by describing
the probability of being in each state in terms of the transitional probabilities from
and to each state. Finally, the probabilities of being in the different states during a
certain period in the life of the system or the reliability characteristics (mean time to
failure, mean time between failure, mean time to repair) are calculated by solving
the system of differential equations.

A simple one component system (repairable system Fig. 3.20) is taken for
illustrative purposes and a detailed Markov analysis for the reliability evaluation is
presented. In state 1, the system functions (Up state) as the component is available.
The failure of the component leads to system state 2, which is labeled as down state.

Build Markov state transition
 diagram

Develop a set of differential
equations describing the states

Solve differential equations
for each state probability

Fig. 3.19 Steps in Markov
modeling

Fig. 3.20 Markov model for
a repairable system having
one component
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The failure rate of component is transition rate (λ12) from state 1 to state 2. Repair
of components restores the system taking it back to state 1 from state 2, so the repair
rate of the component is the transition rate (λ21). Let P1(t) be the probability of the
system being in state 1 at time t and P2(t) be the probability of the system being in
state 2 at time t. P1(t + Δt) is the probability of the system being in state 1 at time
(t + Δt) which is expressed as the sum of two event probabilities; first event
considers the system is in state 2 at time t and then transfers to state 1 and second
event considers the system in state 1 at time t and then continue to stay in the same
state. As λ21 is the transition rate from state 2 to state 1, λ21 × Δt is the probability of
transition in the interval Δt. Similarly, (1 − λ12 × Δt) is the probability of continuing
in state 1 in the interval Δt.

P1(t + Δt) is the sum of probability of transfer to state 1 given system is in state 2
at time t and probability of non-transfer given system is in state 1 at time t, which is
expressed in Eq. 3.12.

P1ðt þ DtÞ ¼ k21DtP2ðtÞ þ 1� k12Dtð ÞP1ðtÞ ð3:12Þ

Similarly, P2(t + Δt) can be derived as expressed in Eq. 3.13.

P2ðt þ DtÞ ¼ k21DtP1ðtÞ þ 1� k12Dtð ÞP2ðtÞ ð3:13Þ

The above equations can be rearranged as follows:

) P1ðt þ DtÞ � P1ðtÞ
Dt

¼ k21P2ðtÞ � k12P1ðtÞ

and

P2ðt þ DtÞ � P2ðtÞ
Dt

¼ k12P1ðtÞ � k21P2ðtÞ

As Dt ! 0,

dP1ðtÞ
dt

¼ k21P2ðtÞ � k12P1ðtÞ; and dP2ðtÞ
dt

¼ k12P1ðtÞ � k21P2ðtÞ

Let us say k12 ¼ k; k21 ¼ l and substituting in the above equations,

) dP1

dt
¼ lP2ðtÞ � kP1ðtÞ ð3:14Þ

dP2

dt
¼ kP1ðtÞ � lP2ðtÞ ð3:15Þ
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Expressing the above equations in matrix form:

dP1ðtÞ
dt

dP2ðtÞ
dt

h i
¼ P1ðtÞ P2ðtÞ½ � �k k

l �l

� �

i:e P0ðtÞ
h i

¼ PðtÞ
h i

A½ �

where [A] is known as “Stochastic Transition Matrix”.
When the initial distribution, Pi(0) is known, i.e. P1(0) and P2(0) are known, true

solutions to the Markov differential equations as shown in Eqs. (3.14) and (3.15)
can be found, in particular, using Laplace Transforms, Discretization, or the Eigen
values of matrix A. For all computational purposes, it can be assumed that the
system is initially in the UP state, i.e. all components are working. In the example
considered, this renders P1(0) probability of system being in state 1 at time t = 0 as 1
and P2(0) as 0.

For the convenience of the reader, the solution of first order differential equations
is explained below in detail. This approach needs basics of Laplace transforms and
partial fractions.

Refresher of Laplace Transforms

Lð1Þ ¼ 1
S

LðtnÞ ¼ \n
Snþ1

LðeatÞ ¼ 1
S� a

Transform of derivatives
If Lðf ðtÞÞ ¼ FðsÞ, then Lðf 0ðtÞÞ ¼ SFðSÞ � f ð0Þ
Transform of integrals

If Lðf ðtÞÞ ¼ FðsÞ, then LðRt
0
f ðtÞÞ ¼ FðSÞ

S

Taking Laplace Transforms of Eqs. (3.14) and (3.15):

SP1ðSÞ � P1ð0Þ ¼ �kP1ðSÞ þ lP2ðSÞ
i:e:SP1ðSÞ � 1 ¼ �kP1ðSÞ þ lP2ðSÞ

ð3:16Þ

and

SP2ðSÞ � P2ð0Þ ¼ kP1ðSÞ � lP2ðSÞ
i:e:SP2ðSÞ � 0 ¼ kP1ðSÞ � lP2ðSÞ

ð3:17Þ
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Rearranging Eq. (3.17)

) SP2ðSÞ ¼ kP1ðSÞ � lP2ðSÞ

) P2ðSÞ½Sþ l� ¼ kP1ðSÞ

) P2ðSÞ ¼ k
Sþ l

P1ðSÞ ð3:18Þ

Substitute Eq. (3.18) in Eq. (3.16)

SP1ðSÞ � 1 ¼ �kP1ðSÞ þ lk
Sþ l

P1ðSÞ ) P1ðSÞ Sþ k� lk
Sþ l

� �
¼ 1

P1ðSÞ ¼ 1

Sþ k� lk
Sþl

h i ) P1ðSÞ ¼ Sþ l
S Sþ lþ kð Þ½ �

ð3:19Þ

RHS is resolved into partial fractions:

Sþ l
S Sþ lþ kð Þ½ � ¼

A
S
þ B
Sþ lþ kð Þ

) Sþ l ¼ A Sþ lþ kð Þ½ � þ BS

Comparing the like coefficients on both the sides:

Aþ B ¼ 1; A lþ kð Þ ¼ l ) A ¼ l
lþ kð Þ

and

B ¼ 1� l
lþ kð Þ

Using partial fractions, Eq. 3.19 can be expressed as

) P1ðSÞ ¼ l
lþ k

1
S

� �
þ k
lþ k

1
Sþ lþ kð Þ

� �
ð3:20Þ

Inverse Laplace Transformation on Eq. (3.20) yields:

P1ðtÞ ¼ l
lþ k

þ k
lþ k

e�ðlþkÞt ð3:21Þ
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Substituting Eq. (3.19) in Eq. (3.18) to get a simplified P2(S),

P2ðSÞ ¼ k
S Sþ lþ kð Þ½ �

RHS is solved into partial Fractions as:

k
lþ k

1
S

� �
� k
lþ k

1
Sþ lþ kð Þ

� �

Inverse Laplace Transformation Yields:

P2ðtÞ ¼ k
lþ k

þ k
lþ k

e�ðlþkÞt ð3:22Þ

Equations (3.21) and (3.22) give time dependent probabilities of system states 1
and 2 respectively.

Steady state probabilities can be obtained by substituting in these equations the
value of t as time t tends to infinity:

Thus,

P1ð1Þ¼ l
lþ k

ð3:19Þ

P2ð1Þ¼ k
lþ k

ð3:20Þ

These steady state probabilities can also be obtained directly without the solution
of the system of Markov differential equations.

As Probabilities tend to be constant w.r.t time as time tends to infinity, the vector
of differential probabilities becomes a Null Vector.

½P0ðt)�¼ ½0�

In general:

½P0ðt)�¼ ½P(t)� A½ �

For steady state probabilities:

½0�¼ ½P(t)� A½ �
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For the single component with repair considered, the steady state equations
could be written down as follows:

0 ¼ �kP1ð1Þ þ lP2ð1Þ
and 0 ¼ kP1ð1Þ � lP2ð1Þ

Also, the summation of probabilities of all states amounts to 1. Thus,

P1ð1Þ þ P2ð1Þ ¼ 1

For an ‘n’ state Markov model, any (n − 1) steady state Markov linear equations
alongwith the equation of summation of state probabilities are solved simultaneously.

P1ð1Þ ¼ l
lþ k

P2ð1Þ ¼ k
lþ k

Two Component System with Repair
A system consists of two components ‘A’ and ‘B’. State 0 is the UP state where
both the components are working. When component ‘A’ fails, transition to state 1
takes place. If repaired in this state, it goes back to state 0. Failure of component ‘B’
in state 1 leads the system to state 3, where both the components are down. The
transitions from states 0–2–3 can be explained on similar lines. The Markov model
is as shown below. λ1 and λ2 are failure rates while µ1 and µ2 are repair rates of A
and B respectively.

Figure 3.21 shows state transition diagram for two component system.
Following the process explained earlier, the differential equations for describing
states can be derived as follows:

Fig. 3.21 Markov model for
two component system
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dP0

dt
¼ � k1 þ k2ð ÞP0 tð Þ þ l1P1 tð Þ þ l2P2 tð Þ ð3:21Þ

dP1

dt
¼ � l1 þ k2ð ÞP1 tð Þ þ k1P0 tð Þ þ l2P3ðtÞ ð3:22Þ

dP2

dt
¼ � k1 þ l2ð ÞP2 tð Þ þ k2P0 tð Þ þ l1P3ðtÞ ð3:23Þ

dP3

dt
¼ � l1 þ l2ð ÞP3 tð Þ þ k2P1 tð Þ þ k1P2ðtÞ ð3:24Þ

While writing Markov differential equation for a state ‘i’ the thumb rule is
negative of sum of transition rates going away from the state ‘i’ multiplied by its
probability at time t and other positive terms are sum of product of transition rates
coming into the state ‘i’ and the state probability that come into state ‘i’. This rule
can be used to write down the system of differential equations quickly.

Solving the Eqs. (3.21–3.24) as explained with Laplace transforms before,
steady state probabilities are given by the following expressions:

P0 ¼ l1l2
ðk1 þ l1Þðk2 þ l2Þ

P1 ¼ k1l2
ðk1 þ l1Þðk2 þ l2Þ

P2 ¼ k2l1
ðk1 þ l1Þðk2 þ l2Þ

P3 ¼ k1k2
ðk1 þ l1Þðk2 þ l2Þ

Having known the probability of each system states, reliability is sum of
probabilities of the states where system is successful. In case the two components
are in series in a system, the reliability of the system is the probability of that state
where both the components are in up state. i.e. State 0. For a parallel system,
reliability is given by the summation of probabilities of all those states which have
at least one working component, sum of probabilities of states 0, 1, and 2.

Example 9 Three safety injection pumps (A, B, and C) are installed in a plant.
Assuming repair is not possible in emergency injection conditions and different
failure rates for each pump, construct a Markov model and develop governing
differential equations?

As the injection has 3 components, 23 are possible states for system. Figure 3.22
shows the state transition diagram for the injection system with transition rates
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among the states. The differential equations for each state are written based on the
thumb rule mentioned earlier:

dP1

dt
¼ � kA þ kB þ kCð ÞP1 tð Þ

dP2

dt
¼ � kB þ kCð ÞP2 tð Þ þ kAP1 tð Þ

dP3

dt
¼ � kA þ kCð ÞP3 tð Þ þ kBP1 tð Þ

dP4

dt
¼ � kA þ kBð ÞP4 tð Þ þ kCP1 tð Þ

dP5

dt
¼ � kCð ÞP5 tð Þ þ kBð ÞP2 tð Þ þ kAð ÞP3 tð Þ

dP6

dt
¼ � kAð ÞP6 tð Þ þ kCð ÞP3 tð Þ þ kBð ÞP4 tð Þ

dP7

dt
¼ � kBð ÞP7 tð Þ þ kCð ÞP2 tð Þ þ kAð ÞP4 tð Þ

dP8

dt
¼ kCð ÞP5 tð Þ þ kAð ÞP6 tð Þ þ kBð ÞP7 tð Þ

The differential equations mentioned above can be solved to obtain probabilities
of each state.

If two identical states, say x and y are to be merged together, the following
relationships are to be employed to obtain the equivalent transition rates between
the merged state and other states (say state i) of the state space.

Pz ¼ Px þ Py

kiz ¼ kix þ kiy

kzi ¼ kxi � Px þ kyi � Py

Px þ Py

The transitions between two merged states can be obtained from the following
relations:

kIJ ¼
P

i2I Pi
P

j2J kijP
i2I Pi

kJI ¼
P

j2J Pj
P

i2I kjiP
j2J Pj

ð3:25Þ
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This could be illustrated by considering the problem illustrated in Example 10
(Fig. 3.22).

In Markov model of 3 pump system as shown in Fig. 3.22, system states 2, 3,
and 4 are identical because only one pump is down while other two are
up. Similarly, states 5, 6, and 7 are identical as one pump is up while other two
pumps are down. Using the concept of merging as expressed in Eq. 3.25, we can
alter the definitions of states accordingly and arrive at a simplified Markov model.
The states could now be interpreted as:

Step 1: Three pumps are up
Step 2′: Only one pump is down
Step 3′: Only one pump is up
Step 8: All pumps are down

Using Eq. 3.25 for merging states 2, 3, and 4 to yield state 2′:

k120 ¼ kA þ kB þ kc

k2030 ¼ P2 kB þ kcð Þ þ P3 kA þ kcð Þ þ P4ðkB þ kcÞ
P2þ P3þ P4

k3040 ¼ P5 kAð Þ þ P6 kBð Þ þ P7ðkcÞ
P5þ P6þ P7

1 
A, B, C 

2 
B, C

3 
A, C

4 
A, B

5 
C

6 
A

7 
B

8 
All Fail

λA

λB

λC

λA

λA

λB

λB

λA

λB

λ

λC

λC

C

Fig. 3.22 Markov model for 3 pump injection system
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If all failure rates are identical, then:

k120 ¼ 3k

k2030 ¼ 2k

k3040 ¼ k

Example 10 Considering Markov model shown in Fig. 3.23, Determine the reli-
ability for the following success criterion (a) Two pumps necessary for success of
the injection (b) one pump meets injection requirements?

2′, 3′, and 4′ are denoted as 2, 3, and 4 in this example for convenience. The
reliability for success criteria (a) is sum of probabilities of system states 1 and 2.
The reliability for success criteria (b) is sum of all state probabilities except 4. The
differential equations for each system state can be written based on the approach
discussed earlier,

dP1

dt
¼ �3kP1 tð Þ ð3:26Þ

dP2

dt
¼ �2kP2 tð Þ þ 3kP1 tð Þ ð3:27Þ

dP3

dt
¼ �kP3 tð Þ þ 2kP2 tð Þ ð3:28Þ

dP4

dt
¼ kP3 tð Þ ð3:29Þ

Applying Laplace transforms and rearranging the equations, we have

P1 sð Þ ¼ 1
ðsþ 3kÞ

P2 sð Þ ¼ 3k
ðsþ 2kÞðsþ 3kÞ

P3 sð Þ ¼ 6k2

ðsþ kÞðsþ 2kÞðsþ 3kÞ

P4 sð Þ ¼ 6k3

sðsþ kÞðsþ 2kÞðsþ 3kÞ

ð3:30Þ

1 
A, B, C 

2’ 
2 UP 

3’ 
1UP 

4’ 
All Fail

3λ λ2λ

Fig. 3.23 Markov model with identical failure rates
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Before applying inverse Laplace transforms, partial fraction expansion to split up
a complicated fraction into standard forms are used. A quick method is ‘cover-up’
method as shown below on P2(s):

P2 sð Þ ¼ 3k
ðsþ 2kÞðsþ 3kÞ ¼

A
ðsþ 2kÞ þ

B
ðsþ 3kÞ

A ¼ 3k
ðsþ 2kÞðsþ 3kÞ

����
s¼�2k

¼ 3

B ¼ 3k
ðsþ 2kÞðsþ 3kÞ

����
s¼�3k

¼ �3

ð3:31Þ

Similarly, applying partial fraction cover up method on P3(s) and P4(s):

P3 sð Þ ¼ 3
ðsþ kÞ �

6
sþ 2kð Þ þ

3
ðsþ 3kÞ ð3:32Þ

P4 sð Þ ¼ 1
s
� 3

sþ kð Þ þ
3

sþ 2kð Þ �
1

ðsþ 3kÞ ð3:33Þ

Applying inverse Laplace transforms on Eqs. (3.30–3.33) to obtain probability
of state as a function of time:

P1 tð Þ ¼ e�3kt

P2 tð Þ ¼ 3e�2kt � 3e�3kt

P3 tð Þ ¼ 3e�kt � 6e�2kt þ 3e�3kt

P4 tð Þ ¼ 1� 3e�kt þ 3e�2kt � e�3kt

Reliability of the system as a function of time can be obtained for both success
criterion,

Case (a): R tð Þ ¼ P1 tð Þ þ P2 tð Þ ¼ 3e�2kt � 2e�3kt

Case (b): R tð Þ ¼ P1 tð Þ þ P2 tð Þ þ P3 tð Þ ¼ 3e�kt � 3e�2kt þ e�3kt

Markov models are particularly useful in solving fault tolerant systems which
would be very difficult to model with classical techniques [3]. Later in the book,
application of Markov models in dynamic fault trees [4] and pipe reliability
problems [5] are presented.
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3.3 Fault Tree Analysis

Fault tree analysis is a failure oriented, deductive and top-down approach, which
considers an undesirable event associated with the system as the top event, the
various possible combinations of fault events leading to the top event are repre-
sented with logic gates.

Fault tree is a qualitative model which provides useful information on the var-
ious causes of undesired top events. However, quantification of fault tree provides
top event occurrence probability and critical contribution of the basic causes and
events. Fault tree approach is widely used in probability safety assessment.

The faults can be events that are associated with component hardware failure,
software error, human errors, or any other relevant events which can lead to top
events. The gates show the relationships of faults (or events) needed for the
occurrence of a higher event. The gates those serve to permit or inhibit the fault
logic up the tree. The gate symbol denotes the type of relationship of the input
(lower) events required for the output (higher) event.

3.3.1 Procedure for Carrying Out Fault Tree Analysis

The procedure for carrying out fault tree analysis is shown as a flow chart in
Fig. 3.24 [6, 7].

(a) System Awareness and Details

Thorough understanding of the system is the prerequisite for doing FTA. System
awareness through discussion with designers, operating and maintenance engineers
is very important, plant or system visits will also enhance it further. Input infor-
mation such as the following mentioned should be collected and studied:

(i) Design basis reports.
(ii) Safety analysis reports (deterministic).
(iii) Technical specification report (for test and maintenance information).
(iv) History cards, maintenance cards and safety related unusual occurrence reports

for obtaining failure or repair data

(b) Defining Objectives, Top Event and Scope of Fault Tree Analysis

Objectives are defined in consultation with decision makers or managers who
commissioned fault tree analysis (FTA). Though general objective may be evalu-
ation of current design or comparisons of alternative designs, particular objectives
should be explicitly defined in terms of system failure.

The Top event of fault tree is the event which is analyzed to find all credible
ways in which it could be brought about. The failure probability is determined for
the defined top event. The top event of FT is defined based on the objectives of the
analysis.
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There can be more than one top event required for successfully meeting
objectives. In such cases separate top events are then defined.

Lack of proper understanding of objectives may lead incorrect definition of top
event, which will result in wrong decisions being made. Hence it is extremely
important to define and understand the objectives of the analysis. After identifying
top event from the objectives, scope of the analysis is defined. The scope of the
FTA specifies which of the failures and contributors to be included in the analysis.
It mainly includes the boundary conditions for the analysis. The boundary condi-
tions comprise the initial states of the sub systems and the assumed inputs to the
system. Interfaces to the system such as power source or water supplies are typi-
cally included in the analysis their states need to be identified and mentioned in the
assumptions.

System Awareness Details 

Define objectives top event
and slope of analysis 

Qualitative evaluation of
Fault tree 

Construct the fault tree 

Quantitative evaluation of
fault tree. 

Data assessment &
parameter estimation. 

Interpretation & presentation
of the results. 

Fig. 3.24 Procedure for carrying out fault tree analysis
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(c) Construction of the Fault Tree

The basic principle in constructing a fault tree is “consider short sightedly”. The
immediate events or causes are identified for the event that is analyzed. The analysis
does not jump to the basic causes of the event. Instead, a small step is taken and the
necessary and sufficient immediate events are identified. This talking of small steps
backwards assures that all of the relationships and primary consequences will be
revealed. This backward stepping ends with the basic consequence identified that
constitutes the resolution of the analysis. Fault trees are developed to a level of
detail where the best failure probability data are available. The terminology and
basic building blocks of fault tree are explained in the next section.

(d) Qualitative Evaluation of the Fault Tree

The qualitative evaluations basically transform the fault tree into logically equiv-
alence forms that provide more focused information. The qualitative evaluation
provides information on the minimal cut sets of the top event. Minimal cut set is the
smallest combination of basic events that result in the occurrence of top event. The
basic events are the bottom events of the fault tree. Hence, the minimal cut set
relates the top event is represented by the set of minimal cut set. Success sets may
also be identified that guarantee prevention of the top event.

Methods of obtaining minimal cut set are explained in the subsequent sections.

(e) Data Assessment and Parameter Estimation

This step aims at acquiring and generating all information necessary for the
quantitative evaluation of the fault tree.

The tasks of this step include the following considerations:

• Identification of the various models that describe the stochastic nature of contain
phenomena related to the events of interest and the corresponding parameters
that need to be estimated.

• Determination of the nature and sources of relevant data.
• Compilation and evaluation of the data to produce the necessary parameter

estimations and associated uncertainties

(f) Quantitative Evaluation of the Fault Tree

Fault trees are quantified by the first calculating the probability of each minimal cut
set and then by summing all the cut set probabilities. The quantitative evaluation
produces the probability of the top event. This determines dominant cut sets and
also identifies important basic events that contribute to the top event.

Sensitivity studies and uncertainty propagation provide further key information.
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Identification of important basic events is very useful for decision making in
resource allocation and trade off studies. Better, surveillance, maintenance and
replacement can be focused on the critical events for cost effective management of
reliability or risk.

(g) Interpretation and Presentation of the Results

It is very important to interpret the results of the analysis and present it to the
decision makers in an effective manner. FTA should not be limited to documen-
tation and set of numerical values. The FTA results must be interpreted to provide
tangible implications, especially concerning the potential impact upon the
objectives.

Important Points to be Considered while Constructing Fault Trees
The following issues should be considered carefully while carrying out fault tree
analysis:

• To maintained consistency and traceability all the assumptions and simplifica-
tions made during the analysis should be well documented.

• To ensure quality, consistency, oppressiveness and efficiency, standard com-
puter codes should be used.

• To ensure the clarity and ease of identification of events, a standardized format
need to be adopted while giving the names in the fault tree for intermediate and
basic events. The format should include specific component type and identifi-
cation, specific system in which the component is located, and component
failure mode. However, the formatting should be compatible with the computer
code adopted.

• To avoid double counting and/or complete omission of
systems/interfaces/support systems, it is strongly recommended that explicit
definitions of boundary conditions should be established and documented.

• It is important to see whether protective systems or testing practices may induce
failures. If such failure causes are possible, they need to be considered in the
analysis.

• The following aspects should also be considered:

– Human reliability issues
– Operator recovery actions
– Dependent and common causes failures
– External environment impact (fire, flood, seismic and missile attack)

3.3.2 Elements of Fault Tree

A typical fault tree is shown in Fig. 3.25. It depicts various combinations of events
leading person X late to office.
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It is essential to understand some of the terms that are used in fault tree analysis
(Figs. 3.26 and 3.27).

Basic Event It is the initiating fault event that requires no further development.
Intermediate Event An intermediate event is a failure resulting from the logical

interaction of primary failures.
Top Event It is an undesired event for the system under consideration and occurs

as a result of occurrence of several intermediate events. Several combinations of
primary failures lead to the event.

TOP

Late to
office

A

Over
sleep

T

Transport
failure

B

No Wakeup
Pulse

NA

Natural
apathy

P

Public
transport

fails

PV

Personal
vehicle fails

C

Artificial
wakeup

fails

BI

Bio rhythm
fails

AL

Alarm
clock fails

HE

Forget to
set

ST

Public
strike

PVB

Public
vehicle

breakdown

Fig. 3.25 Fault tree for the top event ‘late to office’
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The symbols used in fault trees for representing events and their relations have
been more or less standardized. The symbols can be classified into three types, viz.,
event symbols (Table 3.3), gate symbols (Table 3.4) and transfer symbols
(Table 3.5).

3.3.3 Evaluations of Fault Tree

The evaluations of fault tree include both qualitative evaluation and quantitative
evaluation. The top events as a function of minimal cut set are determined with the
help of Boolean algebra. Later, by applying probability over the Boolean expres-
sion and substitute the respective basic event probability values, the quantification
is carried out. There is one to one correspondence between the fault tree gates
representation and Boolean operations. Boolean algebra is explained in Chap. 2.

Power Supply failure to PC (T) 

Main supply 
failure(A) 

UPS failure 
(B) 

Fig. 3.26 Example forAND
gate

DG did not START 

Actuation  
Failure 

DG failed in 
standby 

Fig. 3.27 Example for OR
gate
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In the development of any fault tree, OR-gate and the AND-gate are often
present. Both are explained here to obtain basic probability expressions.

AND Gate
This gate allows the output event to occur only if the all input events occur,

representing the intersection of the input events. The AND gate is equivalent to the
Boolean symbol “·”.

For example, an AND gate with two input events A and B and output event T
can be represented by its equivalent Boolean expression, T = A · B.

A realistic example is power supply failure to personal computer due to
occurrence of both the events, failure of main supply and uninterrupted power
supply (UPS) failure.

The probability formula for the top event T is given by

P Tð Þ ¼ P A � Bð Þ
¼ P Að Þ � P Bð Þ

or

¼ P Bð Þ � P A=Bð Þ

if A and B are independent events, then

PðTÞ ¼ PðAÞ � PðBÞ

ðasÞ P
A
B

� �
¼ PðAÞ

Table 3.3 Event symbols

Name of event Symbol Description

Basic event A basic initiating fault requiring no
further development

Undeveloped event An Event which is not further
developed either because it is of
insufficient consequence or because
information is unavailable

House event An event which is normally expected
to occur

Conditional event Specific conditions or restrictions
that apply to any logic gate
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Table 3.4 Gate symbols

Name of
gate

Symbol Description Truth table

AND gate Output fault
occurs if all of
the input faults
occur

A B o/p

0 0 0

0 1 0

1 0 0

1 1 1

Priority
gate

Output fault
occurs if all the
input faults
occur in a
specific
sequence

A B o/p

0 0 0

0 1 0

1 0 0

1

(first)

1

(second)

1

1

(sec.)

1

(first)

0

OR gate Output fault
occur if a least
one of the input
faults occur

A B o/p

0 0 0

0 1 1

1 0 1

1 1 1

Voting
gate

k

Output fault
occur if a least k
out of m input
faults occur

A B C o/p

0 0 0 0

0 0 1 0

0 1 0 0

0 1 1 1

1 0 0 0

1 0 1 1

1 1 0 1

1 1 1 1

EXOR
gate

Output fault
occurs if exactly
one of the input
faults occur

A B o/p

0 0 0

0 1 1

1 0 1

1 1 0

(continued)
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and

P
B
A

� �
¼ PðBÞ

When A and B are completely dependent (if event A occurs, B will also occur)

PðTÞ ¼ PðAÞ

In case of any partial dependency, one can give the bounds for P(T) as

PðAÞ � PðBÞ\PðTÞ\PðAÞ or � PðBÞ ð3:34Þ

Table 3.4 (continued)

Name of
gate

Symbol Description Truth table

INHIB IT
gate

Cond.

Output fault
occurs if
(single) the
input faults
occur in the
presence of an
enabling
condition

A B o/p

0 0 0

0 1

1 0

1 1

INV gate Output event is
true if and only
if input event is
false

A o/p

0 1

1 1

Table 3.5 Transfer symbols

Name of
transfer symbol

Symbol Description

Transfer—in Indicates that the tree is developed further at the occurrence
of the corresponding TRANSFER OUT. (e.g. on another
page)

Transfer—out Indicate that this portion of the tree must be attached at the
corresponding TRANSFER IN
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Generalizing for n input events,
For independent case,

PðTÞ ¼ PðE1Þ � PðE2Þ. . .PðEnÞ ð3:35Þ

where Ei; i ¼ 1; 2; . . .n are input events.
As when Ei’s are not independent

PðTÞ[PðE1Þ � PðE2Þ. . .PðEnÞ

OR Gate
This gate allows the output event to occur if any one or more input event occur,
representing the union of input events. The OR gate is equivalent to the Boolean
symbol “+”.

For example, an OR gate with two input events A and B and the output event T
can be represented by its equivalent Boolean expression, T = A + B.

A practical example for OR gate is a diesel generator did not start on demand
due to actuation failure or DG already in failed condition prior to demand on both.

The probability formula for the top event T is given by

PðTÞ ¼ PðAþ BÞ
PðTÞ ¼ PðAÞ þ PðBÞ � PðA\BÞ

where PðA\BÞ is equivalent to output from an AND gate.
This can be rearranged as PðTÞ ¼ 1� Pð�A\�BÞ where �A and �B denote the

non-occurrence of events A and B respectively.
If the input events are mutually exclusive, then

P Tð Þ ¼ P Að Þ þ P Bð Þ

If the event B is completely dependent event A then

P Tð Þ ¼ P Bð Þ

In case of any partial dependency, are can give bounds on P(T) as

PðAÞ þ PðBÞ � PðAÞ � PðBÞ\PðTÞ\PðBÞ 6� PðAÞ ð3:36Þ

Generating for n input events,

PðTÞ ¼ 1� P½�E1 \ �E2 \ �E3 \ � � � \ �En�

PðTÞ ¼
Xn
i¼1

PðEiÞ �
X
i\j

PðEi\EjÞ þ � � � þ ð�1Þk�1PðE1 \E2 \E3 \ � � � \En \Þ

ð3:37Þ
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If the probability of events are low values (say P(Ei) < 0.1) and are independent
then P(T) can be approximated to PðTÞ ¼ Pn

i¼1 PðEiÞ.
It is famously known as rare event approximation.
When Ei’s are not independent

PðTÞ ¼ 1� Pð�E1Þ � P
�E2
�E1

� �
� � �P

�En

�E1\�E2 � � � \�En�1

� �� 	
ð3:38Þ

PðTÞ[
Xn
i¼1

PðEiÞ

Prior to obtaining the quantitative reliability parameter results for the fault tree,
repetition of basic events and redundancies must be eliminated.

If the calculations are carried out directly on the fault tree without simplifying,
the quantitative values will be incorrect.

This is achieved by obtaining minimal cut sets using Boolean algebra rules
algorithms developed for the same.

There are many methods available in the literature, for example Vesely, Fussell,
Kumamoto, Rasmuson. However, methods based on top-down or bottom-up suc-
cessive substitution method and Monte Carlo simulation are most often used. The
later is numerical computer based approach. The top-down successive substitution
method can be done by simple hand calculations also. In this method, the equivalent
Boolean representation of each gate in the fault tree is obtained such that only basic
events remain. Various Boolean algebra rules are used to reduce the Boolean
expression to its most compact form. The substitution process can proceed from the
top of the tree to the bottom or vice versa. The distribution law, laws of
Idempotence and the law of absorption are extensively used in there calculations.
The final expression thus obtained is having minimal cut sets which is in the form
of run of products, can be written in general form,

T ¼
Xn
i¼1

Ymi
j¼1

Eði; jÞ ð3:39Þ

where
n no. of minimal cut sets.
mi no. of basic events in ith minimal cut set.

Any fault tree will consist of finite number of minimal cut sets that are unique for
that top event. If there are single order cut sets, then those single failures will lead to
the occurrence of the top event.
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3.3.4 Case Study

The basic aspects of fault tree analysis can be explained through an example of
containment spray system which is used to scrub and cool the atmosphere around a
nuclear reactor during an accident. It is shown in Fig. 3.28.

Any one of the pump and one of two discharges valves (V1 and V2) is sufficient
for its successful operation. To improve the reliability, an interconnecting valve
(V3) is there which is normally closed. The system is simplified and the actual
system will contain more number of valves.

Step 1: The undesired top event is defined as ‘No water for cooling
containment’.

Step 2: The fault tree is developed deductively to identify possible events
leading to the top event. These may be

• No water from ‘V1 branch and V2 branch’.
• No supply to V1 or V1 itself failed. Since V1 failure is basic event, it doesn’t

need further analysis.
• The lack of supply to V1 is due to simultaneous failure of P1 branch and V3

branch.
• Supply from V3 branch is due to either failure of V3 or P2.
• Similarly V2 branch is also developed.

The resulting fault tree is shown in Fig. 3.29.

Step 3: Qualitative evaluation of fault tree.

The qualitative evaluation of fault tree determines minimal cut sets of fault tree.
One can write the logical relationship between various events of fault tree as fol-
lows: T = A · B

P1 

P2 
Water 
Tank 

V3

V2

V1

Fig. 3.28 Contain spray system of NPP
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A ¼ Cþ V1

C ¼ E � P1
E ¼ V3þ P2

B ¼ Dþ V2

D ¼ F � P2
F ¼ V3þ P1

where,

T is the top event
A, B, C, D, E, F is intermediate events
P1, P2, V1, V2, V3 are basic events.

T

No Water
for

Cooling

A

No water
from V1
Branch

B

No water
from V2
branch

C

No water
to V1

V1

V1 fails

D

No water
to V2

V2

V2 fails

E

No water
from V3

P1

P1 fails

F

No water
from V2

P2

P2 fails

V3

V3 fails

P2

P2 fails

V3

V3 fails

P1

P1 fails

Fig. 3.29 Fault tree for containment spray system
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First the top-down substitution will be performed, starting with the top event
equation and substituting and expanding until the minimal cut set expression for the
top event is obtained.

Substituting for A and B and expanding produces.

T ¼ ðC þ V1Þ � ðDþ V2Þ
T ¼ C � Dþ C � V2 þ V1 � Dþ V1V2

Substituting for C,

T ¼ ðE � P1Þ � Dþ ðE � P1Þ � V2 þ V1 � Dþ V1 � V2

T ¼ E � P1 � Dþ E � P1 � V2 þ V1 � Dþ V1 � V2

Substituting for D,

T ¼ E � P1 � ðF � P2Þ þ E � P1 � V2 þ V1ðF � P2Þ þ V1V2

T ¼ P1P2EF þ EP1V2 þ V1P2F þ V1V2

Substituting for E,

T ¼ P1P2ðV3 þ P2Þ � F þ ðV3 þ P2ÞP1V2 þ V1P2F þ V1V2

By using Distributive law,

X Yþ Zð Þ ¼ XYþ XZ

and by using Idempotent law,

X � X ¼ X:

T ¼ P1P2V3F þ P1P2F þ P1V2V3 þ P1P2V2 þ V1P2F þ V1V2

Substituting for F and By using Distributive law,

X Yþ Zð Þ ¼ XYþ XZ

and by using Idempotent law,

X � X ¼X:

T ¼P1P2V3ðV3 þ P1Þ þ P1P2ðV3 þ P1Þ þ P1V2V3 þ P1P2V3 þ V1P2ðV3 þ P1Þ þ V1V2

T ¼P1P2V3 þ P1P2V3 þ P1P2V3 þ P1P2P1 þ P1V2V3 þ P1P2V3

þ V1P2V3 þ V1P2P1 þ V1V2
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By using Idempotent law,

Xþ X ¼ Xð Þ
T ¼ P1P2V3 þ P1P2 þ P1V2V3 þ P1P2V2 þ P1V2V3 þ P1P2V1 þ V1V2

T ¼ P1P2 V3 þ 1þ V1 þ V2½ � þ P1V2V3 þ P2V1V3 þ V1V2

By using Absorption law

Aþ AB ¼ Að Þ
T ¼ P1P2 þ P1V2V3 þ P2V1V3 þ V1V2

Rearranging the terms, T ¼ P1P2 þ V1V2 þ P1V2V3 þ P2V1V3 which is the final
Boolean expression.

There are four minimal cut sets; two double component minimal cut sets and two
triple component minimal cutsets.

Step 4: The quantitative evaluation of fault determines probability of top event.
The basic event probability information and list of minimal cutset
required for final quantification. The probability of top event is proba-
bility over union of the minimal cut sets, it is mathematically expressed
as

PðTÞ ¼ PðP1P2[V1V2[P1V2V3[P2V1V3Þ

using example For OR gate evaluation P(T) can be derived as

PðTÞ ¼ PðP1P2Þ þ PðV1V2Þ þ PðP1V2V3Þ þ PðP2V1V3Þ

�
PðP1P2V1V2Þ þ PðP1P2V2V3Þ þ PðP1P2V1V3Þ þ PðP1V1V2V3Þ þ PðP1V1V2V3Þ
þ PðP2V1V2V3Þ þ PðP1P2V1V2V3Þ

" #

þ PðP1P2V1V2V3Þ þ PðP1P2V1V2V3Þ þ PðP1P2V1V2V3Þ þ PðP1P2V1V2V3Þ½ � � PðP1P2V1V2V3Þ½ �
¼ PðP1P2Þ þ PðV1V2Þ þ PðP2V1V3Þ þ PðP1V2V3Þ � PðP1P2V1V2Þ � PðP1V1V2V3Þ � PðP1P2V2V3Þ
� PðP2V1V2V3Þ � PðP1P2V1V3Þ þ 2PðP1P2V1V2V3Þ

Example 11 Main Control Power Supply (MCPS) is a very important support
system in Nuclear Power Plant which provides uninterrupted A.C. power supply to
safety related loads such as reactor regulation systems and safety system loads such
as shut down systems. The schematic diagram of this system is shown in Fig. 3.30.
There are four (Uninterrupted Power Supply) UPSs namely, UPS-1, UPS-2, UPS-3
and UPS-4; Input supply to UPS-1 and UPS-3, and UPS-2 and UPS-4 is taken from
division I and division II of Class III respectively. Failure criterion is unavailability
of power supply at 2 out of 3 buses. The circuit breaker can be assumed to be part of
respective division supply and unavailability data can be assumed to be available
for the UPS. Develop the fault tree with these assumptions and calculate the
minimal cut sets of MCPS.
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Solution: As the failure criterion is failure of power supply at more than 2 Buses,
the top event is a voting gate with 2 out of 3: failure logic as shown in Fig. 3.31.
From the fault tree we have the following Boolean expression for various gates.

T ¼ F2F4þ F4F6þ F2F6

U1BR ¼ U1 � DIV1
U2BR ¼ U2 � DIV2
U3BR ¼ U3 � DIV1
U4BR ¼ U4 � DIV2

F2 ¼ U1BR � U4BR

F4 ¼ U3BR � U4BR

F6 ¼ U2BR � U4BR

Substituting successively in the top event terms,

F2 � F4 ¼ U1BR � U3BR � U4BR ¼ U1 � U3 � U4 � DIV1 � DIV2
F4 � F6 ¼ U2BR � U3BR � U4BR ¼ U2 � U3 � U4 � DIV1 � DIV2
F2 � F6 ¼ U1BR � U2BR � U4BR ¼ U1 � U2 � U4 � DIV1 � DIV2

Rare event approximation can be used here and the probability of the top event
can be calculated by adding the probability of all the cut sets.

DIV II 
415V AC CLASS III BUSES 

DIV I 

240V AC CLASS II 
Bus F2 Bus F4 Bus F6

UPS1  UPS3 UPS2 UPS4 

Rectifier

Battery 

Inverter

Switch

Circuit break-
er 

Fig. 3.30 Schematic diagram of MCPS
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Exercise Problems

1. Calculate the reliability of the following pumping system shown in Fig. 3.32.
2. A simplified line diagram of emergency case cooling system of NPP is shown in

Fig. 3.33. Calculate the availability of ECCS using cut set or path set method.
3. A system has 11 components. Components 1 through 7 are different and have

reliabilities 0.96, 0.98, 0.97, 0.96, 0.94, 0.98, 0.99 respectively. Components 8
through 11 are the same, with reliability of 0.9. Components 4 and 5 are critical,
and each must operate for the system to function. However, only one of the
components 1, 2, and 3 has to be working and the same for 6 and 7. At least two
of the four identical components must work, as well. The block diagram of the
system is shown in Fig. 3.34 and find the probability the system survives.

4. Construct the typical state time diagram for the dynamic fault tree shown in
Fig. 4.17. Typical component up and down states, each gate output, and the final
top event should be reflected in diagram.

5. Construct the Markov model for RRS shown in Fig. 4.29. Assume different
transition rates between various states. Derive the unavailability expression for
the failure of RRS.
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Fig. 3.31 Fault tree of MCPS
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Chapter 4
Reliability of Complex Systems

This chapter presents two advanced reliability modeling techniques, i.e. Monte
Carlo simulation and dynamic fault tree analysis. They are particularly useful for
modeling the reliability of complex systems.

4.1 Monte Carlo Simulation

System reliability modeling with analytical approaches such as reliability block
diagram, Markov model and fault tree analysis are discussed in the previous
chapter. Simulation based reliability approach using Monte Carlo methods can be
useful in modeling complex systems. This section presents various elements of
Monte Carlo simulation based system reliability modeling.

4.1.1 Analytical versus Simulation Approaches for System
Reliability Modeling

Analytical techniques represent the system by a mathematical model and evaluate
the reliability indices from this model using direct mathematical solutions. The
disadvantage with the analytical approach is that the model used in the analysis is
usually a simplification of the system; sometimes to an extent it becomes totally
unrealistic. In addition, the output of the analytical methods is usually limited to
expected values only. The complexity of the modern engineering systems besides
the need for realistic considerations when modelling their availability/reliability
renders analytical methods very difficult to be used. When considering only the
failure characteristics of the components, the analytical approach is generally used.
The models are only applicable with exponential failure/repair probability density
functions. They are difficult to apply for components having non-exponential
failure/repair PDFs. Analyses that involve repairable systems with multiple addi-
tional events and/or other maintainability information are very difficult (if not

© Springer-Verlag London 2016
A.K. Verma et al., Reliability and Safety Engineering,
Springer Series in Reliability Engineering,
DOI 10.1007/978-1-4471-6269-8_4

123



impossible) to solve analytically. Modern engineering systems have complex
environment as depicted in Fig. 4.1. In these cases, analysis through simulation
becomes necessary.

Simulation technique estimates the reliability indices by simulating the actual
process and random behaviour of the system in a computer model in order to create
a realistic lifetime scenario of the system. This method treats the problem as a series
of real experiments conducted in a simulated time. It estimates the probability and
other indices by counting the number of times an event occurs in simulated time.
Simulation is a very valuable method which is widely used in the solution of real
engineering problems. Lately the utilization of this method is growing for the
assessment of availability of complex systems and the monetary value of plant
operations and maintenances [1–4].

The simulation approach overcomes the disadvantages of the former method by
incorporating and simulating any system characteristic that can be recognised. It
can provide a wide range of output parameters including all moments and complete
probability density functions. It can handle very complex scenarios like inconstant
transition rate, multi state systems and time dependent reliability problems. The
uncertainties that arise due to simplification by the analytical mathematical models
can be eliminated with simulation. However, the solution time is usually large and
there is uncertainty from one simulation to another. But the recent studies show
the demerits of simulation can be easily overcome with few modifications in the
simulation. It is to be noted that the experimentation required is different for
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Fig. 4.1 Complex environments for system modeling
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different types of problems and it is not possible to precisely define a general
procedure that is applicable in all circumstances. However, the simulation technique
provides considerable flexibility in solving any type of complex problem. Table 4.1
gives comparison of both the approaches with various issues.

Benefits/Applications of Simulations Based Reliability Evaluation

• Realistic Modelling of System behaviour in complex environment
• The number of assumptions can be reduced significantly
• Handling of inconstant hazard rate models at component level
• Wide range of out put parameters at the system level like failure frequency,

MTBF, MTTR, unavailability, failure rate, etc.
• Dynamics in sequence of operations and complex maintenance policies can be

adopted in system modelling
• Simulation model can be used for optimizing inspection interval or the

replacement time of components in the system [5]
• Quantification of aleatory uncertainty associated with the random variable time

to failure of overall system.
• Importance measures can be obtained from the analysis which is helpful in

identifying the critical components and ranking them [6, 7].

4.1.2 Elements of Monte Carlo Simulation

In simulation, random failure/repair times from each components failure/repair
distribution are generated. These failure/repair times are then combined in accor-
dance with the way the components are reliability-wise arranged within the system.
The overall results are analyzed in order to determine the behavior of the entire
system. Sound understanding of the system behaviour is the prerequisite for system
success/failure logic. It is assumed that the reliability values for the components have
been determined using standard (or accelerated) life data analysis techniques, so that
the reliability function for each component is known. With this component-level

Table 4.1 Comparison of analytical and simulation techniques

Issue Analytical techniques Simulation techniques

Approach Direct mathematical solutions Numerical calculations
over the simulated
model

Methods RBD, FTA, Markov model Monte Carlo simulation

Complex
scenarios

Adopt simplified mathematical models with
questionable assumptions and approximations

Realistic modelling

Analysis
results

Limited to point estimates only Wide range of output
parameters

Computational
time

Once the algebraic analysis is over, the
calculations are very simple

Large number of
computer calculations
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reliability information available, simulation can then be performed to determine the
reliability of the entire system. The random failure/repair times of components is
obtained using uniform random numbers and converting these into required density
function as per the component PDF.

Evaluation of Time to Failure (or Time to Repair) of a Component
Consider a random variable x is following exponential distribution with parameter
λ, f(x) and F(x) are given by the following expressions.

f ðxÞ ¼ k expð�kxÞ

FðxÞ ¼
Zx

0

f ðxÞdx ¼ 1� expð�kxÞ;

Now x derived as a function of F(x),

x ¼ GðFðxÞÞ ¼ 1
k
lnð 1

1� FðxÞÞ

A uniform random number is generated using any of the standard random
number generators. Let us assume 0.8 is generated by random number generator
then the value of x is calculated by substituting 0.8 in place of F(x) and say 1.825/yr
(5e-3/h) in place of λ in the above equation

x ¼ 1
5e-3

lnð 1
1� 0:8

Þ ¼ 321:88 h

This indicates time to failure of the component is 321.88 h (see Fig. 4.2).
This procedure is applicable similarly for repair time also. If the shape of PDF is

different accordingly one has to solve for G(F(x)), Table 4.2 gives mathematical
expressions for generating random samples for different distributions frequently
used in reliability calculations. Here Ui represents a standard random number
generated for ith iteration.
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4.1.3 Repairable Series and Parallel System

Components are simulated for a specified mission time for depicting the duration of
available (up) and unavailable (down) states. Up and down states will come
alternatively, as these states are changing with time they are called state time
diagrams. Down state can be due to unexpected failure and its recovery will depend
upon the time taken for repair action. Duration of the state is random for both up
and down states. It will depend upon PDF of time to failure and time to repair
respectively.

To first understand how component failures and simple repairs affect the system
and to visualize the steps involved, the simulation procedure is explained here with
the help of the two examples. The first example is a repairable series system and the
second example is two unit parallel system.

Example 1—Series System A typical power supply system consists of grid sup-
ply, circuit beaker, transformer and bus. The success criterion is that the availability
of power supply at the bus, which demands the successful functioning of all the
components. So, it is simple four component series system. The reliability block
diagram (Functional diagram) is shown in Fig. 4.3.

In addition to success/failure logic, failure and repair Probability Density
Functions (PDF) of components are the input to the simulation. The PDF of failure
and repair for the components are given in Table 4.3. It is assumed that all the
component failure/repair PDFs are following exponential distribution. However,
the procedure is same even when component PDFs are non-exponential except that
the random variants will be different as per the PDF. The simulation procedure is as
follows:

Step 1: Generate a random number
Step 2: Convert this number into a value of operating time using a conversion

method on the appropriate times to failure distribution (exponential in
the present case)

Step 3: Generate a new random number

Table 4.2 Generation of random samples for different distributions

Distribution Random samples

Uniform (a, b) aþ ðb� aÞUi

Exponential (λ) � 1
k lnðUiÞ

Weibull (α, β) að� lnUiÞ1=b
Normal (μ, σ) Xi ¼ Xsrþ l

Xs ¼ ð�2 lnUiÞ1=2 cosð2pUiþ1Þ
Lognormal (μ, σ) Generate Y = ln(X) as a normal variate with mean

μ and standard deviation σ and then compute Xi = exp(Yi)
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Step 4: Convert this number into a value of repair time using conversion method
on the appropriate times to repair distribution

Step 5: Repeat step 1–4 for a desired period of operating life.
Step 6: Repeat steps 1–5 for each component
Step 7: Compare the sequences for each component and deduce system failure

times, frequencies and other parameters.
Step 8: Repeat steps 1–7 for the desired number of simulations

Typical overview of up and down states for Class IV supply system is shown in
Fig. 4.4. System failure time is sum of the component failure times if they are
mutually exclusive. If there is any simultaneous failure of two or more components,
failure time of component having largest value is taken for system failure time.

Reliability Evaluation with Analytical Approach
In the analytical (or algebraic analysis) approach, the system’s PDF/other reliability
indices are obtained analytically from each component’s failure distribution using
probability theory. In other words, the analytical approach involves the determi-
nation of a mathematical expression that describes the reliability of the system in
terms the reliabilities of its components.

Considering components to be independent the availability expression for power
supply system (A) is given by the following expression:

A ¼ A1A2A3A4

Ai ¼ li
li þ ki

A ¼ l1l2l3l4
ðl1 þ k1Þðl2 þ k2Þðl3 þ k3Þðl4 þ k4Þ

Grid Supply
Circuit 
Breaker

Transformer Bus

Fig. 4.3 Functional diagram of typical Class IV supply system (Problem 1)

Table 4.3 Failure and repair
rate of components

S. no. Component Failure rate (/h) Repair rate (/h)

1 Grid supply 2e-4 2.59

2 Circuit
breaker

1e-6 0.166

3 Transformer 2e-6 0.0925926

4 Bus 1e-7 0.0925926

5 Pump
(1 and 2)

3.7e-5 0.0925926
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Ai, λi, and μi are the availability, failure rate and repair rate of ith component (i = 1,
2, 3 and 4).

Example 2—Parallel System Typical emergency core cooling system of Nuclear
Power Plant consists of a two unit injection pump active redundant system. One
pump operation is sufficient for the successful operation of the system. The failure
of the system occurs when both the pumps fail. The reliability block diagram
(Functional diagram) is shown in Fig. 4.5.

Typical overview of up and down states for emergency injection pumps branch
having two pumps in parallel is shown in Fig. 4.6. System failure time is the time
when there is simultaneous failure of two pumps.

Considering components in the two-unit active redundant parallel pump system,
to be independent, the unavailability (Q) is given by the following expression:

Grid supply

Circuit Breaker

Transformer

Bus

Class IV (System)

Time

Functional state

Failure state

Fig. 4.4 Overview of up and down states for power supply system
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Q ¼ Q1Q2

Qi ¼ ki
li þ ki

Q ¼ k1k2
ðl1 þ k1Þðl2 þ k2Þ

Qi, λi, and μi are the unavailability, failure rate and repair rate of ith component
(i = 1 and 2).

Table 4.4 gives the comparison of both the approaches, analytical and simula-
tion, for the two problems. In addition to the parameters such as average
unavailability, expected number of failures, failure frequency, Mean time between
failures and mean time to repair, simulation can give Cumulative Density Function
(CDF) of random variable time between failures for the system under consideration.

Pump 1

Pump 2

Fig. 4.5 Functional block diagram of two unit pump active redundant system

Time

Pump 1

Pump 2

System

Functional state

Failure state

Fig. 4.6 Overview of up and down states for emergency injection pumps branch
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The CDF of problem 1 and problem 2 are shown in Figs. 4.7 and 4.8 respectively.
Mission times of 107 and 108 h are considered for problem 1 and problem 2
respectively. Simulation results are from 104 iterations in both the cases.

Table 4.4 Summary of results

Parameter Series Parallel

Analytical Simulation Analytical Simulation

Average unavailability 1.059e-4 1.059e-4 1.59e-7 1.61e-7

Avg. no. of failures 2030.78 2031.031 2.955 2.997

Failure frequency (/h) 2.031e-4 2.031e-4 2.95e-8 2.99e-8

Mean time between failure (h) 4924.21 4923.51 33.84e+6 33.36e+6

Mean time to repair (h) 0.5214 0.5214 5.39 5.37
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4.1.4 Simulation Procedure for Complex Systems

The simulation procedure is explained below for systems having complex operating
environments [8]:

1. System failure logic is obtained from qualitative FTA or RBD in the form of
minimal cut-sets (combination of minimum number of component failures
leading to system failures)

2. Probability density functions for time to failure/repair of all basic components
are obtained from the past experience or lab testing. Maintenance policies of all
components have to be collected from the system technical specifications record.
Information such as interval and duration of tests and preventive maintenance
are obtained in this step.

3. Generation of Component State Profiles Components are simulated for a
specified mission time for depicting the duration of available (up) and
unavailable (down) states. If component is repairable as is the case for most of
practical systems, up and down states will come alternatively. Down state can be
due to failure or scheduled maintenance activity. Duration of the state is random
for up state and also for down state if it is unscheduled repair, where as
scheduled maintenance activity may be a fixed value.
Active Components: Active component is the one which is in working condition
during normal operation of the system. Active components can be either in
success state or failure state. Based on the PDF of failure of component, time to
failure is obtained from the random variant calculations. The failure is followed
by repair whose time depends on the PDF of repair time. This sequence is
continued until it reaches the predetermined system mission time.
Standby/Dormant Components: These components are required on demand due
to the failure of active components. When there is no demand, it will be in
standby state or may be in failed state due to on-shelf failure. It can also be
unavailable due to test or maintenance state as per the scheduled activity when
there is a demand for it. This makes the component to have multi states and such
stochastic behaviour need to be modelled to exactly suit the practical scenario.
Down times due to the scheduled test and maintenance policies are first
accommodated in the component state profiles. In certain cases test override
probability has to be taken to account for its availability during testing. As the
failures occurred during standby period can not be revealed till its testing, time
from failure till identification has to be taken as down time. It is followed by
imposing the standby down times obtained from the standby time to failure PDF
and time to repair PDF. Apart from the availability on demand, it is also
required to check whether the standby component is successfully meeting its
mission. This is incorporated by obtaining the time to failure based on the
operating failure PDF and is checked with the mission time, which is the down
time of active component.

4. Generation of system state profile System state profile is developed by inte-
grating components state profiles with the system failure logic. Failure logic of
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complex systems is generally derived from fault tree analysis, which is logical
and graphical description of various combinations of failure events. Fault tree
analysis represents failure logic of the system with the sum of minimal cut-sets.
In other words, system logic is denoted with series configuration of parallel
subsystems. Each minimal cut-set represents this subsystem which will have
certain basic components in parallel.

5. State profile for each minimal cut-set is generated based on component state
profiles obtained from step 3. Down state is identified by calculating the
duration that all the components in the cut-set under consideration are simul-
taneously unavailable as it is equivalent to a parallel configuration. MCS state is
in up state in the remaining duration of the mission. Thus, state profile for MCS
is also in up and down states alternatively through out its mission.

6. System states are generated from state profiles of MCS which are obtained from
step 4. As system is in series configuration of all MCS, down state of every
MCS imposes the same down state on the system. Thus all down states of all
MCS are reflected in system state profile and the remaining time of the mission
is in the up state.

7. Steps 3 and 4 are repeated for sufficient number of simulations and required
measures of reliability are obtained from the simulation results.

4.1.4.1 Case Study—AC Power Supply System of Indian NPP

Reliability Analysis for a practical system by adopting the above discussed pro-
cedure is presented here. AC Power Supply System is chosen as the case of
application as it is very important system in the safe operation of Nuclear Power
plant. This system is having redundant components having multi state systems with
different maintenance policies. System specific information to the extent possible is
used in the modelling.

Description of the System
Electrical Power supply is essential in the operation of process as well as safety

systems of any NPP. To ensure high reliability of power supply systems, high
redundancy and diversity are provided in the design. Loss of off-site power supply
coupled with loss of on-site AC power is called station blackout. In many PSA
studies [9], severe accident sequences resulting from station blackout conditions
have been recognized to be significant contributors to the risk of core damage. For
this reason the reliability/availability modelling of AC Power supply system is of
special interest in PSA of NPP.

The electrical power supply system of Indian NPP consists of four classes. In the
station blackout criteria, Class IV and Class III systems are only there. Class IV
power is supplied from two sources (i) Grid supply and (ii) Station Alternator
Supply. Class III can be termed as redundant to Class IV supply. Whenever Class IV
is unavailable, two Class III buses are fed from dedicated standby Diesel Generators
(DGs) of 100 % capacity each. There are three standby DGs. These DGs start
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automatically on failure of Class IV power supply through emergency transfer
scheme. Two of the DGs supply power to the buses to which they are connected. In
case of failure/unavailability of any of these two DGs, the third DG can be connected
automatically to any of the two Class III buses. In case only one DG is available the
tie breaker between the buses closes automatically. The class III loads are connected
to the buses in such a way that failure of any bus will not affect the performance of
systems needed to ensure safety of the plant. Thus one DG is sufficient for all the
emergency loads and this gives a redundancy of one out of three. The line diagram of
AC Power supply system in Indian NPP is shown in Fig. 4.9.

System Modelling
Failure/Success logic of system can be obtained from developing Reliability Block
Diagram (RBD) or Qualitative Fault Tree Analysis. The interaction between failure
of components and their impact on system success state is depicted with RBD or
FTA. The later method is suitable when there is complex configuration. However,
both the approaches are adopted here to give the list of minimal cut-sets. RBD for
the system is shown in Fig. 4.10. There can be dependency between the cut-sets and
this is properly accounted in the analysis. Parameters of distribution for all the
components in the systems are shown in the Table 4.5 [10]. Time to failure and time
to repair are observed to follow exponential distribution from the operating expe-
rience. However, by changing the random variant in the simulation one can do
simulation for any kind of PDF for time to failure or time to repair.

System specific test and maintenance information is obtained from the operating
experience. All DGs are tested with no-load once in a week and tested with load
once in two months. Scheduled maintenance is carried out once in 3 months on all
the DGs. However, maintenance is not simultaneously carried out for more than one

BUS D

Grid

DG 3

CB370

CB 368CB 357

DG 2

CB361

DG 1

CB351

CB 364CB 353

BUS DE BUS E

Fig. 4.9 Schematic diagram of AC electrical power supply
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DG. During no-load or full load test, DGs can take the demand which makes
override probability as one and test duration will not come under down time.
Schedule maintenance is carried out on all CBs once in a year during the reactor
shut-down. Test and maintenance policy for standby components of the system is
given in Table 4.6.

Fig. 4.10 Reliability block diagram of AC power supply system

Table 4.5 Failure rate and repair rate of components

S. no. Component Description Failure Rate (/h)
(operating)

Failure rate (/h)
(standby)

Repair
rate (/h)

1 CLIV Class IV supply 2.34E-04 – 2.59

2 DG1 Diesel generator 1 9.00E-05 5.33E-04 8.69E-02

3 CB351 Circuit breaker 351 3.60E-07 2.14E-05 0.25

4 CB353 Circuit breaker 353 3.60E-07 2.14E-05 0.25

5 BUSD Bus D 3.20E-07 – 0.125

6 DG3 Diesel generator 3 9.00E-05 5.33E-04 8.69E-02

7 CB370 Circuit breaker 370 3.60E-07 2.14E-05 0.25

8 CB357 Circuit breaker 357 3.60E-07 2.14E-05 0.25

9 CB368 Circuit breaker 368 3.60E-07 2.14E-05 0.25

10 BUSE Bus E 3.20E-07 – 0.125

11 DG2 Diesel generator 2 9.00E-05 5.33E-04 8.69E-02

12 CB361 Circuit breaker 361 3.60E-07 2.14E-05 0.25

13 CB364 Circuit breaker 364 3.60E-07 2.14E-05 0.25

14 DG-CCF Common cause
failure

1.00E-05 5.92E-05 4.166E-02
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Results and Discussion
Fault tree analysis approach with suitable assumptions is often used for unavail-
ability assessment as a part of Level-1 Probabilistic Safety Assessment of NPP. It is
assumed that the unavailability of a standby system can be reasonably approximated
by the use of fault trees (or some other logic models) in which the component time
averaged unavailabilities are used as the probabilities of basic events [11]. To reduce
the burden of calculations, the time dependent unavailabilitites of the components
are substituted in some logic models by their average values over the period of
analysis. In addition to these assumptions and approximations (rare event), actual
processes (complex interaction and dependencies between components) and random
behaviour of the systems are depicted with simplified logic models. The output
results from this approach are limited to point estimates only. Using this fault tree
(cut-set) approach, unavailability thus obtained is 5.87e-7.

An alternative approach could be based on Markov models. These models can
take into account wide range of dependencies; however, they are restrictive in terms
of number of components, preventive maintenance and failure/repair time distri-
butions. Furthermore it is not possible to take into account any trends or seasonal
effects. Another alternative could be the use of semi-Markov models. The scalability
in terms of number of possible states of the system, and number of maintenance
actions, is an important advantage of this models, however they are also complex
and therefore very difficult to handle when the number of system possible states
increases.

The subsystems of AC Power Supply System have multi-states due to surveil-
lance tests and scheduled maintenance activities. In addition, the operation of DG
involves starting and running (till its mission time) which is a sequential (or con-
ditional) event. Furthermore, the redundancies and dependencies are adding to the
complexity. Thus, this complexity or dynamic environment of the chosen problem
is making Monte-Carlo simulation approach obvious choice as this method allows

Table 4.6 Test and maintenance policy for standby components

S.
no.

Component No-load test (h) Load test (h) Preventive
maintenance (h)

Interval Duration Interval Duration Interval Duration

1 DG1 168 0.0833 1440 2 2160 8

2 CB351 168 0.0833 1440 2 8760 2

3 CB353 168 0.0833 1440 2 8760 2

4 DG3 168 0.0833 – – 2184 8

5 CB370 168 0.0833 – – 8760 2

6 CB357 – – – – 8760 2

7 CB368 – – – – 8760 2

8 DG2 168 0.0833 1440 2 2208 8

9 CB361 168 0.0833 1440 2 8760 2

10 CB364 168 0.0833 1440 2 8760 2
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considering various relevant aspects of system operations which cannot be easily
captured by analytical methods.

Number of iterations is kept as the convergence criteria for simulation. Crude
sampling approach is adopted in the present problem, however, variance reduction
methods such as Latin hypercube sampling or importance sampling also can be
used to improve the performance of simulation. Table 4.7 gives the summary of
results obtained from simulation of 10,000 iterations and mission time of 106 h of
operation. Average unavailability calculated from simulation approach is 7.14e-7
where as from analytical approach (fault tree-cut set approach) is 5.87e-7. The
under estimation of unavailability in case of analytical approach is due to its
inability to incorporate down time due to scheduled maintenance and surveillance
test activities in the model. The output results from analytical approach are limited
to point estimates of unavailability only. But simulation approach in addition to the
parameters such as average unavailability, expected number of failures, failure
frequency, Mean time between failures and mean time to repair, it can give
Cumulative Distribution Function (CDF) of random variables time between failures
and time to repair for the system under consideration (Figs. 4.11 and 4.12). The
generated failure times of the system can be used to see how the hazard rate is
varying with time. Furthermore, average unavailability with respect to time is
plotted against mission time (Fig. 4.13). The results of the analysis are very
important as severe accident resulting from loss of power supply is a significant
event to the risk of core damage of NPP. This Simulation model can also be used
for optimizing inspection interval or the replacement time of components in the
system, for example, surveillance interval standby power supply can be optimized
based on this model.

The Monte Carlo simulation approach is having flexibility in solving any kind of
complex reliability problem. It can solve problems of dynamic in terms of sequence
occurrences, time dependent, having any kind of component PDF and it can give
the required system attribute. However, the solution time is usually large and there
is uncertainty from one simulation to another. It is to be noted that the experi-
mentation required is different for different types of problems and it is not possible
to precisely define a general procedure that is applicable in all circumstances.
However, the simulation technique provides considerable flexibility in solving any
type of complex problem.

The incredible development in the computer technology for data processing at
unprecedented speed levels are further emphasizing the use of simulation approa-
ches to solve reliability problems. Use of simulation approach eliminates many of

Table 4.7 Summary of
results

S. no. Parameter Value

1 Average unavailability 7.14e-7

2 Failure frequency (/h) 2.77e-6

3 Mean time between failure (h) 3.62e5

4 Mean time to repair (h) 0.673
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Fig. 4.11 Cumulative distribution function for the time to failure

Fig. 4.12 Cumulative distribution function for the time to repair
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the assumptions that are inevitable with analytical approaches. In order to simplify
the complex reliability problems, analytical approaches make lot of assumption to
make it to a simple mathematical model. On the contrary, Monte Carlo simulation
based reliability approach, due to its inherent capability in simulating the actual
process and random behaviour of the system, can eliminate the uncertainty in
system reliability modelling. One shall not forget the Einstein’s quotation in this
regard, “A theory should be as simple as possible, but no simpler.”

4.1.5 Increasing Efficiency of Simulation

Monte Carlo sampling gives an excellent approximation of the output distribution
with a sufficiently large sample size. Since it is a random sampling technique, the
resulting distribution of values can be analyzed using standard statistical methods
[12]. Monte Carlo sampling being subject to standard statistics, statistical tech-
niques can be used to draw conclusions about the results.

Monte Carlo simulations demand a lot of computational resources, especially for
large scale practical problems. Implementation of convergence criteria in simulation
helps to improve the efficiency of simulations. As simulations run, the current
percentage of error and estimate of the number of runs required to achieve a specified
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percentage error are tracked for convergence of the results. The convergence crite-
rion is based on the specified confidence level and percentage error. The method
used by Driels and Shin [13] in Monte Carlo simulations of weapon effectiveness is
briefly discussed here. Let risk y is a function of aleatory variables whose uncer-
tainties to be propagated. Let ‘n’ is the initial number of Monte Carlo simulations run
(sample size). Sample mean and standard deviation are calculated. The current
percentage error and estimate of number of runs required to achieve a specified
percentage of error are determined using the following equations [13]. Assuming ‘y’
as a normally distributed random variable, the percentage error of the mean risk is

E ¼ 100ZcSy
�y

ffiffiffi
n

p
� �

where Zc confidence coefficient, Sy standard deviation, and mean of sample is �y.
A relationship between the number of trial runs necessary, confidence interval,

and acceptable error is shown in the following equation.

n ¼ 2ZcSy
E�y

� �2

It was reported that the estimate of number runs convergence quickly after a few
initial runs.

The random sampling or crude sampling approach discussed here is a basic
sampling technique, but variance reduction techniques such as importance sampling
and Latin-Hypercube sampling techniques discussed in Chap. 13 are particularly
useful in reducing the computations.

4.2 Dynamic Fault Tree Analysis

Dynamic reliability methods focus on modeling the behavior of components of
complex systems and their interactions such as sequence and functional dependent
failures, spares and dynamic redundancy management, and priority of failure
events. As an example of sequence dependent failure, consider power supply
system in a Nuclear Power Plant where one active system (grid supply) and one
standby system (Diesel Generator supply) connected with a switch controller. If the
switch controller fails after the grid supply fails, then the system can continue
operation with the DG supply. However, if the switch fails before the grid supply
fails, then the DG supply can not be switched into active operation and the power
supply fails when the grid supply fails. Thus, the failure criterion depends on the
sequence of events also apart from combination of events. One of the most widely
used approaches to address these sequential dependencies is dynamic fault tree
analysis which is the marriage of conventional fault tree analysis and Markov
models or Monte Carlo simulation.
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4.2.1 Dynamic Fault Tree Gates

The traditional static fault trees with AND, OR, and Voting gates cannot capture the
behavior of components of complex systems and their interactions. In order to
overcome this difficulty, the concept of dynamic fault trees is introduced by adding
sequential notion to the traditional fault tree approach [14]. System failures can then
depend on component failure order as well as combination. This is done by intro-
ducing dynamic gates into fault trees. With the help of dynamic gates, system
sequence-dependent failure behavior can be specified using dynamic fault trees that
are compact and easily understood. The modeling power of dynamic fault trees has
gained the attention of many reliability engineers working on safety critical systems.

Dynamic Fault Trees (DFT) introduces four basic (dynamic) gates: the priority
AND (PAND), the sequence enforcing (SEQ), the warm spare (WSP), and the
functional dependency (FDEP) [14]. They are discussed here briefly.

The PAND gate reaches a failure state if all of its input components have failed
in a pre-assigned order (from left to right in graphical notation). In Fig. 4.14, a
failure occurs if A fails before B, but B may fail before A without producing a
failure in G. A truth table for a PAND gate is shown in Table 4.8, the occurrence of
event is represented as 1 and its non occurrence as 0. In the second case though both
A and B have failed but due to the undesired order, it is not a failure of the system.

Example of PAND Gate
Fire alarm in a chemical process plant gives signal to fire fighting personnel for
further action if it detects any fire. If the fire alarm fails (got burnt in the fire) after
giving alarm, then the plant will be in safe state as fire fighting is in place. However,
if the alarm fails (failed in standby mode which got undetected) before the fire
accident, then the extent of damage would be very high. This can be modeled by
PAND gate only as the scenario exactly fits into its definition.

A SEQ gate forces its inputs to fail in a particular order: when a SEQ gate is
found in a DFT, it never happens that the failure sequence takes place in different
orders (Table 4.9). While the SEQ gate allows the events to occur only in a
pre-assigned order and states that a different failure sequence can never take place,

PAND

G
G

SPARESEQ

G

FDEP

G

Fig. 4.14 Dynamic gates
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the PAND gate does not force such a strong assumption: it simply detects the failure
order and fails just in one case.

Example of SEQ Gate
Considering a scenario where pipe in pumping system fails in different stages.
There is a minor welding defect at the joint of the pipe section, which can become a
minor leak with time and subsequently it lead to a rupture.

SPARE gates are dynamic gates modeling one or more principal components
that can be substituted by one or more backups (spares), with the same functionality
(Fig. 4.14; truth table in Table 4.10). The SPARE gate fails when the number of
operational powered spares and/or principal components is less than the minimum
required. Spares can fail even while they are dormant, but the failure rate of an
unpowered spare is lower than the failure rate of the corresponding powered one.
More precisely, λ being the failure rate of a powered spare, the failure rate of the
unpowered spare is αλ, where 0 ≤ α ≤ 1 is the dormancy factor. Spares are more
properly called “hot” if α = 1 and “cold” if α = 0.

Table 4.8 Truth table for
PAND gate with two inputs

A B Output

1 (first) 1 (second) 1

1 (second) 1 (first) 0

0 1 0

1 0 0

0 0 0

Table 4.9 Truth table for
SEQ gate with three inputs

A B C Output

0 0 0 0

0 0 1 Impossible

0 1 0 Impossible

0 1 1 Impossible

1 0 0 0

1 0 1 Impossible

1 1 0 0

1 1 1 1

Table 4.10 Truth table for
FDEP gate with two inputs

A B Output

1 1 1

0 1 0

1 0 0

0 0 0
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Example of SPARE Gate
Reactor regulation system in NPP consists of dual processor hot standby system.
There will be two processors which will be continuously working. Processor 1 will
be normally doing the regulation; in case it fails processor 2 will take over.

In the FDEP gate (Fig. 4.14; truth table in Table 4.11), there will be one
trigger-input (either a basic event or the output of another gate in the tree) and one
or more dependent events. The dependent events are functionally dependent on the
trigger event. When the trigger event occurs, the dependent basic events are forced
to occur. In the Markov-chain generation, when a state is generated in which the
trigger event is satisfied, all the associated dependent events are marked as having
occurred. The separate occurrence of any of the dependent basic events has no
effect on the trigger event.

Example of FDEP Gate
In the event of power supply failure, all the dependent systems will be unavailable.
The trigger event is the power supply and systems which are drawing power are
dependent events.

4.2.2 Modular Solution for Dynamic Fault Trees

Markov models can be used to solve dynamic fault trees. The order of occurrence of
failure events can be easily modeled with the help of Markov models. Figure 4.15
shows the Markov models for various gates. However, the solution of a Markov
model is much more time and memory consuming than the solution of a standard
fault tree model. As the number of components increase in the system, the number of
states and transition rates grows exponentially. Development of state transition
diagram can become very cumbersome and mathematical solution may be infeasible.

Dugan proposed modular approach for solving dynamic fault trees. In this
approach, the system level fault tree is divided into independent modules, and the
modules are solved separately, then the separate results can be combined to achieve
a complete analysis. The dynamic modules are solved with the help of Markov
models and the solution static module is straight forward.

For example, consider the fault tree for dual processor failure, the dynamic
module can be identified as shown in Fig. 4.16. The remaining module is having
only static gates. Using Markov model approach the dynamic module can be solved
and plugged into the fault tree for further analysis.

Table 4.11 Truth table for
FDEP gate with two inputs

Trigger Output Dependent event
1

Dependent event
2

1 1 1 1

0 0 0/1 0/1
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4.2.3 Numerical Method

Amari [15], proposed a numerical integration technique for solving dynamic gates,
which is explained below.

PAND Gate
A PAND gate has two inputs. The output occurs when the two inputs occur in a
specified order (left one first and then right one). Let T1 and T2 be the random
variables of the inputs (sub trees). Therefore,

G tð Þ ¼ PrfT1 �T2\tg

¼
Z t

x1¼0

dG1ðx1Þ
Z t

x2¼x1

dG2ðx2Þ
2
4

3
5

¼
Z t

x1¼0

dG1ðx1Þ½G2ðtÞ � G2ðx1Þ�

ð4:1Þ
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Fig. 4.15 Markov models for a AND gate, b PAND gate, c SEQ gate, d SPARE gate, e FDEP gate

144 4 Reliability of Complex Systems



Once we compute G1(t) and G2(t), we can easily find G(t) in Eq. (4.1) using
numerical integration methods. In order to illustrate this computation, Trapezoidal
integral is used. Therefore,

GðtÞ ¼
Xm
i¼1

G1ði� hÞ � G1ðði� 1Þ � h½ � � ½G2ðtÞ � G2ði� hÞ�

where M is the number of time steps/intervals and h = t/M is step size/interval. The
number of steps, M, in the above equation is almost equivalent to the number of
steps (K) required in solving differential equations corresponding to a Markov
chain. Therefore, the gain in these computations can be in the orders of n3n. It
shows that this method takes much less computational time than the Markov chain
solution.

Example 3 Consider a PAND gate with AND and OR gates as inputs (see
Table 4.12 and Fig. 4.17). For mission time 1000, calculate the top event
probability?

Fig. 4.16 Fault tree for dual processor failure

Table 4.12 Failure data for
the basic events

Gate Failure rate of basic events

AND 0.011 0.012 0.013 0.014 0.015

OR 0.0011 0.0012 0.0013 0.0014 0.0015
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Solution: Based on the numerical integration technique to solve this problem and
compared it with Markov model approach. For mission time 1000 h, the top event
probability is 0.362, and overall computation time is less than 0.01 s. State space
approach generated 162 states and computation time is 25 s.

SEQ Gate
A SEQ gate forces events to occur in a particular order. The first input of a SEQ
gate can be a basic event or a gate, and all other inputs are basic events.

Consider that the distributions of time to occurrence of input i is Gi; then, the
probability of occurrence of the SEQ gate can be found by solving the following
equation.

G tð Þ ¼ Pr T1þ T2þ � � � þ Tm\tf g
¼ G1 � G2 � � � � � Gm tð Þ

SPARE Gate
A generic spare (SPARE) gate allows the modeling of heterogeneous spares
including cold, hot, and warm spares. The output of the SPARE gate will be true
when the number of powered spares/components is less than the minimum number

EVENT 1

GATE 1

GATE 2 GATE 3

EVENT 5 EVENT 6 EVENT 10

... ...

Fig. 4.17 Fault tree having dynamic gate (PAND)

146 4 Reliability of Complex Systems



required. The only inputs that are allowed for a SPARE gate are basic events (spare
events). Therefore,

• If all the distributions are exponential, we can get the closed-form solutions for
G(t)

• If the standby failure rate of all spares are constant (not time dependent), then G
(t) can be solved using non-homogeneous Markov chains.

• Otherwise, we need to use conditional probabilities or simulation to solve this
part of the fault tree.

Therefore, using the above method, we can calculate the occurrence probability
of a dynamic gate without explicitly converting it into a Markov model (except for
some cases of the SPARE gate).

4.2.4 Monte Carlo Simulation

Monte-Carlo simulation is a very valuable method which is widely used in the
solution of real engineering problems in many fields. Lately the utilization of this
method is growing for the assessment of availability of complex systems and
the monetary value of plant operations and maintenances. The complexity of the
modern engineering systems besides the need for realistic considerations when
modelling their availability/reliability renders analytical methods very difficult to be
used. Analyses that involve repairable systems with multiple additional events
and/or other maintainability information are very difficult to solve analytically
(Dynamic Fault trees through state space, numerical integration, Bayesian Network
approaches). Dynamic fault tree through simulation approach can incorporate these
complexities and can give wide range of output parameters.

The four basic dynamic gates are solved here through simulation approach [16].

PAND Gate
Consider PAND gate having two active components. Active component is the one
which is in working condition during normal operation of the system. Active
components can be either in success state or failure state. Based on the PDF of
failure of component, time to failure is obtained from the procedure mentioned
above. The failure is followed by repair whose time depends on the PDF of repair
time. This sequence is continued until it reaches the predetermined system mission
time. Similarly for the second component also state time diagrams are developed.

For generating PAND gate state time diagram, both the components state time
profiles are compared. The PAND gate reaches a failure state if all of its input
components have failed in a pre-assigned order (usually from left to right). As
shown in the Fig. 4.18 (first and second scenarios), when the first component failed
followed by the second component, it is identified as failure and simultaneous down
time is taken into account. But, in third scenario of Fig. 4.18, both the components
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have failed simultaneously but second component has failed first hence it is not
considered as failure.

Spare Gate
Spare gate will have one active component and remaining spare components.
Component state-time diagrams are generated in a sequence starting with the active
component followed by spare components in the left to right order. The steps are as
follows:

• Active components: Time to failures and time to repairs based on their respective
PDFs are generated alternatively till they reach mission time.

• Spare components: When there is no demand, it will be in standby state or may
be in failed state due to on-shelf failure. It can also be unavailable due to test or
maintenance state as per the scheduled activity when there is a demand for it.
This makes the component to have multi states and such stochastic behaviour
needs to be modelled to represent the practical scenario. Down times due to the
scheduled test and maintenance policies are first accommodated in the com-
ponent state-time diagrams. In certain cases test override probability has to be
taken to account for its availability during testing. As the failures occurred
during standby period can not be revealed till its testing, time from failure till
identification has to be taken as down time. It is followed by imposing the
standby down times obtained from the standby time to failure PDF and time to
repair PDF. Apart from the availability on demand, it is also required to check
whether the standby component is successfully meeting its mission. This is
incorporated by obtaining the time to failure based on the operating failure PDF
and is checked with the mission time, which is the down time of active com-
ponent. If the first stand-by component fails before the recovery of the active
component, then demand will be passed on to the next spare component.

Various scenarios with the spare gate are shown in Fig. 4.19. The first scenario
shows, demand due to failure of the active component is met by the stand-by
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Fig. 4.18 PAND gate state-time possibilities
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component, but it has failed before the recovery of the active component. In the
second scenario, demand is met by the stand-by component. But the stand-by failed
twice when it is in dormant mode, but it has no effect on success of the system. In
the third scenario, stand-by component is already in failed mode when the demand
came, but it has reduced the overall down time due to its recovery afterwards.

FDEP Gate
The FDEP gate’s output is a ‘dummy’ output as it is not taken into account during
the calculation of the system’s failure probability. When the trigger event occurs, it
will lead to the occurrence of the dependent event associated with the gate.
Depending upon the PDF of the trigger event, failure time and repair times are
generated. During the down time of the trigger event, the dependent events will be
virtually in failed state though they are functioning. This scenario is depicted in the
Fig. 4.20. In the second scenario, the individual occurrences of the dependent
events are not affecting the trigger event.

SEQ Gate
It is similar to Priority AND gate but occurrence of events are forced to take place
in a particular fashion. Failure of first component forces the other components to
follow. No component can fail prior to the first component. Consider a three input
SEQ gate having repairable components (Fig. 4.21). The following steps are
involved with Monte Carlo simulation approach.

1. Component state time profile is generated for first component based upon its
failure and repair rate. Down time of first component is mission time for the
second component. Similarly the down time of second component is mission
time for the third component.

2. When first component fails, operation of the second component starts. Failure
instance of the first component is taken as t = 0 for second component. Time to
failure (TTF2) and time to repair/component down time (CD2) is generated for
second component.
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3. When second component fails, operation of the third component starts. Failure
instance of the second component is taken as t = 0 for third component. Time to
failure (TTF3) and time to repair/component down time (CD3) is generated for
third component.

4. The common period in which all the components are down is considered as the
down time of the SEQ gate.

5. The process is repeated for all the down states of the first component.
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TTFi Time to failure for ith component
CDi Component down time for ith component
SYS_DOWN System down time.

4.2.4.1 Case Study 1—Simplified Electrical (AC) Power Supply
System of NPP

Electrical power supply is essential in the operation of process and safety system of
any NPP. Grid supply (Off-site-power supply) known as Class IV supply is the one
which feeds all these loads. To ensure high reliability of power supply, redundancy
is provided with the diesel generators known as Class III supply (also known as
on-site emergency supply) in the absence of Class IV supply to supply the loads.
There will be sensing and control circuitry to detect the failure of Class IV supply
which triggers the redundant Class III supply. Loss of off-site power supply (Class
IV) coupled with loss of on-site AC power (Class III) is called station blackout. In
many PSA studies [9], severe accident sequences resulting from station blackout
conditions have been recognized to be significant contributors to the risk of core
damage. For this reason the reliability/availability modelling of AC Power supply
system is of special interest in PSA of NPP.

The reliability block diagram is shown in Fig. 4.22. Now this system can be
modeled with the dynamic gates to calculate the unavailability of overall AC power
supply of a NPP.

The dynamic fault tree (Fig. 4.23) has one PAND gate having two events,
namely, sensor and Class IV. If sensor fails first then it will not be able to trigger the
Class III, which will lead to non-availability of power supply. But if it fails after
already triggering Class III due to occurrence of Class IV failure first, it will not

Grid Supply

Diesel Supply

Sensing
&

Control
Circuitry

Fig. 4.22 Reliability block diagram of electrical power supply system of NPP
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affect the power supply. As Class III is a stand-by component to Class IV, it is
represented with a spare gate. This indicates their simultaneous unavailability will
lead to supply failure. There is a functional dependency gate as the sensor is the
trigger signal and Class III is the dependent event.

This system is solved with Analytical approach and Monte Carlo simulation.

Solution with Analytical Approach
Station blackout is the top-event of the fault tree. Dynamic gates can be solved by
developing state-space diagrams and their solutions give required measures of
reliability. However, for sub-systems which are tested (surveillance), maintained
and repaired if any problem is identified during check-up, can not be modeled by
state space diagrams. Though, there is a school of thought that initial state prob-
abilities can be given as per the maintenance and demand information, this is often
debatable. A simplified time averaged unavailability expression is suggested by
IAEA P-4 [11] for stand-by subsystems having exponential failure/repair charac-
teristics. The same is applied here to solve stand-by gate. If Q is the unavailability
of stand-by component, it is expressed by the following equation. Where λ is failure
rate, T is test interval, τ is test duration, fm is frequency of preventive maintenance,
Tm is duration of maintenance, and Tr is repair time. It is sum of contribution from

CSP FDEP

Class IV
Failure

Class III
Failure

Sensor
Failure

Class IV
Failure

Sensor
Failure

Station Blackout 

Fig. 4.23 Dynamic fault tree for station black out
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failures, test outage, maintenance outage and repair outage. In order to obtain the
unavailability of stand-by gate, unavailability of Class IV is multiplied with the
unavailability of stand-by component (Q).

Q ¼ 1� 1� e�kT

kT

� �
þ ½s

T
� þ ½fmTm� þ ½kTr�

The failure of Sensor and Class IV is modeled by PAND gate in the fault tree.
This is solved by state-space approach by developing Markov model as shown in
Fig. 4.24. The bolded state where both the components failed in the required order
is the unavailable state and remaining states are all available states. ISOGRAPH
software has been used to solve the state-space model. Input parameter values used
in the analysis are shown in Table 4.13 [10]. The sum of the both the values (PAND
and SPARE) give the unavailability of station blackout scenario which is obtained
as 4.847e-6.

SENSOR 
(A)
CL IV (B)

A – Dn
B – Up

A – Up
B – Dn

A – Dn
B – Dn

A – Dn
B – Dn

λA

λA

λB

λB

µB

µA

µA

µB

µA

µB

Failed state

Fig. 4.24 Markov (state-space) diagram for PAND gate having sensor and Class IV as inputs

Table 4.13 Component failure and maintenance information

Component Failure rate
(/h)

Repair rate
(/h)

Test
period (h)

Test time
(h)

Maint.
period (h)

Maint.
time (h)

CLASS IV 2.34e-4 2.59 – – – –

Sensor 1e-4 0.25 – – – –

CLASS III 5.33e-4 0.08695 168 0.0833 2160 8
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Solution with Monte Carlo simulation
As one can see Markov model for a two component dynamic gate is having 5 states
with 10 transitions, thus state space becomes unmanageable as the number of
components increases. In case of stand-by components, the time averaged analytical
expression for unavailability is only valid for exponential cases. To address these
limitations, Monte-Carlo simulation is applied here to solve the problem.

In simulation approach, random failure/repair times from each components
failure/repair distributions are generated. These failure/repair times are then com-
bined in accordance with the way the components are reliability wise arranged with in
the system. As explained in the previous section, PAND gate and SPARE gate can
easily be implemented through simulation approach. The difference from normal
AND gate to PAND and SPARE gates is that the sequence of failure has to be taken
into account and stand-by behavior including the testing, maintenance, dormant
failures have to be accommodated. The unique advantage with simulation is incor-
porating non-exponential distributions and eliminating S-independent assumption.

Component state-time diagrams are developed as shown in Fig. 4.25 for all the
components in the system. For active components which are independent, only two
states will be there, one is functioning state (UP—operational state) and second is
repair state due to failure (DOWN-repair state). In the present problem, CLASS IV
and sensor are active components where as CLASS III is stand-by component. For
class III, generation of state-time diagram involves more calculations than former. It
is having six possible states, namely: testing, preventive maintenance, corrective

Stand-by (available)

Functioning 
Down state 

Class IV

Class III

Sensor 

System 

Fig. 4.25 State-time diagrams for Class IV, Sensor, Class III and overall system
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maintenance, stand-by functioning, stand-by failure undetected, and normal func-
tioning to meet the demand. As testing and preventive maintenance are scheduled
activities, they are deterministic and are initially accommodated in component
profile. Stand-by failure, demand failure and repair are random and according to
their PDF the values are generated. The demand functionality of CLASS III
depends on the functioning of sensor and Class IV. Initially after generating the
state-time diagrams of sensor and CLASS IV, the DOWN states of CLASS IV is
identified and sensor availability at the beginning of the DOWN state is checked to
trigger the CLASS III. The reliability of CLASS III during the DOWN state of
CLASS IV is checked. Monte-Carlo simulation code has been developed for
implementing the station blackout studies. Unavailability obtained is 4.8826e-6 for
a mission time of 10,000 h with 106 simulations which is in agreement with the
analytical solution. Failure time, repair time and unavailability distributions are
shown in Figs. 4.26, 4.27 and 4.28 respectively.
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4.2.4.2 Case Study 2—Reactor Regulation System (RRS) of NPP

The Reactor Regulation System (RRS) regulates rector power in NPP. It is a
Computer-based Feedback Control System. The regulating system is intended to
control the reactor power at a set demand from 10−7 FP to 100 % FP by generating
control signal for adjusting the position of adjuster rods and adding poison to the
moderator in order to supplement the worth of adjuster rods [17, 18]. The simplified
block diagram of RRS is shown in Fig. 4.29. The RRS has Dual Processor Hot
Standby configuration with two systems namely, system-A and system-B. All
inputs (analog and digital or contact) are fed to system-A as well as system-B. On
failure of system-A or B, Control Transfer Unit (CTU) shall automatically change
over the control from System-A to System-B vice versa, if the system to which
control is transferred is healthy. Control transfer shall also be possible through
manual command by an external switch. This command shall be ineffective if the
system, to which control is desired to be transferred, is declared unhealthy. Transfer
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Fig. 4.29 Simplified block diagram of reactor regulator system
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logic shall be implemented through CTU. To summarize, the above described
computer-based system has failures needs to happen in a specific sequence, to be
declared as system failure. Dynamic fault tree is constructed for realistic reliability
assessment.

Dynamic Fault Tree Modeling
The important issue that arises in modeling is the dynamic sequence of actions
involved in assessing the system failure. The top event for RRS, “Failure of Reactor
Regulation”, will have following sequence of failures to occur:

1. Computer system A or B fails
2. Transfer of control to hot standby system by automatic mode through relay

switching and CTU fails
3. Transfer of control to hot standby system by manual mode through operator

intervention and hand switches fails after the failure of auto mode

PAND and SEQ gate are used, as shown in Fig. 4.30, to model these dynamic
actions. PAND gate has 2 inputs, namely, Auto Transfer and System A/B failure.
Auto transfer failure after the failure of system A/B does not affect as the switching
action has already taken place. Sequence gate has 2 inputs, one from PAND gate
and another from manual action. Chances of manual failure only arise after the
failure of Auto and SYS A/B. Manual Action has four events, in which three are

RRS

RRS Failure

SYSABR

Loss of Total
Control with A

SYSBBR

Loss of Total
Control with B

SYSAB

System A & B
failing together

AUTOSYSA
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Fig. 4.30 Dynamic fault tree of DPHS-RRS
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hand switch failures and one is OE (Operator Error). AUTO has only two events,
failure of control transfer unit and failure of relay. System A/B has many basic
events and failure of any these basic events will lead to the failure, represented with
OR gate.

Exercise Problems

1. Monte Carlo simulation is being run to calculate the reliability of a system. The
following observations for failure times (in months) of the system have been
reported after 50 random experiments: 24, 18, 12, 10, 60, 40, 11, 36, 9, 13, 5,
12, 30, 15, 48, 1, 12, 3, 15, 31, 56, 75, 10, 25, 15, 12, 20, 3, 45, 24, 33, 50, 9, 12,
42, 18, 6, 13, 11, 25, 4, 14, 24, 8, 50, 75, 10, 2, 15. Determine the current
percentage error assuming a normal distribution and 95 % confidence level.

2. Considering the data mentioned in the Problem 1, estimate the number of runs
required to obtain 10 % acceptable error in the final results. Also, track the
online convergence by plotting the current percentage error and number of runs
required with a step of 10 samples.

3. Let us assume a uniform random number generator gives the following 30
random numbers: 0.5, 0.12, 0.30, 0.15, 0.48, 0.1, 0.612, 0.39, 0.95, 0.31, 0.856,
0.75, 0.10, 0.825, 0.915, 0.712, 0.20, 0.63, 0.745, 0.424, 0.533, 0.50, 0.9, 0.712,
0.42, 0.18, 0.6, 0.53, 0.0511. Determine the corresponding failure times for a
component having exponential distribution with a failure rate of 1.5 per year.

4. Construct the typical state time diagram for the dynamic fault tree shown in
Fig. 4.16. Typical component up and down states, each gate output, and the final
top event should be reflected in diagram.

5. Construct the Markov model for RRS shown in Fig. 4.29. Assume different
transition rates between various states. Derive the unavailability expression for
the failure of RRS.

6. Determine unavailability of control power supply system explained in Chap. 3
using dynamic fault tree analysis. Compare the results with classical fault tree
analysis.
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Chapter 5
Electronic System Reliability

The dominating failure mechanisms for various electronic components such as
resistors, capacitors, relays, silicon devices, etc. and the corresponding failure
modes are briefly explained. Also the failure rate prediction methods, namely part
count and part-stress methods, are discussed. One case study is also presented. This
is based upon the failure rate calculation using MIL-HDBK 217 notice 2 of a circuit
used for the electrical isolation between a microprocessor and the actuator.
Reliability prediction based on physics of failure mechanisms for resistors, capac-
itors, metal oxide semiconductor (MOS) devices, and field programmable gate array
(FPGA) are also discussed in the chapter.

5.1 Importance of Electronic Industry

As the technology grows day by day, the electronic systems are becoming the core
components of almost all the safety critical and process system. Now a day electronic
circuits are widely used because of their high accuracy and reduced hardware space.
From the transistor to highly sophisticated components like microcircuits, very large
scale integrations (VLSIs), field programmable gate arrays (FPGAs) etc., these
electronic components provided tremendous flexibility in design. Apart from these
qualities, the key utilization of electronic systems is on account of their software
control. Microcontrollers and other programmable chips are the backbone of many
control systems as they can be programmed accordingly whenever designer wants to
change without replacing the actual hardware block. Not only the analog but the
digital electronic circuits also have their own advantages. One of the key features of
digital circuits is that different circuits can be used in order to deliver the same
functionality and hence the designer has advantage in selecting the appropriate
design. Most of the times, reliabilities of these designs are used for the selection.

One of the most important and critical use of electronic systems is in developing
advanced weapons. This practice of building powerful and precession weapons by
the use of electronic systems and there software controls are not new. In fact, they
have been in this business from the World War II. Many old systems are also being
replaced by newer and better electronic systems. Because of wide applications, it is
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important to have an excellent prediction of failures and reliability of electronic
systems. Most electronic systems have huge complex circuit and it is almost
impossible for the designer to trace out the faulty spot once the failure has occurred.
Usually the failures in electronic system are introduced by high voltage or current
stress and wear out. As these systems are quite small in size heating is one of the most
dominating factors for the failure. Hence, proper cooling should be made in order to
avoid failures as well as to save the component too. Typically, in weapons large heat is
produced which can cause a failure to electronic circuitry associated with it.

5.2 Various Components Used and Their Failure
Mechanisms

Nowadays, electronic systems have quite large circuits having many components
though many of them are of similar type. A lot of new components are also being
developed and studies are going on for recognition of their failure mechanisms.
Typical electronic circuit has components like resistors, capacitors, inductors,
microcircuits (ICs), connectors, switches and others. We will have a brief overview
for some of the components and discuss their failure mechanisms.

5.2.1 Resistors

Resistors are the basic components of any electronic circuit. A failure occurred with
resistor usually make it an open circuit or a very high resistance is developed across
the ends. A failure in resistance can occur due to high current stress or high voltage
stress that results in excessive heating of the components and as the heating con-
tinues increasing its temperature, there may be a time the temperature gets over the
melting point of the material used. This causes the resistor to be fused and hence an
open circuit is developed. Fabrication defects and electrostatic discharge also some
time causes failure to the components. This may usually make the component
noisy. Sometimes instead of an open circuit the parameters of the component also
get changed due to above mentioned causes.

5.2.2 Capacitors

Capacitors are used in almost every electronic circuit as a storing component. The
failures in capacitor usually make it open circuit except in some cases it gets short
circuit after failure as in the case of electrolyte capacitor. If no voltage is applied
over a long period, they get short-circuited. High voltage stress is usually the
dominating aspect for the failure of capacitors. Some special purpose capacitor, as
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in the case of electrolyte capacitors it has got polarity so, reversing the polarity may
damage the component. Generally, a diode or other protecting circuit is used to save
valuable component and to avoid the failures as well.

5.2.3 Inductors

Inductors are also part of many electronic systems. Inductors are very prone to the
failure due to excessive current stress. High current may cause the heating of the
conductor, which as a result may damage the insulation and causes a failure. In
addition, when there is a large variation in current through the inductor the designer
should choose proper insulation and conducting material. A diode is used across the
ends to protect an inductor which provides a path for the current to flow when the
inductor suddenly get out of the circuit.

5.2.4 Relays

Relays are very important parts of any electrical or electronic circuits from the
safety point of view. They not only save the system from any damage due to some
faulty situation in the system itself or from the outer side but they also take care of
the parts, which are not really going to be affected by these faults. Thus, the failure
in relay itself may sometime cause vary dangerous situation. Electro-mechanical
type relay which are being used for a long time have metal contact which is used to
trip the circuit when high current or voltage or any other parameter get out of the
tolerance of the circuit. The main failure cause for this type of relay is due to the
large heat, which generate excessive power and results in the contact failure. Apart
from this as it is a mechanical element as well mechanical failure may also occur if
proper handling is not done. Now a days, pure solid-state relays are used which do
not have any mechanical contact in there. These types of relays are also sensitive to
non-resistive loads, surge currents that may create high junction temperatures that
degrade the component.

5.2.5 Semiconductor Devices

Semiconductor devices are always part of a larger, more complex piece of elec-
tronic equipment. Semiconductor devices like diode, transistor, MOSFET, solar
cells etc. have P-N junctions. For avoiding failure of these components, manu-
facturers provide failure characteristics for the components, which are determined
with the application of stress bias voltages. A semiconductor device generally fails
when excessive reverse voltage is applied across the P-N junction, which results in
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the breakdown of the P-N junction. That is why the peak inverse voltage (PIV) is
usually specified for these devices. Like other electronic devices, these components
are also very sensitive to the ambient temperature. Heating may produce excessive
charge carriers, which results in widening of the depletion region in P-N junction.
One of the important failure mechanisms of semiconductor devices is related with
the dislocation in silicon such as diffusion, precipitation or photo effects.
Experiments have shown that dislocations are usually unavoidable for practical
devices. Failure generally caused through doping non-uniformities caused by dif-
fusion enhancement and precipitation of metals at dislocations, which may destroy
the P-N junction.

5.2.6 Microcircuits (ICs)

Integrated circuits (ICs) are one of the important elements in any electronic circuit.
Fabrication defects in silicon chip are major failure causes for these components.
Apart from this, ICs are very prone to failure due to electrostatic discharge (ESD),
electro-migration and antenna effect. Electrostatic discharge causes the metal to
melt and bond wires to fuse, usually causes an open circuit. To avoid failure due to
ESD some assembly protection are used like RIF/EMI design zoning in which
sensitive parts are shielded by less sensitive parts and Faraday shielding.
Electro-migration causes large current density in the conductors and results in slow
wear out. Impact of electrons causes gradual shifting of aluminum atoms (con-
ducting material) from their normal lattice sites, which also give rise to voids
between grains. It also increases the resistance of the conductor. Some alloys are
being used instead of aluminum as the conducting material in order to reduce this
phenomenon. Proper packaging of the silicon chip is also an important issue for the
failure due to excessive heating. Most of the times, failure in integrated circuits
results in modification of their actual functions. Specially, at high temperature ICs
start giving incorrect outputs. Therefore, proper temperature should be maintained
for sophisticated electronic circuits.

There are a lot other electronic components, which are also being developed to
provide more flexibility in designs. Some of these components are Field
Programmable Gate Arrays (FPGAs), Micro-Electro-Mechanical Systems (MEMS),
embedded systems and others. The failure mechanisms for these systems and
components are being studied and will be discussed later in details.

Table 5.1 summarizes the different failure modes of some of the electronic
components discussed above and their failure causes with an estimation of the
corresponding probability of the failure modes. Comprehensive list is given in
Electronic Reliability Design Handbook [1].
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5.3 Reliability Prediction of Electronic Systems

Many reliability models are available for different electronic components in different
handbooks and guides like MIL-HDBK [2], PRISM [3, 4] and others. There are two
methods for the estimation of the reliability of electronic systems namely Parts
Count Method and Parts stress Method. These methods give more or less the same
results only the difference is that they needed different information in determining
the reliability of the system. Usually when there is less information available, the

Table 5.1 Failure modes of different electronic components

Component Failure causes Failure modes Probabilities

Resistors

Fixed High current or voltage stress Open circuit 0.31

Parameter change 0.66

Short 0.03

Variable resistors Fabrication defects Open circuit 0.53

Erratic output 0.4

Short 0.07

Capacitors High voltage stress

Electrolyte
capacitor

Reverse polarity connection Open circuit 0.35

Short circuit 0.53

Tantalum capacitor Temperature may change the
capacitance

Excessive
leakage

0.1

Ceramic capacitor Distortion in analog signals Parameter change 0.02

Inductors High current stress

Weak insulation Insulation
distortion

0.7

Sudden change in current Open winding 0.3

Relays
Electro-mechanical

Heat generation due to high current
during faulty situation

Contact failure 0.75

Open coil 0.05

Other 0.25

Semiconductor devices

Diodes High current stress Short circuit 0.1

Open circuit 0.2

High reverse voltage High reverse
current

0.7

Transistors Electrostatic discharge Low gain 0.2

Open circuit 0.3

Dislocation in silicon Short circuit 0.2

High leakage
collector base

0.3
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Part Count Method is used i.e. in the initial phase of the designing. Modeling based
on both of these methods is available in MIL-HDBK 217F [2]. Part Stress method is
used at a later stage of the designing.

5.3.1 Parts Count Method

As mentioned earlier this method requires less number of information and hence
used in the initial phase of the designing. This method is as simple as the name says
it starts with the counting of the parts, which are going to be used in design. Then
based upon the above handbooks a generic failure rate is determined for the
component. Then a quality factor is multiplied with the corresponding failure rate,
which modifies it to give the failure rate accordingly. The quality factor is an
estimation of the quality on the component material and the testing standard against
the military standard. As there may be a number of similar components used in an
electronic circuit, that number multiplies this modified failure rate. Finally summing
up the all failure rate gives the actual failure rate of the system. Apart from the
quality factor for specific systems like microelectronic systems, another factor
called learning factor is also used for the further modification of the failure rate. The
learning factor represents the number of years that a component has been in pro-
duction. Mathematically the total failure rate for a system based upon the Parts
Count method can be expressed as (as given in MIL-HDBK-217F)

kE ¼
Xn
i¼1

NiðkgpQÞi ð5:1Þ

where
λE Total equipment failure rate per 106 h
λg Generic failure rate for the ith generic part
πQ Quality factor of ith generic part
Ni Quantity of ith generic part
n Number of different generic part categories in the equipment

5.3.2 Parts Stress Method

At a later stage of the designing when the designer has the actual design, this method
is used for the reliability estimation of the system. This method requires more
number of information such as the detailed parts lists and circuit schematics. These
are needed because the stress analysis takes into consideration the electrical and
thermal stress that will be experienced by the each component. The mathematical
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models for the parts stress method are available in MIL-HDBK-217 for each com-
ponent type, i.e., microelectronics, resistors, capacitors and other electro/mechanical
devices. The first approach for the stress analysis method is to find out the base
failure rate for the components. The base failure rate is then modified by the different
factors, which are the measurement of the environmental conditions and the stresses
under which the system has to perform.

For resistors the model given in [2] is as follows:

kp ¼ kbpTpPpSpQpE � 10�6 Failures=h ð5:2Þ

where,
λp Part failure rate
πT Temperature factor
πS Power stress factor
πE Environment factor
λb base failure rate
πP Power factor
πQ Quality factor

This handbook also provides the default values for the base failure rates for
almost all types of resistors. For other factors tables are given which can be used to
determine the value according to the given condition also expressions for calcu-
lating the factors are also given.

Power factor: πP = (p.d.)0.39

where, p.d. = power dissipation.

Power stress factor: It has two expressions for different types of resistors.
pS ¼ 0:71e1:1 Sð Þ For fixed film resistors and variable resistors

0:54e2:04 Sð Þ For fixed wire wound resistors.
S is the Power stress under which the component is working and is defined as the
ratio of the actual power to the rated power.

Temperature factor:

pT ¼ 1 At 25 �C i:e: at room temperature:

5.4 PRISM

This is a method for reliability prediction developed by the Reliability Analysis
Center (RAC) [3, 4]. In the previous method the reliability prediction is estimated
using component factor rate and various factor affecting where as this method also
take care of the non-component failures such as software failure, poor management
etc.
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In this method, first the initial assessment of the failure rate is made which is
given in PRISM models of various components. This method also has software
associated with it which provides lots of flexibilities in estimating the reliability of
the system at various stages of the design. Figure 5.1 explains the PRISM method
for determining the reliability of an electronic system.

The failure rate model for a system in PRISM method is given as

kP ¼ kIA
pPpIMpE þ pDpG þ pMpIMpEpG
þpSpG þ pI þ pN þ pW

� �
þ kSW ð5:3Þ

where,
λIA Initial assessment of failure rate
πIM Infant mortality factor
πD Design process multiplier
πM Manufacturing process multiplier
πW Wear out process multiplier
πS System management process multiplier
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Fig. 5.1 The PRISM schematics for reliability prediction of electronic systems
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λSW Software failure rate prediction
πP Parts process multiplier
πE Environment factor
πG Reliability growth factor
πI Induced process multiplier
πN No-defect process multiplier

The software failure rate is obtained from the capability maturity model
(CMM) by the Software engineering Institute (SEI). Other factors are to take care of
the process conditions both components related and non-component type.

5.5 Sneak Circuit Analysis (SCA)

This is a kind of different analysis used in reliability prediction of all type of system
such as hardware, software or both. This analysis is based upon the identification of
sneak paths in the system which inadvertently designed into the system. A sneak
path is basically an unwanted path or logic flow in a system which results in the mal
functioning of the system.

The followings are the four categories of sneak circuits:

1. Sneak Paths: This causes current or logic flow occurs in an unwanted path.
2. Sneak timing: This is the case when some event occurs in an undesirable

sequence.
3. Sneak indications: This causes the false display of the operating conditions

which are going to be taken by the operator and ultimately results in a wrong
action by the operator.

4. Sneak labels: This may mislead the operator by labeling incorrect system
function like input, output, power etc.

5.5.1 Definition of SCA

The Sneak Circuit Analysis is the group of different techniques which are used to
identify the sneak paths in a system. Based upon the different type of systems
followings are three SCA techniques:

1. Sneak Path Analysis
In this method all the electrical path are investigated in a hardware system.
Sneak path analysis is a technique used for identifying the sneak circuits in a
hardware system, primarily power distribution, control, switching networks, and
analog circuits. The technique is based on known topological similarities of
sneak circuits in these types of hardware systems.
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2. Digital Sneak Circuit Analysis
An analysis of digital hardware networks for sneak conditions, operating modes,
timing races, logical errors, and inconsistencies. Depending on system com-
plexity, digital SCA may involve the use of sneak path analysis techniques,
manual or graphical analysis, computerized logic simulators or computer aided
design (CAD) circuit analysis.

3. Software Sneak Path Analysis
An adaptation of sneak path analysis to computer program logical flows. The
technique is used to analyze software logical flows by comparing their topol-
ogies to those with known sneak path conditions in them.

5.5.2 Network Tree Production

In order to identify the sneak circuit the actual built (schematics) of the system is
required. But this information is not provided by the manufacturer and also the
complexity of the actual data makes it very difficult for implementation in practical
situation. Therefore the designer needs to convert this information in the usable
form which can be analyzed easily. For this conversion software automation is
used. Automation has been used in sneak circuit analysis since 1970 as the basic
method for tree production from manufacturing detail data. Computer programs
have been developed to allow encoding of simple continuities in discrete “from-to”
segments extracted from detail schematics and wire lists. The encoding can be
accomplished without knowledge of circuit function. The computer connects
associated points into paths and collects the paths into node sets. The node sets
represent interconnected nodes that make up each circuit. Plotter output of node sets
and other reports are generated by the computer to enable the analyst to easily
sketch accurate topological trees. The computer reports also provide complete
indexing of every component and data point to its associated tree. This feature is
especially useful in cross indexing functionally related or interdependent trees, in
incorporating changes, and in troubleshooting during operational support.

5.5.3 Topological Pattern Identification

After tree production the next step is to identify the basic topological sneak paths in
each tree. There are five basic topological pattern exists:

1. Single line (no node) topograph
2. Ground dome
3. Power dome
4. Combination dome
5. H pattern.
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5.6 Case Study

The circuit shown in Fig. 5.2 is used to make an electrical isolation between the
microprocessor and the actuator to avoid any electrical damage to the processor.
The circuit consists of an opto-coupler IC 4N25, a bipolar transistor 2N2222, a
zener diode and resistors. The circuit generates logic 0 at the output if the signal Vsig

is at the logic high (at 5 V) and if this is 0 then the output becomes 24 V (logic 1).
To understand the working of the circuit let Vsig be at logic high i.e. Vsig ¼ 5V:

The diode (LED) of the opto-coupler will not conduct, as it is not forward biased.
This results in the cut-off of the transistor and the collector voltage becomes 24 V,
which give rise to the breakdown of the zener diode. As the diode breakdown
occurs the transistor becomes saturated and the output becomes 0 (logic 0). In the
other case when Vsig ¼ 0V the LED starts conducting and the transistor inside the
opto-coupler becomes saturated. This makes the collector voltage to become 0 and
as no zener diode breakdown can occur in this case the second transistor remains in
cut-off state and hence the output in this case is 24 V (logic 1).

The next step for the FMEA analysis is to find out the unsafe modes of failure of
the various components. For that, we fail each component in the respected failure
mode and simulate the circuit to know whether the particular failure mode results in
incorrect output or it has no effect on the overall system.

Fig. 5.2 Typical circuit for isolation between the microprocessor and actuator
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Circuit has been simulated using OrCaD PSpice 9.0 software and it has been
found that the following failure modes result in safe operation of the circuit and all
other failure modes give unwanted output. However, in practical situation these
failure modes may not be considered as safe mode failures because their failure may
damage other components.

1. Short mode failure of resister R1 (475 Ω).
2. Short mode failure of zener diode.
3. Open Mode failure of resister R4 (5 k).

All the failure modes of the various component and their effects on the overall
performance are shown in Table 5.2.

Now we will determine the failure rate based upon the MIL-HDBK 217 notice 2.
For that, we have to take each component and their respective operating conditions
i.e. temperature, power dissipation etc. Table 5.2 also shows the failure rate cal-
culations of various components.

5.6.1 Total Failure Rate

Depending upon the failure mode probabilities of various components, now we will
find out the effective failure rate of individual component and summing all the
failure rates gives us the total failure rate of the overall system (Table 5.3).

Table 5.2 The Failure mode effect analysis and the failure rate calculations

Component
Name

Failure Modes Effect Remarks

Open Short Others

R1 Unsafe Safe – 475, Metal film, 1/8 W, 1 %

R2 Unsafe Unsafe – 10 k, Metal film, 1/8 W, 1 %

R3 Unsafe Unsafe – 2.2 k, Metal film, 1 W, 1 %

R4 Safe Unsafe – 5 k, Metal film, 1/8 W, 1 %

R5 Unsafe Unsafe – 100 k, Metal film, 1/8 W, 1 %

DZ Unsafe Safe – 24 V, Zener diode

Q1 Unsafe Unsafe – 40 W, bipolar transistor
2N2222

4N25 Unsafe Unsafe Unsafe (fail to
function)

Optocoupler IC

1. Optoelectronics: λp = λbπTπQπE
Component
Name

λb ∏T ∏Q ∏E FR (/106 h) Remarks

4N25 0.013 0.083 2.4 1.0 2.59 × 10−3 Optocoupler, Power
dissipation = 0.95mW θJC = 70 ∘C/W

(continued)
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Table 5.2 (continued)

2. Resistors: λp = λbπTπPπSπQπE
Component
Name

λb ΠT ΠP ΠS ΠQ ΠE FR
(/
106 h)

Remarks Power
dissipation

2. Resistors: λp = λbπTπPπSπQπE
Component
Name

λb ΠT ΠP ΠS ΠQ ΠE FR
(/
106 h)

Remarks Power
dissipation

R1 0.0037 1.0 0.26 0.936 3.0 1.0 2.7e-3 31.5 mW

R2 0.0037 1.0 0.354 1.162 3.0 1.0 4.56e-3 56.02 mW

R3 0.0037 1.0 0.592 0.946 3.0 1.0 6.21e-3 261 mW

R4 0.0037 1.0 0.028 0.711 3.0 1.0 2.21e-4 0.11 mW

R5 0.0037 1.0 0.0082 0.710 3.0 1.0 6.3e-5 4.59 μW

3. Zener Diode: λp = λbπTπSπCπQπE
Component
Name

λb ΠT ΠS ΠC ΠQ ΠE FR (/
106 h)

Remarks

SOT23 0.002 1.42 1.0 1.0 2.4 1.0 6.826e-3 24 V, Power
diss = 8.49 mW
θJC = 70 C/W
Case temp = 35 °C

4. Transistor: λp = λbπTπAπRπSπQπE
Component Name λb ΠT ΠA ΠR ΠS ΠQ ΠE FR

(/
106 h)

Remarks

NPN—Transistor
2N2222

7.4e-4 1.0 0.7 3.6 0.199 2.4 1.0 3.9e-4 Switching
application

Table 5.3 Failure rate of components

Component name Failure mode
(unsafe)

FR
(/106 h)

Probability Effective FR
(/106 h)

R1 Open 2.7e-3 0.59 1.5e-3

R2 Open + Short 4.56e-3 0.74 3.37e-3

R3 Open + Short 6.21e-3 0.74 4.59e-3

R4 Short 2.21e-4 0.05 1.1e-3

R5 Open + Short 6.3e-5 0.74 4.66e-5

DZ Open 6.826e-3 0.18 1.23e-3

Q1 All 3.9e-4 1.0 3.9e-4

4N25 All 2.59e-3 1.0 2.59e-3

Hence the Total Failure Rate = Sum of the Failure Rates of all the components = 0.0148/106 h
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5.7 Physics of Failure Mechanisms of Electronic
Components

5.7.1 Physics of Failures

The physics-of-failure approach proactively incorporates reliability into the design
process by establishing a scientific basis for evaluating new materials, structures
and electronics technologies. Information to plan tests and screens and to determine
electrical and thermo-mechanical stress margins are identified by the approach.
Physics of failure encourages innovative, cost-effective design through the use of
realistic reliability assessment. Generic failure models are used by physics of fail-
ure, which are as effective for new materials and structures as they are for existing
designs.

A central feature of the physics-of-failure approach is that reliability modeling,
which is used for the detailed design of electronic equipment, is based on root-cause
failure processes or mechanisms. These failure-mechanism models explicitly
address the design parameters which have been found to influence hardware reli-
ability strongly, including material properties, defects and electrical, chemical,
thermal and mechanical stresses. The goal is to keep the modeling in a particular
application as simple as possible without losing the cause-effect relationships,
which benefits corrective action.

Some basic electronic components and associated failure mechanisms are dis-
cussed in the following section.

5.7.2 Failure Mechanisms for Resistors

5.7.2.1 Failure Due to Excessive Heating

High power dissipation is the general cause for resistor failure. If the current
exceeds from a certain specified value the temperature of the conducting material
gets over the melting point and this gives rise to an open mode failure.

Let the current be I and the resistance be R then the electrical power will be
I2R. This electrical power may raise the temperature until some steady state value is
achieved and also heat transfer may occur due to the temperature difference
between the resistor and the surrounding. Assuming the surrounding temperature
constant and using the Stefan-Boltzmann equation we have (assuming no heat lose
due to conduction and convection),

I2R ¼ erAðT4 � T4
0 Þ þ ms

dT
dt

ð5:4Þ
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where,
e Emissivity of the surface
σ Stefan Boltzmann constant = 5.67 × 10−8 J/(s m2 K4)
A Area
T Temperature of the resistance
To Temperature of the surrounding
m Mass
s Specific heat capacity

In order to find the maximum current without failure the temperature at steady
state should be less than Tm.

I2maxR ¼ erAðT4
m � T4

0 Þ:

or

Imax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erAðT4

m � T4
o Þ

R

r
ð5:5Þ

5.7.2.2 Failure Due to Metal Diffusion and Oxidation

In thin film resistors, the metal slowly diffuses and gets oxidized and results in
increasing resistance value. The metal oxide film follows parabolic equation with
time [5],

x2 ¼ At þ B:

A is a temperature dependent constant which is proportional to the diffusion
coefficient and B is the square of the thickness at time t = 0 i.e. x0 = √B.

Hence the conductance at time t = 0:

C0 ¼ qðl� x0Þ ¼ qðl�
ffiffiffi
B

p
Þ:

At time t:

C ¼ qðl� xÞ ¼ qðl� ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
At þ B

p Þ:

Percentage change in conductance,

DC
C0

¼
ffiffiffi
B

p � ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
At þ B

p

l� ffiffiffi
B

p ð5:6Þ

By Assigning required error we can find out what will the time of failure.
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5.7.3 Failure Mechanisms for Capacitor

5.7.3.1 Dielectric Breakdown

In capacitor when the electric field exceeds certain value in the dielectric material it
may breakdown and results in the open circuit.

Capacitors have small series resistance let it be r and the capacitance is C. Let a
battery of emf E is applied across the capacitor for charging it.

We know that the capacitor will get charged exponentially and the potential
difference across the capacitor plates (assuming parallel plate capacitor) will be

VC ¼ Eð1� e�t=rCÞ ð5:7Þ

Hence the electric field in the dielectric if the distance between the plates is
d will be

f ¼ VC

d
ð5:8Þ

f ¼ E
d
ð1� e�t=rCÞ:

If the breakdown E.F. for the dielectric is ζB then we have

fB ¼ E
d
ð1� e�t=rCÞ ð5:9Þ

From where we get the time to failure as

t ¼ rC1n
E

E � fBd

� �
ð5:10Þ

This Breakdown failure generally does not occur as the designer takes care of the
voltage applied across the capacitor. However there may be fluctuation in the
voltage which may cause this failure.

5.7.4 MOS Failure Mechanisms

The dominating failure mechanisms for these devices are [6]:

1. Electro migration.
2. Time Dependent Dielectric Breakdown-TDDB.
3. HOT carrier injection.
4. Negative bias temperature instability.
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5.7.4.1 Electro Migration (EM)

Electro-migration is the transport of material caused by the gradual movement of
the ions in a conductor due to the momentum transfer between conducting electrons
and diffusing metal atoms (Fig. 5.3). The effect is important in applications where
high direct current densities are used, such as in microelectronics and related
structures. As the structure size in electronics such as integrated circuits
(ICs) decreases, the practical significance of this effect increases.

The electro-migration mainly reduces the conductance due to the creation of
voids in the conductor by shifting of metal atoms towards the edges. This happens
in case of high current density which causes the high impact collision of electrons
with the positively charged atoms. When the force due to the strike exceeds the
electrostatic force on the atoms they start moving towards the anode.

The EM activation energy is the energies of electrons at which electro migration
occurs. This depends on the material of the conductor.

Black developed an empirical model to estimate the MTTF (mean time to
failure) of a wire, taking electro-migration into consideration [7]:

MTTF ¼ AJ�neEa=KT ð5:11Þ

This equation is known as Black’s equation. J is the current density and A is a
material dependent constant and also depends on the geometry. The variable n is a
scaling factor which set to 2 according to Black.

5.7.4.2 Time Dependent Dielectric Breakdown

Time dependent dielectric breakdown (TDDB), also known as oxide breakdown, is
a source of significant reliability concern. When a sufficiently high electric field is
applied across the dielectric gate of a transistor, continued degradation of the
material results in the formation of conductive paths, which may short the anode
and cathode. This process will be accelerated as the thickness of the gate oxide
decreases with continued device down-scaling.

High energy electron     Metal atom

EF eF

Fig. 5.3 Electro-migration, FE = Force due to Electric field. Fe = Force due to Electron collision
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It’s a two stage process:

1. Oxide damaged by the localized hole and bulk electron trapping within it and at
its interfaces.

2. The increasing density of traps within the oxide forms a percolation (conduction)
path through the oxide.

The short circuit between the substrate and gate electrode results in oxide failure.
This process has been successfully modeled using Monte Carlo simulations. Trap
generation is the key factor determining oxide degradation and breakdown. Three
general models are discussed in the literature for trap generation.

AHI (Anode Hole Injection)

The AHI model (1/E model) was proposed by Schuegraf and Hu [8]. This is based
on the impact ionization event due to electron injection from gate metal cathode
into the oxide. Holes are generated in this process and some holes tunnel back into
the cathode and create electron traps in the oxide. The physics of the trap creation
process is still speculative [6].

There have been contradicting opinions on the exact field acceleration law of
time-to-breakdown—tBD. According to the AHI model (1/E model) the field
dependence of the tBD takes the form:

tBD ¼ soe
G=Eox ð5:12Þ

where Eox = the electric field across the dielectric and τ0 and G are constants.

Thermo-Chemical Model

This is also known as E model. McPherson and Mogul reviewed the development
of this model and proposed a physical explanation. This model proposes that the
defect generation is a field driven process. This happens when joule heating occurs
due to the formation of sub-band by dipole action under the applied electric field.

According to the thermo-chemical model (E model) the field dependence of the
tBD is of the form [6]:

tBD ¼ soe
�cEox ð5:13Þ

where τ0 and γ are constants.

Anode Hydrogen Release (AHR)

In this process H+ is released at the time of hole generation which diffuses through
the oxide. This may trap the electrons.
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Additionally, there is evidence that the temperature dependence of ultra-thin
oxides is non-Arrhenius, but rather the temperature acceleration factor is larger at
higher temperatures. To account for these observations, Wu has proposed a rela-
tionship in the form of [9]

MTTF ¼ TBDOðVÞeaðVÞ=TþbðVÞ=T2 ð5:14Þ

where TBDO, a and b are temperature dependent constant.

5.7.4.3 Hot Carrier Injection

Hot carriers in the semiconductor device are the cause of a distinct wear out
mechanism, the hot carrier injection (HCI). When the source-drain current gets very
high and exceeds the lattice temperature hot carriers are produced. Hot carriers have
high energy and can be injected into the gate oxide.

Rate of hot carrier injection is directly related to the channel length, oxide thickness
and operating voltage of the device. In nMOS hot electrons are produced while in
pMOS hot holes are produced. This may cause the electrons or holes trapping.

The failure rate is according to Hu [10]:

k ¼ B � idrain � ðisub=idrainÞm ð5:15Þ

The MTTF is modeled as Arrhenius Equation.
N-Channel model: The N-Channel model is for nMOS devices. In these devices

the substrate current is an indicator of hot carriers. The MTTF equation is

MTTF ¼ B � i N
sub � eEa=kT ð5:16Þ

where B is a scale factor and isub is the substrate current.
P-channel model: The P-Channel model is for pMOS devices. In pMOS devices,

hot holes do not show up as substrate current. However, the gate current can serve
as an indicator of hot carriers.

MTTF ¼ B � i M
gate � eEa=kT ð5:17Þ

igate is the peak gate current. Both M and N are between 2 to 4.

5.7.4.4 Negative Bias Temperature Instability

NBTI is caused because of the hole trapped within the interface between the SiO2

gate insulator and the Si substrate. It happens in pMOS where holes are thermally
activated. NBTI decreases absolute drain current IDsat and transconductance gm and
increases the absolute off current the threshold voltage Vth.
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The threshold is given by the expression:

Vth ¼ VFB � 2/F � QBj j
Cox

ð5:18Þ

where VFB is the Flat-band voltage which is given by

VFB ¼ /MS �
Qf

Cox
� Qitð/sÞ

Cox
ð5:19Þ

where Qf is the fixed oxide charge and Qit is the interface trapped charge.
From these equation we get,

DVth ¼ �DQf

Cox
� DQitð/sÞ

Cox
ð5:20Þ

During the NBTI degradation, the threshold voltage shifts to more negative
direction, affecting either the interface traps or the fixed oxide charges.

5.7.5 Field Programmable Gate Array

Different FPGA models based upon the configurations of tiles and CLBs (complex
logic blocks) [11]:

5.7.5.1 Hierarchical Model

This model has two levels: (a) Tiles and (b) CLBs.
The FPGA is operational if not more than g (= the number of spare tiles) tiles

fails. Hence,

Rov ¼
Xg
i¼0

mCið1� RtileÞiRm�i
tile ð5:21Þ

m = The total number of tiles

where Rtile is the reliability or the probability that tile is working fine which can be
determined as

Rtile ¼
Xn
i¼0

lCið1� RCLBÞiRl�i
CLB ð5:22Þ

n the totlal number of spare CLBs per tile
l the total number of CBLs in one tile
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5.7.5.2 Optimal Model

In this configuration CLB plays the basic role. A faulty CLB can be replaced by the
spare one.

So if we have M columns and rows the number of CLBs will be M2. If there are
N number of spare CLBs then the reliability on overall system can be determined by

Rov ¼
XN
i¼0

M2
Cið1� RCLBÞiRM2�i

CLB ð5:23Þ

5.7.5.3 Coarse Model

In this configuration only tiles can be replaced. So the overall reliability is deter-
mined by

Rov ¼
Xg
i¼0

M2
Cið1� RtileÞiRM2�i

tile ð5:24Þ

where g = the spare number of tiles.

5.7.5.4 Tile Based Model

In this model all the tiles should be working and each tile has n number of spare
CLBs.

So the reliability that all the tiles are working fine if there is k numbers of tiles:

Rov ¼
Yk
i

Rtile ¼ Rk
tile ð5:25Þ

Again the probability that a tile works fine if total number of CLBs per tile is l.

Rtile ¼
Xn
i¼0

lCið1� RCLBÞiRl�i
CLB ð5:26Þ
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Chapter 6
Software Reliability

6.1 Introduction to Software Reliability

Since the early days of computers, keeping bugs out of the software has been a concern.
Over the years, the reliability of the hardware and software has increased dramatically.
Even with this dramatic increase, reliability has not kept up with the increase in com-
plexity and the importance the customer places on it. Now that everything we do seem to
depend on some type of computer and its software—from the life-sustaining devices in
hospitals to the airplanes and satellites to the cars we travel, to the house hold items we
use—more reliable software has become an economic necessity.

The proliferation of computers has also generated more and more novice users.
Software must be more robust to withstand the onslaught of these novices. Software
reliability engineering is the focus of practical technology transfer efforts in many
organizations with advanced software processes. Many companies are adapting
software reliability as a part of their process. Software Reliability Engineering is
adapted as best practice by AT&T way back in 1991. Many organizations like
NASA, Lockheed are practicing it extensively. It is also being used in many
industries like aerospace industry, automobile, networking etc. This increased
interest in software reliability engineering is driven by the expectations that
adaptation of adequate Software reliability engineering technology will increase the
competitiveness of a project or the organization.

IEEE defines software reliability as “the probability that a system will not cause
a system failure for a specified time under specified conditions. The probability is a
function of inputs to, and use of, the system as well as function of the existence of
faults in the software. The inputs to the system determine whether existing faults, if
any encountered” [1].

The benefits of focusing software reliability are

• Improvement in satisfaction of customer needs
• Better resource control
• Better schedule control
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• Increased productivity
• Improvement in systematic completion of project.
• reducing the incidence of customer reported problems, maintenance problems,

and maintenance costs

Examples of organizations that are using, experimenting with or researching
software reliability engineering are

• Alcatel used reliability prediction for the development of Alcatel 1000 S12
switching software [2]

• AT&T used incremental development and operational-profile, statistical testing
in development of PBX which resulted in increase in customer satisfaction with
product quality and a decrease in development and testing costs and intervals [3].
It also applied software reliability engineering (SRE) technology to telecom-
munications network operations systems which are crucial to AT&T’s backbone
telecommunications transport network. Key steps followed for applying SRE are:
deriving an operational profile, developing a simulator test environment, and
executing load, stress and stability tests. SRE program also incorporated
customer-focused techniques such as operational scenario testing [4]

• Microsoft’s Software Reliability Research group works on problems like how
program analysis, program verification and software measurement techniques
can be used to improve the quality of software. They have developed tools like
CHESS (a tool for finding concurrency errors in systems software), HAVOC
(a tool for specifying and checking properties of systems software) and focusing
on areas like Empirical Software Engineering [5]

• NASA The Software Assurance Technology Center at the NASA Goddard
Space Flight Center using software reliability modeling extensively [6]

Other organizations using software reliability are

• Motorola
• US army
• Toshiba
• Lucent
• Hewlett-Packard
• Hitachi
• IBM corporation

6.2 Past Incidences of Software Failures
in Safety Critical Systems

The role of software has changed from simply generating financial or mechanical
data to monitoring and controlling equipments that directly affects human life,
reliability and safety. Due to this we need to prevent the failure of the system to
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prevent the loss of human life. To achieve the safety objectives of the software and
to achieve the desired reliability, a thorough understanding and familiarity with the
specialized assessment techniques are needed. In order to highlight the need for
reliable software, a brief description of three most published software failures are
described below.

Therac 25 Failure
The Therac-25 was a radiation therapy machine produced by Atomic Energy of
Canada Limited (AECL) and CGR MeV of France. Between 1985 and 1987, it was
involved with at least six accidents in which patients were given massive overdoses
of radiation, approximately 100 times the intended dose. Out of six, three of the
patients died. These accidents highlighted the dangers of software control of
safety-critical systems.

The machine offered two modes of Radiation therapy:

1. Direct electron-beam therapy, for delivering low doses of high-energy (5–
25 MeV) electrons over short periods of time;

2. Megavolt X-ray therapy, for delivering X-rays produced by colliding
high-energy (25 MeV) electrons into a “target”.

While operating in direct electron-beam therapy mode, a low-powered electron
beam was emitted directly from the machine, then spread to safe concentration
using scanning magnets. While operating in megavolt X-ray mode, the machine
was designed to rotate four components into the path of the electron beam: a target,
which converted the electron beam into X-rays; a flattening filter, which spread the
beam out over a larger area; a set of movable blocks (also called a collimator),
which shaped the X-ray beam; and an X-ray ion chamber, which measured the
strength of the beam.

Some of the features of the Therac-25 are necessary to review in relation with the
accidents. The Therac-25 was designed to be completely computer controlled,
whereas the previous versions were linked to other machines. Another feature was
that the safety controlling was the responsibility of the software whereas, the pre-
vious versions had separate pieces of machinery and hardware to monitor safety
factors. The designers believed that by using only software safety control, they
could save time and money in the Therac-25. Some of the old source code used in
the older versions (Therac-6 and Therac-20) was used in Therac-25. A Bug found in
Therac-25 was later discovered in Therac-20.

First problem was discovered in May 1986. As a typical feature, Therac-25
allowed to change the parameters during the setup, which takes around 8 s to
complete. The bug observed was that though screen shows that the changes has been
taken care, sometimes changes were ignored, This has resulted in setting the indi-
cator flag being in the wrong place. During the first accident scenario that happened
on May 1986, Operator selected photon by mistake and set up was initiated.
Realizing the mistake, the operator changed the energy level within 8 s, but these
changes were ignored. The accidents occurred when instead of the intended low
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power beam, the high-power electron beam was activated without the beam spreader
plate rotated into place. The machine’s software did not detect this problem, and
therefore did not prevent the patient from receiving a potentially lethal dose of
radiation. The high-powered X-ray beam struck the patients with approximately 100
times the intended dose of radiation, which was described as “an intense electric
shock”. Later, three of the injured patients died from radiation poisoning.

In January 1987, the second bug was discovered. As a feature, when turntable
not correctly positioned, the software controlled interlock prevents activation of the
beam. The problem occurred when interlock failed, allowing beam to be activated.
This demonstrates the consequence of replacing all hardware interlocks with relying
completely on software interlocks. In safety critical applications, the software
interlocks and hardware interlocks should be kept as backup systems.

Poor software engineering practices and building a machine that completely
relying on software for safe operation are the basic mistake committed.

Ariane 5 Failure
The maiden flight of the Ariane 5 launcher on 4th June 1996 was a disaster. 40 s
after commencement of the flight sequence, the launcher drifted out of the flight
path, broke up and exploded. The flight control system of the Ariane 5 calculates
the angle and velocities on the basis of information from laser gyros and acceler-
ometers. The data captured by the flight control system is transmitted to the on
board computer on Ariane 5 to execute the flight program and to control the
equipments. In order to improve the reliability, every system was duplicated and
was running in parallel. The accident occurred when the software declared a unit as
failure due to a software exception. This software exception was caused when a data
conversion of 64-bit floating point data to 16-bit integer values. The floating point
data which was converted had a value higher than the maximum value that could be
represented by a 16-bit integer.

Patriot Failure
During the Kuwait war, the Patriot missile defense system of United States was
widely praised as a savior of war. Government sources and media praised it as a
system with near perfect success rate in destroying the scud missiles of Iraq. After
the war was over, it was revealed by US army that determined that only 10–24 of
more than 80 were successful in intercepting scud missiles.

When the system is in operation, the Patriot system determines whether the
target it spotted in air was actually an incoming missile or a false alarm by tracking
the target and checking whether it is following the exact path of a ballistic missile.
In order to calculate the path, the Patriot uses an internal clock. Since the memory
available is limited, the clock value is truncated slightly when stored. Even though
this may not cause significant error, the software was written in such a way that the
error was compounded over time. The more the Patriot was running, the more the
error become. Due to this when the Patriot is running for longer duration, it wrongly
calculates the expected position of the incoming missile. Therefore the Patriot
determines that the incoming missile is a false alarm and ignores it which resulted
in disastrous results.
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6.3 The Need for Reliable Software

Past instances of software failures has emphasized the need to develop and use
reliable software especially in life critical applications. There are four technical
methods applicable to achieve reliable software [7]

(i) Fault prevention: Avoid fault occurrences during design and development
through engineering of software specification process, usage of good design
methods, enforcement of structured programming and encouragement of
writing clear codes. Recently formal methods are widely used to ensure
software quality. In formal method approaches, requirement specifications are
developed and maintained using mathematically trackable languages and
tools.
Another technique is software reuse. Object oriented paradigm is an example.
In order to measure the quality of software, various attributes are used such as
product and process attributes.

(ii) Fault removal: Software testing techniques are relied upon to remove faults.
Another practical fault removal scheme is formal inspection, which is a rig-
orous process focused on finding faults, correcting faults and verifying the
corrections. Formal inspection is carried out by a small group of peers with a
vested interest in the work product during pretest phases of the life cycle.

(iii) Fault tolerance, which is the survival attribute of software systems.
(iv) Fault/failure forecasting involves formulation of the fault/failure relationship,

an understanding of the operational environment, the establishment of reli-
ability models, the collection of failure data, the applicability of reliability
models by tools, the selection of reliability models by tools, the analysis and
interpretation of results and the guidance for management decisions. These
issues are handled under the umbrella of “Software Reliability”.

A steady progression from functional decomposition to structured analysis and
then adoption of object-oriented analysis and sophisticated modeling languages are
part of technological advances. Increasingly sophisticated languages have emerged
from C, C++ to Java and C# [8]. The libraries that come with each of these
languages provide more opportunities for large scale reuse. Concomitant with these
improved methodologies and programming languages are software development
tools. Enterprise software developers have seen advances in software development
environment, configuration management, version control systems and automated
testing. There is higher degree of integration among these tools contributing to the
success of the software development project. Improvements in people dimension
involved equipping human resources with the software engineering concepts,
upcoming technologies and software development tools.
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6.4 Difference Between Hardware Reliability
and Software Reliability

Hardware reliability was first introduced in 1950s to evaluate the probability of
success of ballistic rockets [9]. By 1960s, reliability engineering had established
itself as an integral part of end user product development in commercial products as
well as military applications. Software reliability made its first entry in 1970s, when
the presence of software in various applications was bare minimum. Hence the field
was not given much attention as hardware reliability. But over the years, a surge if
new technology, new structured analysis concepts, new paradigms and new ways of
developing software emerged in early 90s and continues to this date. Increased
presence of software systems in safety critical application led to an increased
attention on software reliability.

There exits considerable difference between software and hardware reliability.
Software reliability is different from hardware reliability in the sense that software
does not wear out or burn out. The software itself does not fail unless flaws within
the software result in a failure in its dependent system. The reliability metric for
software is used to describe the probability of the software operating in a given
environment within the designed range of input without failure. Hence, software
reliability is a function of the input to and use of the system as well as the presence
of latent software faults.

Hardware reliability often assumes that the hazard rate (i.e., failure rate per unit
time, often shortened to the failure rate) follows the “bathtub” curve, illustrated in
Fig. 6.1. Failures occur throughout the item’s life cycle; the hazard rate initially is
decreasing, then is uniform, and finally is increasing.

Infant mortality is the period that appears after product design and development
and finally it is put into use. After that useful life starts. The user is confident that
the component will remain in service during this period. The probability that the
component will function until useful life period is expressed as the probability of
success or the reliability. Failures occurring during this period are assumed to be
random, i.e., not due to any specific factor. At the end of the useful life, components
begin to exhibit end-of-life failures. Those failures occurring during Period are
considered to be due to wear out.

The same “bathtub” curve for hardware reliability strictly does not apply to
software since software does not typically wear out. However, if the hardware life
cycle is likened to the software development through deployment cycle, the curve
can be till useful life period. The equivalence to infant mortality of hardware is the
debug phase in software. Coding errors (more specifically, errors found and cor-
rected) or operation not in compliance with the requirements specification are
identified and resolved. Similarly, the useful life period corresponds to the initial
deployment (distribution) time. Failures occurring during that period are found
either by users or through post deployment testing. For these errors, work-around or
subsequent releases typically are issued (but not necessarily in direct correspon-
dence to each error reported). Failures reported after deployment may be the basis
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for generating the requirements for a new system or commonly referred to as
upgrades. Since each upgrade represents a mini development cycle, modifications
may introduce new defects in other parts of the software unrelated to the modifi-
cation itself. Ideally, the bathtub curve for software should look like the “software
in theory”. Software upgrades may introduce errors, which is depicted as spikes in
the useful life period in “Software in practice”. The wear out period in software is
the obsolescence of the software. With this, the software reaches the end of its
useful life. Table 6.1 gives summary of comparison between hardware and software
reliability.

6.5 Software Reliability Modeling

Software Reliability Engineering includes

• Software reliability measurement, which includes estimation and prediction,
with the help of software reliability models (Fig. 6.2).

• The attributes and metrics of product design, development process, system
architecture, software operational environment, and their implication on
reliability.

• The application of this knowledge in specifying and guiding system software
architecture, development, testing, acquisition, use and maintenance.
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Fig. 6.1 Comparison of hardware and software bathtub curves
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Table 6.1 Comparison between hardware and software

Phenomenon Hardware Software

Failure rate
dependence on
age

Failures can depend on time dependent
mechanisms such as burn-in or wear out,
which may be preceded with warnings at
times

The age of the software has nothing
to do with its failure rate. If the
software has worked in the past, it
will work in the future, everything
else remaining the same (i.e., no
hardware, software or interface
changes). Software does not rust or
exhibit other hardware wear out
mechanisms

Repeated
usage

Physical parts wear from usage, resulting
in failure

The frequency of software use does
not influence software reliability.
The same software can be used over
and over and, if it did not fail the
first time, it will not fail any other
time in identical usage (same range
of inputs with no hardware,
software or interface changes)

Inspection Various non destructive methods are
available for inspecting hardware

Software cannot be judged prior to
use by the same methods as
hardware

Definition of
success and
failed state

Hardware will either work or not in a
given application

Software, aside from total failure,
has varying degrees of success
according to its complexity and
functionality

Fig. 6.2 Different models used in different phases of software life cycle [10]
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6.5.1 Software Reliability Growth Models

In the software development process, a product may have many design defects, i.e.
faults, or popularly known as bugs. For a certain input to the software these faults
are activated, resulting in a deviation from its specified behavior i.e. a failure. Once
failures are detected through the testing process and the corresponding fault(s) are
located, then assuming that these faults are perfectly fixed, i.e. the process of fixing
a fault did not introduce a new fault, software reliability increases. If the failure data
is recorded either in terms of number of failures observed per given time period or
in terms of the time between failures, statistical models can be used to identify the
trend in the recorded data, reflecting the growth in reliability. Such models are
known as software reliability growth models or growth models in general. They are
used to, both, predict and estimate software reliability.

There are basically two types of models: black box software reliability models
and white box software reliability models. A brief summary about these models is
given below.

6.5.2 Black Box Software Reliability Models

All software reliability growth models are of the black box type since they only
consider failure data, or metrics that are gathered if testing data are not available.
Black box models do not consider the internal structure of the software in reliability
estimation and are called as such because they consider software as a monolithic
entity, a black box.

Black box models can be classified into

• Failure rate models Failure rate models which try to capture how the failure rate
changes as more faults are detected and corrected. The estimations are based on
the failure data which is collected during testing phase.

• Error seeding models Error seeding models introduces errors to software and
tests are performed on that. While testing both inherent and induced errors will
be discovered. Estimation of the total number of inherent errors in the software
is determined using the ratio of inherent and induced errors detected and the
total number of induced

• Curve fitting models Curve fitting models use statistical regression method to
study the relationship between software complexity and the number of errors in
the program, the number of changes and the failure rates, etc.

• Bayesian model This model uses Bayesian framework to determine the reli-
ability growth and prediction. In this both subjective expert judgments and
objective experimental results can be included into one model.
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Some of the major black box models

• The Jelinski-Moranda Model [11]
• The Goel-Okumoto Model [12]
• Musa’s basic execution time model [13]
• Musa-okumoto logarithmic Poisson model [13]
• The enhanced NHPP model [14]
• Littlewood–Verrall Bayesian model [15]

6.5.3 White Box Software Reliability Models

As opposed to black box models which only model the interactions of software with
the system within which it operates, white box software reliability models consider
the internal structure of the software in the reliability estimation. Black box models
are inadequate to be applied to software systems in the context of component-based
software, increasing reuse of components and complex interactions between these
components in a large software system. White box reliability models consider
component reliabilities, in the computation of overall software reliability, and hence
give more realistic estimates.

In the white box models, components and modules are identified, with the
assumption that modules can be, designed, implemented and tested independently.
The failure behavior for these modules is specified in terms of failure rates or
reliabilities. The failure behavior is then combined with the architecture to estimate
overall software reliability as a function of component reliabilities. Mainly there are
three generic classes of white box software reliability models exist: path based
models, state based models and additive models.

Most popular white box reliability models are

• Krishnamurthy and Mathur’s path based model
• Gokhale et al.’s state based model

6.6 How to Implement Software Reliability

Introduction of software reliability engineering will be a strong function of the
software process maturity of that organizations, start up costs may include
deployment of system to collect failure, fault and effort, calibration of existing and
development of organization specific reliability models and tools, staff training,
modification of the organizational culture, modifications in the current processes to
suit the above steps, etc. Software reliability engineering to be implemented
incrementally, starting with the activities needed to establish a baseline and learn
about the product, find out the customer expectations and the constraints that the
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organizational business model imposes on its software production. High maturity
organizations like CMMI level 5 organizations; it will be easy to adapt these
changes.

The initial effort includes the collection of data, monitoring of reliability growth
during system tests, field trails and software operation, and the initial formulation of
the operational profiles (Fig. 6.3). This is to be followed by the development of
detailed operational profiles, detailed classification of system failures and faults,
and development of business—based reliability objectives. More advanced stages
include continuous tracking of customer satisfaction, trade off studies, quantitative
evaluation of software process capabilities with respect to quality, and proactive
process control.

Activities of SRE Process
Example—Operational Profile Model
In the operational profile model, the system is divided into five levels, where each
one is more detailed than the parent level, see Fig. 6.4. On every level there exist
alternatives that together have a probability of 100 %. The upper most level is
called “customer profile”. A customer is a person or institute who obtain the system.

Activities of SRE Process

1. List related systems

3. Define necessary Reliability

2. Implement Operational Profiles

Prepare for Test

Guide Test

Execute Test

Requirements and Ar-
chitecture

Design and
Implementation

Test

Fig. 6.3 Steps in software reliability engineering process [13]
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The next level is the “user profile” which consists of, for example, age groups or
different business segments within the chosen customer. The users are the ones that
actually employ the system. If the customers are the same as the users, only one of
these levels is needed. The next level is the “system-mode profile”, which describes
the different states of the system. Below the “system-mode profile” is the “func-
tional profile”, where all functions available to the user are gathered. On the last
level, the “operational profile” contains the operations that implement the functions.

In Fig. 6.5, an example is shown to illustrate the model. The advantages here are
that it is fairly simple to achieve a realistic model if sufficient usage information is
available and that it can handle large systems. The downside however is, that it does
not support the detailed behavior of the user.

Case Study
A software organization is developing software for different mobile phone manu-
factures. Normal mobile phone software typically consists of many modules like
call, phonebook, games, messages etc. Each module contains different sub modules
or scenarios, which will be used by the users.

User Profile

System-mode profile

Functional Profile

Operational Profile

Customer
Profile

Fig. 6.4 System profiles [13]

Mobile Phone

WAP

Phone Book

Call
Make Call

Receive Call

New Call

Re Dial

Fig. 6.5 Operational profile model
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When a normal software application is being tested, normally the test cases are
prepared based on the requirements. The main drawback here is that the usages of
different requirements are not considered. When the requirements are given to the
developers who develop and test the software, the thought process will be mainly
from the developer’s angle. By this, the complicated or advanced sub modules as
per developers’ angle will be tested more rigorously. It may also be possible that the
user rarely uses these complicated or advanced sub-modules. This creates a pos-
sibility that in spite of the software is tested vigorously; the user may find out
defects in the very early stage of the usage and may occur very frequently. Hence it
was decided that during the integration testing, the software reliability concepts
would be used.

Steps Involved
The step by step approach to use the operational profile model is given below.

Step 1. Determine all possible modules, sub-modules and scenarios
The mobile phone software contains many sub modules and scenarios. Using
the requirements captured from the customer, all the possible scenarios can be
captured. It is possible that these scenarios can be triggered at the same time.
For example it is possible to receive a call while typing a message. These
types of scenarios have to be captured for the foolproof testing.

Step 2. Create n × n matrix
Create n × n matrix by arranging all the possible sub-modules as the rows
and column headings of the n × n matrix. Then the interception point
defines one complex scenario. Find the outcome of the possible combi-
nation. An example of n × n matrix is shown in Table 6.2. If the generated
scenario is valid then it is numbered as per some naming convention. E.g.
all valid scenarios are marked here as T1, T2, T3 etc.
If the generated scenario is valid then it is numbered as per some naming
convention. E.g. all valid scenarios are marked here as T1, T2, T3 etc.
It is found that individual scenarios are valid but their combination may not
be always valid. For e.g. Trying to run following two scenarios, “Reject
Incoming Call” and “Receive Voice Call”. In this case, its interception
happens to be invalid. Invalid scenarios are marked as “F”.

Step 3. Add the possible scenarios from n × n matrix to the list of scenarios
After finding out the complex scenarios, add those scenarios to the list of
scenarios in step 1.

Step 4. Assign probability of modules
The main purpose of this testing is to conduct the testing from users’ angle.
To do this, the probability of usage for each module is to be captured.
Conduct an internal/external survey and decide the probabilities.
Before testing, based on the past experience in the similar software testing,
the team decided that the testing time would be 180 min for each iteration
(Table 6.3). The time for each sub-module will be derived from this time
considering the individual probabilities.
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Table 6.2 n × n matrix to find out all scenarios

Modules Parameters Make
voice
call
using
key
pad

Make
voice
call
using
call
log

Make
voice
call
using
phone
book

Receive
voice
call

Reject
incoming
call

Volume
level

Call Make voice call
using key pad

T1 T2 T3 T4 T5 T6

Call Make voice call
using call log

T10 T11 T12 T13 T14 T15

Call Make voice call
using phone book

T19 T20 T21 T22 T23 T24

Call Receive voice call T T T T T T

Call Reject incoming
call

F F F F F F

Call Volume level F F F T T T

Media
player

Playing music file T T T T T T

Media
player

Media player
function (Rewind,
Pause, Forward)

F F F T T F

Phone
book

Adding contacts
(view contact list)

F F T T T F

Phone
book

Assign ringtone to
a contact

F F F T T F

Phone
book

Deleting contact
(view contact
details)

F F T T T F

Phone
book

Editing contact F F T T T F

File
browser

Create folder F F F T T F

File
browser

Delete folder F F F T T F

Organiser
and tools

Creating task F F F T T F

Organiser
and tools

Calender-reminder F F F T T F

Phone
profile

Normal mode T T T T T T
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Cumulative probability is determined by sorting the modules in the
descending order of probability and using the formula.

Cumulative probabilityx ¼
Xx

1

individual probability

Step 5. Assign probability of sub-modules
Once the probability of modules is determined, the probability of each
sub-module inside the module is determined. Conduct an internal/external
survey and decide the probabilities.
After finding the probabilities for each sub-module, the probabilities of
each module were split again to find out the testing time for each sub
module (Table 6.4). Cumulative probability is determined by sorting the
sub modules in the descending order of probability and using the formula.

Cumulative probabilityx ¼
Xx

1

individual probability

Step 6. Assign probability of scenarios
Once the probability of sub-modules is determined, the probability of each
scenario inside the sub-module is determined. Conduct an internal survey
and decide the probabilities.
Now, each sub module is split into the valid scenarios. There exist single
scenarios as well as combination of scenarios as mentioned above. These
valid scenarios are clubbed into the respective sub modules and the
probabilities of the respective scenarios are calculated. An example of the
scenarios under the sub module receive voice call is given in Table 6.5.

Step 7. Generate random numbers
After determining the scenarios and the cumulative probabilities, generate
a set of random numbers for module, sub-module and scenario. Conduct
the test of the scenario, whose cumulative probability is just above the
random number.
For example, Random numbers generated are as in Table 6.6.

Table 6.3 Probabilities of modules

Total time: 180 min

S. no. Mode Probability Cumulative probability Time

1 Call 0.5 0.5 =180 × 0.5 = 90

2 Media player 0.2 0.7 =180 × 0.2 = 36

3 Phone book 0.1 0.8 =180 × 0.1 = 18

4 File browser 0.1 0.9 =180 × 0.1 = 18

5 Organiser and tools 0.05 0.95 =180 × 0.05 = 9

6 Phone profile 0.05 1 =180 × 0.05 = 9
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Table 6.4 Probabilities of sub modules

Sr
no.

Module
name (min)

Sub module Sub module
probability

Submodule—
cumulative
probability

Testing
time (min)

1 Call (90) Receive voice call 0.3 0.3 27

Make voice call
using key pad

0.2 0.5 18

Make voice call
using call log

0.2 0.7 18

Make voice call
using phone book

0.2 0.9 18

Volume level 0.1 1 9

2 Media
player (18)

Playing music file 1 1 18

3 Phone
book (36)

Adding contacts
(view contact list)

0.5 0.5 18

Assign ringtone to a
contact

0.2 0.7 7.2

Editing contact 0.2 0.9 7.2

Deleting contact 0.1 1 1.8

4 File
folder (18)

Create folder 0.5 0.5 9

Table 6.5 Scenarios under software sub modules

Module Sub module Scenario

Call Receive voice
call

0.5 0.3 Receive a incoming voice call, and receive another incoming
voice call

Receive a incoming voice call and reject another incoming voice
call

Receive a incoming voice call and make a outgoing voice call
through phone book

Receive a incoming voice call and make a outgoing voice call
through call log

Receive a incoming voice call and make a outgoing voice call by
dialling key pad

Receive a incoming voice call

Reject a incoming voice call

Table 6.6 Random numbers
generated

Module Sub-module Scenario

Random number 0.620 0.227 0.583
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For module, the random number is 0.620, this between the cumulative proba-
bility of 0.5 and 0.7. Hence the module to be tested is media player whose
cumulative probability is 0.7 (Table 6.3). Then select the sub-module of media
player, in this case only one.

If there are more than one sub module, use the same method used for module.
Repeat the same for scenario and do the testing that the scenario selected by the
random number. Repeat the same by generating another set of random number.

Benefits
The benefits of software reliability based testing are more precise satisfaction of
customer needs, better effort and schedule control, increase in productivity, more
systematic management of project etc.

Many undetected defects during the normal testing were detected in this test. It
was observed that the defects, which were leaked to the customer, were reduced
drastically. A general graphical representation of the benefit of software reliability
based testing is shown in Fig. 6.6.

6.7 Emerging Techniques in Software Reliability
Modeling—Soft Computing Technique

Increase in the budgetary allocation towards computerization/up gradation of the
existing systems, in almost all the sectors has resulted in an increase in demand for
developed software. The statistics of the last few decades show an exponential rise in
the demand for developed software. This increase in demand has created a milieu of
competition among the software developing organization, to provide high quality
software in shorter duration and at lower cost. Considering the increase in demand
for software, proper performance prediction in the early stages of the development is
a must to sustain in the market. To provide this, software services organizations have
adopted various software engineering process models such as capability maturity
model (CMM), capability maturity model integration (CMMI), ISO 9001:2000, etc.
[16, 17] and practice of the project management concepts defined in the project
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management body of knowledge [18]. However, as per the data published by
Standish group [19, 20], one cannot find any significant change in project success
rate over the last one-decade, even though there is an increase in percentage of
successful projects. It shows that while the percentage of challenged projects (the
project is completed and operational, but over budget, over the time estimate and
fewer features and functions than initially specified) reduced significantly from 40 %
in 1996 to 19 % in 2004, The percentage of successful projects (The project is
completed on time and on budget, with all features and functions originally speci-
fied) has not improved and lies between 26 to 35 %. In the last 10 years, the
percentage of ‘failed’ projects (the project is canceled before completion or never
implemented) is fluctuating between 46 to 53 % [19, 20]. This means that knowl-
edge gained during this period has helped in converting projects from ‘challenged’
to ‘success’ category. Considering the fact that various quality process models were
implemented largely during this period, one can safely assume that; this was one of
the important contributory factors for this shift of projects from ‘challenged’ to
‘success’ category. This is a real concern and need to be addressed, so that the
projects falling in ‘failure’ category can be moved to ‘challenged’ and ‘success’
categories. In order to develop economically viable software, the performance pre-
diction during the software development life cycle should be more accurate, so that it
will help the developer to correct the lacunae or flaws. A more accurate prediction
will help the organization to correct the flaws well in advance for better resource
utilization.

The software size and complexities are increasing and software project man-
agement has become crucial. The industry demands for consistent software quality
within the stipulated cost and time frame. In order to achieve quality, cost and
schedule target, quantification and prediction of the software product characteristics
early in the life cycle of development have become an increasingly important
problem. The primary factors affecting the determination of the characteristics of
the software product are the nature of the development process and the specification
of the product. Software does not manifest its quality properties directly; instead it
is exhibited through certain contributory measures of the process steps and inter-
mediate work products. A quantitative model which can relate product and process
attributes of the software development is needed.

Benefits of quantitative prediction of the product attributes and process attributes
are two fold: first it will improve the process and second it will lead to the better
project management. Improved software process and better project management is
needed in order to deliver high quality product, at low cost, at agreed time and
schedule with high customer satisfaction.

While predicting the project parameter performance, one must consider the
environmental factors which affect the performance of the organization along with
the other technical and process parameters. A set of new environmental parameters
such as Group maturity rating (GMR), Defect rating (DR), Project risk index,
process compliance index (PCI) and coefficient of variation of historical data are
developed for predicting the project performance along with the in-project
parameters.
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6.7.1 Need for Soft Computing Methods

There exist a number of software prediction models defined by many researchers
[21–29]. However, end to end metrics predicting the software life cycle phases are
very less. In addition, most of the studies in the area of software performance
prediction does not talk about working environment or assumes that there is no
change in environment. Pham [30] defined a set of environmental parameters, but
are limited to the software reliability models. Most of the prediction models
available in the three major software engineering journals from 1980 to 2005
repeatedly use some of the better known and publicly accessible data sets [31, 32].
The usages of actual industrial data for validating the models are not in seen
regularly. Hence, there is a need to identify the environmental parameters for end to
end prediction of software life cycle parameters and to validate the model with the
industry data. There is scope to develop a performance prediction model incorpo-
rating in-project and environmental parameters to nullify the influence of envi-
ronment in the model. The model needs to be flexible enough to use in industry
without major modifications. It is proved that the usage of soft computing methods
for prediction gives better results than the conventional methods [33–37].

There are many software performance prediction models available. However,
there is no universally acceptable model available that can be trusted to give accurate
results in all circumstances. Depending on the situation, we have to choose the
proper prediction model. In addition, while using most of these models, prediction is
possible at the end stages of the project. This makes difficult for the industry to take
corrective actions to the quality of software. True reliability cannot be measured
until the software is completed and delivered to the customer. It will be better if the
industry is getting the information about the performance of the project early in its
life cycle. This will make the developers to act on the quality problems well in time,
which will be cost effective also better than fixing it lately at a high cost. Since
developing environment is very dynamic, trusting the past projects for predicting the
future may not yield good results. It will be better if we construct a metrics, which
will use the organizational baseline to predict the performance in the early stage of
the project. As the project progresses, the data from the project will be picked and
will refine the prediction. Ultimate aim is to develop a metrics model that will
consider all aspects of the software life cycle and predicts the reliability dynamically
as the project progresses in order to meet the software reliability target with ease.

6.7.2 Environmental Parameters

A set of environmental parameters (Group maturity rating, defect rating, project risk
index, process compliance index and coefficient of variation of historical metrics) are
defined and validated. These parameters can be used for effective tracking of the
projects. Using these parameters along with the in-project parameters, a set of per-
formance prediction models are defined. These models are defined using artificial
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neural networks and predict the performance of the subsequent phases. These per-
formance prediction models will help the project manager to plan and execute the
project in optimally. A brief on the environmental parameters defined is given below.

Defect Rating (DR)
There exists a unique relationship between Defect density (DD), Residual Defect
density(RDD) and Review Effectiveness(RE) and these three parameters are to be
treated together. Low DD and low RDD is the best. When RDD is more and DD is
less, it implies to the ineffective in-house testing and review. Here the influence of
review effectiveness comes into picture. An effective review will definitely helps the
defect densities to come down, but may not be in a linear scale. Considering these, a
new parameter called Defect rating (DR) is developed using the different combinations
of DD, RDD and RE (Fig. 6.7 Fuzzy membership functions for defect rating). Where,

1. Defect Density
Defect density is one of the important metrics of software organizations and
gives a picture of the quality of the projects of that organization. Defect density
is defined as the defects per unit size of the software entity being measured.
Defect density can be correlated with many parameters like the project man-
agement practices and processes followed by the project team, the technical
knowledge of the organization, and on the competency of the people. Due to
these factors, the historical information about the defect density of projects will
always help the organization to decide on the time required for review and
testing and stoppage rules of testing.

2. Residual Defect Density
Residual defect density shows the quality of the projects delivered by an orga-
nization and this is also one of the important defect metrics for an organization.
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Residual defect density (RDD) is the measure of the unresolved defects after
release of the software entity per unit size. This number indicates the number of
defects passed on to the customers after completing the in-house testing. RDD
plays a crucial role in the customer satisfaction since it directly affects the cus-
tomer whereas; DD defines in the quality of the in-house development.

3. Review Effectiveness
During software development, there exist many opportunities for errors. Even
though, in ideal conditions, one expects no defects are injected during the
development process, the same is an impossible target. In this scenario, the best
possible method is to remove the maximum possible error injected as soon as
possible. The first possible chance for finding out the errors while developing
software is the review process. Review effectiveness (RE) is the ratio of total
defects found during reviews to the total no of defects found during the entire
life cycle. This can be expressed as,

RE ¼ Number of defects found during review of defects found during lifecycle
Number of defects found during lifecycle

� 100%

This will help the organization to know the health of the project. It also avoids
the problem of comparing projects in different technologies since DD and RDD
are correlated to the technology and review effectiveness is independent of
technology. Tables 6.7, 6.8 and 6.9 illustrate the formulae used to find the
membership values of DD, RDD, and RE, respectively.
A fuzzy logic model was created for defect rating. Sixty four different rules were
created based on the input–output combination and fed to the fuzzy engine.

Project Risk Index
During project execution, every project is considering some assumptions. There
exists a set of risks with each assumption. Also there is a possibility of the influence
of external parameters in each and every project. Before project kick off, the project
team analyzes all the anticipated risks associated with the project. For better
management of the risk, quantitative tracking of risks is mandatory. Project risk

Table 6.7 Defect rating—
evaluation criteria—defect
density

Membership function Membership values

Very good 0; l� 9r
2 ; l� 7r

2 ;l� 5r
2

Good l� 7r
2 ; l� 5r

2 ;l� 3r
2 ;l� r

2

Poor l� 3r
2 ; l� r

2 ; lþ r
2 ; lþ 3r

2

Very poor l;lþ r;lþ 2r;1

Table 6.8 Defect rating—
evaluation criteria—residual
defect density

Membership function Membership values

Very good 0; 0; l� 3r
2 ; l� r

Good l� 3r
2 ; l� r; lþ 3r

4 ; lþ 5r
4

Poor lþ 3r
4 ; lþ r; lþ 13r

4 ; lþ 15r
4

Very poor lþ 3r; lþ 7r
2 ; lþ 9r

2 ; 1
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index is used for this purpose. Each associated risks are categorized based on its
probability of occurrence, its impact on the projects and the possibility of identi-
fying them in advance. Each of these parameters is ranked into different classes for
example the probability of occurrence is classified into “Rare”, “Low”, “Moderate”,
“High” and “Inevitable” (Fig. 6.8: Fuzzy membership functions for project risk).
A fuzzy logic method is used to identify the final risk index. The average risk index
of all the risks of the project is considered as the project risk index. The risk index
can be calculated as the product of the probability of the risk, its impact on the
project and the possibility of identification

Process Compliance Index (PCI)
Success of the project execution largely depends on well defined process. Most of
the organizations have developed well defined processes for their project execution.
However, even if an organization defines the best available processes, it will not
yield any result unless the same is being followed in the organization with its right
spirit. Process Compliance Index (PCI) is the quantitative representation of the
process being executed as per the standards defined with in the organization. Steps
to formulate the PCI is given below

Rare

M
em

be
rs

hi
p 

fu
nc

tio
n

Probability

Low Moderate High Inevitable
1

0 10.2 0.80.60.4

Certain

0 5

High Moderate Low Remote
1

M
em

be
rs

hi
p 

fu
nc

tio
n

Identification
1 432

Minor

0 5

Low Moderate High catastrophic
1

M
em

be
rs

hi
p 

fu
nc

tio
n

Impact
1 432

Non
important

0 5

Low Moderate Important
Very

important1

M
em

be
rs

hi
p 

fu
nc

tio
n

Project Risk Index
1 432

Fig. 6.8 Fuzzy membership functions for project risk

Table 6.9 Defect rating—
evaluation criteria—review
effectiveness

Membership function Membership values

Very good 0; 0; l� 9r
4 ; l� 3r

2

Good l� 9r
4 ; l� 7r

4 ; l� 3r
2 ; l� 3r

4

Poor l� 3r
2 ; l� 3r

4 ; l� r
4 ; lþ r

Very poor lþ r
4 ; lþ 3r

4 ; 100; 100
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1. Identify the key processes that will have a great impact on business
performance.

2. Identify the key activities which control the processes and can be monitored on a
periodic basis.

3. Provide ratings for the compliance of each activity, like 1 if activity is com-
pletely done, 0.5 if activity is partially done, 0 if activity is not done and “NA” is
the activity is not applicable for that project.

4. Provide clear guidelines for assessment of the implementation levels of each
activity, i.e., when to give rating of 1 for an activity and when to give 0.5 for the
same activity, etc.

5. Provide rating for each activity, since the impact one activity on project may not
be same as that of another activity.

6. The PCI can be calculated using the formula

PCI ¼
Pm

i¼1 /iPm
i¼1 /max

� �
� 100%

Here,

/i ¼ wiqi qi ¼ 0; 0:5; 1
0 otherwise

�

and,

/max ¼ wi qi ¼ 0; 0:5; 1
0 otherwise

�

wi is the weight associated with activity i, qi is the rating of activity i and m is
the total number of activities.

Group Maturity Rating (GMR)
The maturity of an organization depends on the success of the projects they have
executed in the recent past and on the capability of the people in the organization.
Hence the historical data on the recently executed projects and data of the ongoing
projects are playing a very important factor in determining the maturity of the
group. The historical data from the past projects of the organization is considered
for rating the different groups within the organization. A new environmental
parameter called Group maturity rating (GMR) [38] is developed using fuzzy logic
approach. This rating can provide information about the capability of the group
which develops the software. Since the experience in developing software plays a
major part in the success of the future projects, this rating is an important envi-
ronmental parameter. There are five metrics parameters are considered for devel-
oping the GMR. They are
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1. Schedule Variance (SV)
Schedule Variance is percentage of variance of the actual duration for an activity
to the planned duration. It is a measure of variation in meeting with the software
project’s planned deadline date. It can be calculated using the formula

SV ¼ dactual � dplanned
dplanned

� 100%

Where, d is the duration.
2. Effort Variance (EV)

The effort variance (EV) is the percentage variance of the actual effort with
respect to the planned effort. It is a measure of how effectively the estimation
and planning was conducted for a software project. It can be calculated using the
formula

EV ¼ eactual � eplanned
eplanned

� 100%

Where, e is the effort.
3. Customer Satisfaction Index (CSI)

A clear Understanding of customers’ perceptions helps the software organiza-
tions to determine the actions required to meet the customers’ needs. Customer
satisfaction measurement helps to focus more on customer outcomes and
stimulate actions for improvements in the work practices and processes used
within the organization. The Customer Satisfaction Index represents the overall
satisfaction level of that customer as one number in a scale of 1–5, where 1 is
the minimum and 5 is the maximum. Sixteen questions in the area of project
execution, quality of the service and the communication with the customer are
given to the customer to rate. Each question is assigned with a weightage.
CSI is calculated using the formula.

CSI ¼
Pn

i¼1 SiPn
i¼1 Smax

� �
� 5

Here;

Si ¼
0 ri ¼ 1

wiri ri ¼ 2; 3; 4; 5

�
and;

Smax ¼
0 ri ¼ 1

wi � 5 ri ¼ 2; 3; 4; 5

�

where, wi is the weight associated with question, n is the rating of question i and
n is the number of questions.
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4. Process Compliance Index (PCI)
Process compliance index of the projects that are considered for calculating the
GMR are determined in the same way as mentioned in Sect. 3.3.

5. Defect Rating
Defect rating is calculated using the methodology mentioned in previous section
is used as an input for group maturity rating.
Fuzzy approach is selected since the parameters are either linguistic in nature or
they are fuzzy in nature. In the this model, the fuzzy input sets are Process
Compliance Index (PCI), Customer Satisfaction Index (CSI), Schedule Variance
(SV), Effort Variance (EV) and Defect Rating (DR). The output parameter of the
fuzzy system is Group Maturity rating is defined as the rating given to each
project group in the organization based on its past performance. The output for
the fuzzy system is linguistic variable Group Maturity rating and is defined as
{“A”, “B”, “C”} (Fig. 6.9 Fuzzy membership functions for GMR). Based on the
input-output combinations One thousand nine hundred and twenty rules are
created using the fuzzy system editor contained in the Fuzzy Logic Toolbox of
Matlab. These rules are fed to the fuzzy engine. By changing the input, the
corresponding output can be arrived at. Using the organization’s historical data
the maturity rating of the different groups can be found out. This will be a single
measurement unit for the organization to assess different groups with in since
most of the groups will be working on different domains, different technology
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and on different type of projects, it will be difficult to compare them with out a
single measurement unit.

Coefficient of Variation of Historical Data
Coefficient of Variation (Cν) is statistical measure of the dispersion of data points in
a data series around the mean and defined as the ratio of the standard deviation to
the mean. The coefficient of variation is a dimensionless number. It is a very useful
statistic for comparing the degree of variation from one data series to another, even
if the means are drastically different from each other. For the Anil-Verma model,
different Cν’s are used. These parameters are derived from the metrics of the
historical projects. Cν is calculated using the mean and standard deviation of these
metrics. They are mentioned below.

• Cν_DD—Coefficient of Variation–Defect Density
• Cν_ced—Coefficient of Variation–construction effort distribution
• Cν_DD—Coefficient of Variation–Defect Density
• Cν_ded—Coefficient of Variation–design effort distribution
• Cν_red—Coefficient of Variation–requirement effort distribution
• Cν_rwed—Coefficient of Variation–review effort distribution
• Cν_ted—Coefficient of Variation–testing effort distribution
• Cν_tev—Coefficient of Variation–total effort variance

6.7.3 Anil-Verma Model

A set of prediction models are developed using neural network for predicting the
project parameters like effort, defect density, duration, review effort and review
duration using the in-project and environmental parameters. The model can be used
along with the current process models within the software development organiza-
tion. Detailed implementation guidelines are prepared and it will help in systematic
implementation of the model and supports the software development organization
to attain higher maturity levels. The overall framework of the Anil-Verma models is
depicted in the Fig. 6.10. The Anil-Verma model is trained and validated using this
industrial data set. Validation of the models is carried out by data from three groups
in an industry which are geographically and functionally apart. Bench marking of
the model is carried out with the previous work and concluded that the current
model is better.

Results Obtained from Anil-Verma Model
The framework of the prediction equations is developed for the parameters in the
various phases of the software development life cycle. Data from a typical software
development organization of high maturity is collected to instantiate the framework
of prediction equations. Data from over 200 projects spanning over different geo-
graphical locations are collected. One can find different types of software developed
in a typical large software organization. In order to make things more clear, the
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concentration was on 3rd generation language (3GL). The concentration of this
study is limited to development type of projects. Collected data is analyzed to
eliminate the outliers and ensured that the outliers are removed from the data-set.
The training data set used to train different neural networks. Multilayer perceptrons
(MLP), Generalized feedforward networks (GFF), Jordan and Elman networks
(ELM) and Principal component analysis networks (PCA) are used for training the
data set. Different number of hidden nodes are used in MLP and GFF to find the
optimum number of hidden neurons. The data for validation is fed into these
networks. Using the actual output obtained and the predicted output from these
models, the performance of the networks are measured. General structure of the
Anil-Verma model is depicted in Fig. 6.11. The summary of all the phases and the
respective parameters are shown in Tables 6.10–6.14.

Table 6.10 Summary of the prediction model—project initiation phase

Project initiation

Total effort Total defect density QA effort PM effort

Size ✓ ✓ ✓ ✓

PCI_req ✓ ✓ ✓ ✓

GMR ✓ ✓ ✓ ✓

Risk ✓ ✓ – –

Cv_total effort variance ✓ – ✓ ✓

Estimated effort – ✓ – –

Cv-defect density – ✓ – –

Defect rating – ✓ – –

Table 6.11 Summary of the prediction model—requirement phase

Requirement phase

Req
effort

Req
duration

Req review
effort

Req review
duration

Req defect
density

Size ✓ ✓ ✓ ✓ ✓

PCI_req ✓ – ✓ ✓ ✓

GMR ✓ – – – ✓

Risk ✓ – – – ✓

Cv—total effort
variance

✓ – – – ✓

Team size_req – ✓ – ✓ –

Cv—req effort dist.
effort variance

– ✓ – – ✓

Effort_req – – ✓ ✓ ✓

Cv—review effort
distribution

– – ✓ ✓ –

Estimated effort – – – – ✓

Cv—defect density – – – – ✓

Defect rating – – – – ✓
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To validate the model, the model is applied into three different geographical
locations of a high maturity software development organization. These three geo-
graphical locations are acting as independent entities and are working under dif-
ferent working environments. They serve entirely different customer base and the
area of expertise is also not the same. In sort, we can consider them as separate
organizations. The model can be applied to different parts of an industry without
any modification. The results of the validation are mentioned in Table 6.15).

From the results obtained, it can be concluded that the environmental parameters
like Group maturity rating, defect rating, project risk index, process compliance
index and coefficient of variation of historical metrics are playing an important role
in the process performance prediction. The model which uses the environmental

Table 6.12 Summary of the prediction model—design phase

Design phase

Design
effort

Design
duration

Design
review
effort

Design
review
duration

Design
defect
density

Size ✓ – ✓ ✓ –

Effort_req ✓ ✓

DD_req ✓ – – – –

PCI_design ✓ ✓ ✓ ✓ ✓

GMR ✓ – – – ✓

Cv—design effort
distribution

✓ ✓ – ✓ –

Risk ✓ – – – –

Cv_total effort
variance

✓ – – – –

Duration_req – ✓ – – –

Team size-design – ✓ – ✓ –

Effort_design – – ✓ ✓ ✓

Cv—review
effort distribution

– – ✓ – –

Defect rating – – – – ✓

Effort_design
review

– – – – ✓

Cv—defect
density

– – – – ✓

Duration_design
review

– – – – ✓

Estimated effort – – – – ✓

DD_req – – – – ✓

Duration_design – – – – ✓
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Table 6.14 Summary of the prediction model—testing phase

Testing phase

Testing effort Testing duration Testing defect density

Size ✓ ✓ ✓

Effort_const ✓ – ✓

PCI_const ✓ ✓ ✓

Cv_testing effort distribution ✓ ✓ –

Team size_testing – ✓ –

DD_req – – ✓

DD_design – – ✓

DD_const – – ✓

Duration_const – – ✓

Teamsize-const – – ✓

Defect rating – – ✓

GMR – – ✓

Cv_defect density – – ✓

Table 6.15 Validation of models using industrial data

Project prediction parameters Mean magnitude relative error (%)

Testing data Validation data

Set 1 Set2 Set 3 Average

Total effort 0.095 0.06 0.053 0.145 0.084

Project management effort 0.058 0.051 0.029 0.08 0.056

Quality assurance effort 0.097 0.125 0.035 0.152 0.112

Total defect density 0.257 0.329 0.176 0.23 0.26

Requirement effort 0.106 0.061 0.078 0.086 0.078

Requirement duration 0.09 0.08 0.087 0.088 0.087

Requirement review effort 0.128 0.088 0.048 0.147 0.13

Requirement review duration 0.24 0.16 0.219 0.175 0.196

Requirement defect density 0.114 0.133 0.126 0.08 0.107

Design effort 0.106 0.111 0.108 0.101 0.108

Design duration 0.03 0.041 0.042 0.039 0.041

Design review effort 0.032 0.034 0.021 0.024 0.03

Design review duration 0.138 0.122 0.086 0.073 0.102

Design defect density 0.229 0.237 0.202 0.269 0.259

Construction effort 0.065 0.082 0.044 0.07 0.071

Construction duration 0.159 0.193 0.088 0.215 0.16

Construction review effort 0.04 0.059 0.033 0.069 0.057

Construction review duration 0.129 0.168 0.104 0.085 0.126

Construction defects 0.096 0.089 0.094 0.095 0.093

Testing effort 0.095 0.08 0.07 0.065 0.084

Testing duration 0.108 0.097 0.105 0.111 0.108

Testing defect density 0.104 0.105 0.082 0.136 0.104
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parameters as inputs performs better than the models which does not uses the
environmental parameters as input parameters. Project phase parameters from the
current development phase are used to predict the performance of the subsequent
phase along with the environmental parameters.
Implementation guidelines for Anil-Verma Model

Anil-Verma model can be implemented by following the steps given below
(Fig. 6.12).

Step 1. Identify metrics
Identify all metrics that are important for the organization and arrive at the
methodology of capturing it on a regular basis. Ensuring the integrity of
the data is an important step.

Step 2. Identify environmental parameters
Identify all environmental parameters that affect the performance of the
projects and arrive at the methodology of capturing it on a regular basis.

Step 3. Develop Historical data repository
Develop a methodology for collecting and depositing the historical data.

Step 4. Develop current project data repository
Develop a methodology for collecting and depositing the current project
data across organization.

Step 5. Develop framework of the model
Using the metrics and environmental parameters, develop the framework
of the model considering the most appropriate metrics and environmental
parameters.

Step 6. Pilot model
Pilot the implementation of the model in small group within the
organization.

Step 7. Train the model
Train the model using the past project information and find the best neural
network model.

Step 8. Validate the model
Use the model in running projects and calculate the error. Fine tune the
model for minimum error.

Step 9. Train people
Train the people to collect the metrics, how to analyze the metrics and on
the usage of the model.

Step 10. Organizational roll-out
If results from pilot are within the required accuracy, roll out the model
across the organization.

Step 11. Continual improvement
Improve the model on a continuous basis

Step 12. Merge the model with legacy system
After implementation, plan for merging of the model with the legacy
system to get online prediction.
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6.8 Future Trends of Software Reliability

Software reliability traveled a lot from the initial models which were concentrated
mainly on the testing phase to the new soft computing models where the models are
distributed throughout the lifecycle. The concentration is slowly shifting to the

Fig. 6.12 Implementation guidelines for Anil-Verma model
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cognitive nature of software development. The need of considering the environment
in which the software is being developed is identified and being worked upon.
However, this is a small step towards the future. As the world depends more and
more on software on day to day activities as well as for mission critical applications,
more reliable software is the need of the hour. In order to fulfill this requirement,
the software reliability has to cover a lot of ground. Considering the fact that the
reliability of the software largely depends on the human beings who develops it, in
the near future, the concentration will be on the human factor which affects the
reliability of the software.
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Chapter 7
Mechanical Reliability

Mechanical reliability is a very old subject, for as long as human has built things,
he/she has wanted to make them as reliable as possible. Mechanical Systems were
overdesigned by using larger safety factors in the past to avoid failures. Mechanical
reliability takes consideration of material engineering, durability of the components,
tribology aspects of product, operating conditions, environment and mechanics.
Further, understanding of statistics and probability is primary to understanding and
creating a reliable mechanical system.

It is very difficult to predict the Reliability of Mechanical components designed
for a specific system. The variables affecting the reliability include manufacturing
variation, material variation, variation in operational loading, duty cycle, environ-
ment, etc. There are some models developed using physics of failure technique in
order to predict the reliability of these components. Though these methods are
useful to know the sensitivity of the design parameters on the overall reliability of
the product, it is important to validate the product in the expected loading and
environmental conditions.

Part of generating the valuable historical data to predict future reliability of
mechanical components is classifying their failure. For example, the best data on
when the maintenance for a bearing in grinding equipment should be replaced,
knows when the bearings in the similar type of grinding equipments needed
replacing previously. Obviously, for new systems, this is not possible. Reliability
data from the existing systems can be considered for the new designs, If the new
design is quite similar to the current systems. For completely new designs, how-
ever, alternative means of estimating reliability must be employed.

It is imperative that mechanical parts, like most other items, do not survive
indefinitely without maintenance. A large portion of mechanical reliability is
determining when maintenance should be done in order to prevent a failure.
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7.1 Reliability Versus Durability

Reliability is defined as, (1) The duration or probability of trouble free performance
under stated conditions. (2) The probability that an item can perform its intended
function for a specified time under stated conditions. For non-redundant items this
is equivalent to definition 1. For redundant items this is equivalent to mission
reliability, which is the probability that the product will not fail to complete the
mission considering all possible redundant modes of operation.

Reliability is figured as the ability to meet criteria consistently, dependability,
trustworthiness.

Reliability engineering address two types of failures, product functional failures,
and failures like degraded performance. Normally failures are caused by mistakes
(ex: design, manufacturing, logistics or management), and lack of robustness.
Eliminating mistakes is primarily a matter of vigilance. Robust design requires
statistical engineering techniques.

“Reliability means failure mode avoidance”.
Durability is perceived as useful operating life (special case of reliability). It can

also be stated as the period of time before the failure rate increases due to wear-out
failure mode. Balbir S. Dhillon, and Hans. Reiche [1] says, it is concerned with the
selection of material (properties like endurance, hardness, toughness, etc.) and
performing design details in such a way that the resulting system is resistant to
degradation from factors such as fatigue, erosion, wear and corrosion.

Durability is the study of time dependent failure modes such as wear and
fatigue.

Durability is that function of a product that determines how long the product will
last under normal operating conditions. It is very unlikely that customers are willing
to pay for durable product when the product will soon be phased-out. Durability is
given priority out of all the dimensions of Quality when the product is very
expensive, is difficult to install or replace, and will not be soon obsolete.

An easy to grasp example of the value of durability is a 10 year light bulb for
hard to reach fixtures. It would be smart to emphasize the durability factor simply
because of the expense and trouble of replacement. They might cost four times as
much as a cheap bulb, but the cheap bulbs may need replacing every month. In a
similar fashion, we might market engine gaskets, brake linings, or any product
where the costs of replacement outweigh the cost of the product.

Some examples to clarify the definition are, Automobile Tire wear is a
Durability Issue. However, the Tire wears quickly (may be varied) by the sus-
pension unreliability. Oxygen cylinder carried by the mountaineers. Here the
Durability is depends upon the amount of oxygen. Reliability is failure of com-
ponents like valve stuck closed, etc. in spite of the oxygen content.

Table 7.1 compares reliability and durability. There is wide literature available
on the subject, mechanical reliability, for example, see reference [2–5].
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7.2 Failure Modes in Mechanical Systems

The failure modes for mechanical components are classified into three categories,

1. Failures due to operating load
2. Failures due to environment
3. Failures due to poor manufacturing quality.

This type of failures can be avoided by good product design as well as process
design. The designer should consider each of these modes to ensure that there is

Table 7.1 Comparison of reliability versus durability

Reliability Durability

Definition Survival probability It is related to the ability of item to
withstand the time dependent
mechanisms such as fatigue, wear,
corrosion, etc. It is expressed as the
minimum time before the occurrence
of wear out failures

Essential
difference

Reliability is the probability of
survival, in general terms i.e.,
regardless of the underlying
distribution of failures (decreasing,
constant, and increasing). The period
of time must be stated

Durability is a measure of how long
(time, cycles, etc.) to the
FIRST FAILURE, when the failure
mechanism is of a wear out nature.
(e.g.: fatigue, wear, corrosion, etc.)

Parameter Consistency is checked Degradation levels are determined

Method of
measurement

Distribution of life is plotted. Shown
in probabilistic quantity

Deterministic quantity

Tools Statistical analysis such as weibull
analysis, hazard analysis,
stress-strength analysis, etc.

Usage profile/duty cycle data, CAD
analysis (fatigue), endurance tests
fatigue tests

Measurement Bx life, survival probability, failure
rate

Single life figure

Ex: reliability of oil seal at 50,000
miles is: 0.9

Ex: durability of the brake liner is:
50,000 miles

Prediction Prediction of life of design to be
released

Prediction of design limits can be
found

Problems
raised due to:

1. Inconsistent design and
manufacturing process. 2.
Unsuitability of design to
application viz: environments, loads,
duty cycle

1. Strength 2. Endurance limits, 3.
Wear characteristics, 4. Stiffness

Design
requirement

Robust design is suitable Rugged design is suitable

Examples–
how
customer
perceived:

Failure over time, frequent failures,
MTBF (e.g. regular car troubles,
refrigerator service, etc.)

Life (e.g.: engine timing belt, head
lamp, etc.)
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sufficient margin of safety and design the process for minimum variability to meet
the reliability goals.

7.2.1 Failures Due to Operating Load

Tensile-Yield-Strength Failure: This type of failure occurs under pure tension. It
occurs when the applied stress exceeds the yield strength of the material (Fig. 7.1).
The result is permanent set or permanent deformation in the structure. A plastic
strain of 0.2 % is usually used to define the yield strength.

Ultimate Tensile-Strength Failure: This type of failure occurs when the applied
stress exceeds the ultimate tensile strength and causes total failure of the structures
at a cross-sectional point (Fig. 7.2). The entire cross section is highly stressed and
consequently is sensitive to material defects. This generally requires a good surface
finish, and good manufacturing quality controls to minimize material defects.

1. Ultimate tensile Strength
2. Yield strength

Compressive Failures: Compressive failures are similar to the preceding tensile
failures, except under compressive loads (Fig. 7.3). They result in permanent
deformation or total compressive failure causing the cracking or rupturing of the
material.

Brittle Fracture: Materials like cast iron, ceramic parts, glass which have little
capacity for strain hardening and are generally brittle, are extremely susceptible to
material defects and imperfections. The material is elastic until the fracture stress is
reached, so there is not yield point (Figs. 7.4 and 7.5). Then the crack propagates
rapidly and completely through the component. One of the characteristics of a
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Fig. 7.1 Stress versus strain:
1. True elastic limit,
2. Proportionality limit,
3. Elastic limit, 4. Offset yield
strength. P = applied load,
A = area of cross-section,
L = initial length,
l = deformation, E = Young’s
modulus, σ = stress, ε = strain

222 7 Mechanical Reliability



L

P

A 

l 

Fig. 7.3 Compressive load. P = applied load, A = area of cross-section, L = initial length,
l = deformation

Stress vs. Strain curve typical of structural
steel

Stress vs. Strain curve typical of 
Aluminum 

Fig. 7.2 Stress versus strain curves: a curve typical of structural steel b curve typical of
aluminum. 1. ultimate tensile strength, 2. yield strength, 3. rupture, 4. strain hardening region,
5. necking region

Fig. 7.4 Stress versus strain
curve of a brittle material 1.
Ultimate Strength, 2. Tensile
strength
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brittle failure is that the broken pieces can be rejoined to produce the same shape as
the original component. Reliability generally requires a good surface finish and very
few internal flaws.

Failures due to Shear Loading: Failures occur when the shear stress exceeds the
shear strength of the material when applying high torsion or high shear loads. These
failures generally occur on a 45° axis with respect to the principal axis.

Failures due to Contact Stresses: The stresses caused by the pressure between
elastic bodies like a round, cylindrical surface bearing on either a flat or a curved
surface. Ex: ball and roller bearings, gears, etc. Calculations of contact stresses,
contact area (circular, elliptical or rectangular area) are important for the investi-
gation of long term wear of the mating parts during its operation.

Creep Failures under Long term Loading: More materials will creep or flow to
some extent and eventually fail under constant stress less than the short-term
ultimate strength. Creep accelerates at elevated temperatures. It is seldom important
in materials at temperatures less than 40–50 % of their melting temperatures. Creep
should always be checked under conditions where high loading for long periods of
time are anticipated. The material tends to anneal and weaken over a long period of
time or at an elevated temperature. For the Creep damage is characterized by
reduction of Creep strength due to damage accumulation.

Bending Failures: A bending failure is a combined failure where an outer surface
is in tension and the inner surface is in compression. The failure can be represented
by tensile rupture of the outer material. The outer surfaces are highly stressed, and
consequently the tensile side is sensitive to surface defects. Reliability generally
requires good surface finish.

Fatigue Failures: Fatigue failures result from numerous repetitions of stress on
the part that is not as large as the stress required for immediate fracture (Fig. 7.6).
The microscopic cause of fatigue damage is due to the cyclic plastic flow in the
material at the source of a fatigue crack such as sharp corners. When the stress

Fig. 7.5 Brittle fracture
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amplitude is constant and the variation is cyclic, the life of the component can be
determined using the standard S/N (applied stress vs fatigue life) diagram available
in the literature. Sharp radii (Stress concentration areas), surface finish, corrosion,
temperature will affect the endurance limits of the material.

For design process, Minors rule is used to calculate the life of the component for
a given duty cycle.

Minor’s rule:

Xk
i¼1

ni
Ni

¼ D ð7:1Þ

where
D Damage
Life (L) 1 − D
Si Stress magnitude

There are k different stress magnitudes in a loading spectrum, Si (1 ≤ i ≤ k), each
contributing ni(Si) cycles, then if Ni(Si) is the number of cycles to failure of a
constant stress reversal Si, failure occurs

Failures due to Cavitation: Cavitation is a phenomenon of vapour or bubble
formations of flowing liquid, in a region where the pressure of the liquid falls below
its vapour pressure. These bubbles will collapse when they pass into higher regions
of pressures, causing noise, vibration and damage to many components. In case of
fuel injectors, this kind of mechanism will eventually reduce the efficiency. Mostly
cavitation occurs due to poor geometry design, and flow turbulences, etc.
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Fig. 7.6 Stress versus
number of cycles
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7.2.2 Failure Due to Environment

Product failures may occur due to extreme oxidation or operation in corrosive
environments. Certain environmental conditions accelerate the failure conditions.

For products which operate at high temperature environment it is very much
important to consider thermal stresses, coefficient of expansion of materials.
Constant temperature will not create thermal stresses. Transient conditions cause
expansion and contraction of the material.

These factors (Corrosion, temperature) are all a function of time and magnitude.
Failures Due to Poor Manufacturing Quality

This is generally due to improper inspection of materials, casting defects, weld
defects, heat treatment errors, cracks and defects in manufacturing. These reduce
the allowable strength of the material and result in infant mortality failures. Poor
heat treatment leads to improper material properties result into premature failure.

7.3 Reliability Circle

The development of an engineering product is a process with several steps such as
defining functional, performance requirements, conceptual design, preliminary
design, detailed design, validation of the product to customer specifications, man-
ufacturing the product to design specifications, shipping the product to customer
and last but not least is to take the feedback from product usage in the hands of
customer to gain knowledge for further improvements or in future designs. This
section explains the reliability activities in this product development life cycle and
the decision making involved.

Product development is a decision-making process, and reliability constitutes
one of the aspects that decisions are based on. Usually, it is the ability to meet
criteria consistently, dependability, and trustworthiness. It is not a subjective
parameter but rather a measurable parameter. Reliability is represented by the
probability that the product will satisfy functional requirements during a specified
period of time without failure under specified operating environments. Failure
means any event that prevents the product from meeting its functional requirements.
It may be catastrophic failures but also the performance deterioration below an
acceptable level, i.e., vibrations, reduced efficiency, etc. Generally, neither manu-
facturing nor service stages can increase the inherent reliability of the product. The
reliability of the product is built into its specifications and design process. If the
Manufacturing process does not meet the drawing specifications, the reliability will
be reduced. In this respect it is important to understand how reliability is built into
the product design.
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At conceptual design stage the system/product configuration is determined and
also the system reliability requirements. Overall reliability can be increased by
choosing a better configuration irrespective of the reliability of the individual
components. The Product reliability specifications will be decided from customer
requirements, competitive benchmarking and past experience with similar products.

At the preliminary design stage reliability engineer analyses the alternative
designs and performs reliability modeling and reliability assessment. Only the
components critical to the product functionality should be thoroughly analyzed. The
design concept will freeze based on performance parameters like speed, flow rate,
output, efficiency, etc., cost, reliability, maintainability and other constraints.

At the detailed design stage, reliability engineer anticipate the possible service
conditions and reliability techniques will be implemented accordingly. The devel-
opment of working drawings proceeds in parallel with the analysis of product
performance based on finalized dimensions, materials, and configurations, and with
experimental investigations of critical components. The reliability is estimated
based on stresses, usage cycle, and environmental conditions under which the
product is intended to operate. The discrepancy between the predicted reliability
and the real life behavior of the product in the service is a reflection of the deviation
between the state of knowledge and reality. Reliability engineers should minimize
this gap.

At Design verification and validation stage, Reliability testing is necessary
because designs are seldom perfect and because designers can not usually foresee,
or be able to analyze, all the likely causes of failure of the product in service. To
provide the basis for a properly integrated development test program, the design
specification includes all criteria to be tested (function, normal environment, abuse
conditions, safety). The development program should be detailed to validate all the
customer specifications. Reliability test program cover the range of environmental
conditions like temperature, vibration, shock, humidity, dirt, etc. Some tests are
designed with combined environments.

During manufacturing stage, plans will be detailed to manufacture the product in
conformance with the design specifications and decisions should be made with
respect to manufacturing machinery, fixtures and tools to be used, assembly, and
quality control system. Sound Quality assurance methods will be required to meet
the inherent reliability specifications.

After the product is shipped to customer during service period, field performance
data is collected to improve reliability prediction techniques and to develop more
realistic expectations on products design life. The data is also useful for future
product development programs. These reliability engineering activities during the
product development process follows in a closed loop manner as shown in Fig. 7.7.
It is a multifunctional department effort to deliver a reliable product to customer.
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7.3.1 Specify Reliability

The first step in the reliability circle is to establish the reliability
specifications/targets. It is essential that the requirements come from customer
needs and wants and program objectives.

The following are the different methods to collect the reliability information:
House of Quality (Customer needs and wants), customer surveys, benchmarking,
customer duty cycles and environment, experience from similar existing products
such as warranty data, etc. Gather the data from above sources and prioritize them
to set the targets.

Reliability requirements are statements that detail functional, mission oriented
requirements with minimum Life Cycle cost, resources and maximum probability
of success. It is essential to understand the Reliability metric’s customer impact &
financial impact.

a. Quality Function deployment (QFD)— capturing the voice of the customer
This is a tool to interface customer-marketing-design at the concept stage of new
products/services.
Objectives

1. Determine customer’s needs, requirements, and expectations before con-
ceptual design is translated into prototype design.

2. Let the customer rate each requirement in terms of importance and in terms
of your performance on similar products versus those of your best
competitors.

Operational/ 
Service

Reliability 

Specify 
Reliability  

Design for
Reliability 

Test for  
Reliability 

Manufacturing 
Reliability 

Fig. 7.7 Reliability circle
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3. Based on the ‘House of Quality’ matrix, determine the important, the diffi-
cult, and the new aspects of your design.

4. Deploy product specifications into part specifications, process specifications,
and production specifications using similar house of quality matrices.
In QFD, on far left, the customers’ most relevant requirements (the what) are
listed in order of importance. On the far right are the customers’ evaluations
of each requirement, with a rating of your company’s performance versus
competition. In the middle is a relationship matrix, comparing the linkage
(strong, medium, or weak) between each customer requirement and each
design specification (the how). A simple calculation then pinpoints those
engineering specifications that must be concentrated on to meet both cus-
tomer requirements as well as competitive strengths. At the bottom, there is a
comparison of each specification against a target value and against compe-
tition, based on reverse engineering (competitive analysis). On the roof is a
correlation matrix that shows whether each pair of engineering specifications
has a reinforcing correlation or a conflicting correlation.
Similar House of Quality matrices are developed to translate the, what of
engineering specifications into the how of parts specifications, with similar
translations cascading from parts to process, from process to production,
from production to test, and from test to quality requirements.

b. Reliability Measures Although we speak of measuring the reliability, it is
common to estimate the unreliability of equipment. Common Reliability
Measures/Metrics are MTBF, MTTF, Road calls/day, Repairs for Hundred units
in a year, B10 life, failure free operating period, Fatalities per trip etc. MTTF is
typically used for non repairable items. If the products underlying life distri-
bution is known it is very easy to calculate remaining parameters.
Mean time between failures (MTBF) is defined as the reciprocal of the failure
rate during the flat portion of the failure rate curve.
MTBF = Total time of all units/ Total failures
The unit of failure rate is ‘failures per hour’. The unit of MTBF is ‘hours per
failure’. So it is easy to confuse ‘MTBF’ and ‘life’. The fact that a product has a
product has anMTBF of onemillion hours does not imply that it will last onemillion
hours. For example in case of projector lamp, the design life is specified as 800 h.
During the period between 10 and 600 h very few burn out. In fact, the MTBF
approaches one million hours. However, between 600 and 1000 h, all will burn out.
Sometimes the reliability targets are associated with confidence limits. Ex:
Target B5 life for a fuel injection system is 5000 h with 70 % confidence.

c. Environment and Usage Environment and usage can kill the equipment, for
example the following problems were experienced during Gulf war:

• Engine life—Sand ingestion and high temperatures
• Sand ingestion—everywhere
• Differential expansion—clearance to interference fit
• Small animal infestation
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It is very important to get the knowledge of user environment and usage profile.
In some cases all aspects in the user specification could not be identified.

d. Reliability Apportionment Reliability apportioning is an important task in the
design and development of systems such as automotive systems (power train,
chassis, electric system, etc.), aircraft systems (power management system,
Landing gear systems, hydraulic system, high lift system, etc.). Following
factors should be taken into consideration in the reliability allocation process.
Criteria that should be used in System Reliability Apportion

1. Failure data The failure data of assemblies/subassemblies of existing systems
should be utilized in design of new system. The assembly that has a very low
failure rate is already reliable. In the new design it is very likely to apportion a
high reliability goal to this assembly. It is suggestible to improve the reliabilities
of these assemblies proportionally in order to improve the reliability of a system
in new design.

2. Criticality The criticality of failure of assembly represents the impact of its
failure on the system, its surroundings, and/personal; For example, If the Nose
landing gear system’s failure may cause catastrophic damage to the aircraft, so
that the criticality of the failure of this subsystem is high. This is the relative
effect of each subsystem upon the achievement of the flight’s mission objec-
tives. The criticality of the subsystem has a direct relationship with reliability
allocation. The subsystem with high criticality of failure should be allocated a
high reliability.

3. Maintainability Maintainability is the inherent characteristics of the product
related to its ability to be restored when the specified maintenance task is
performed as required. The higher or longer the repair cost or down time, the
worse the maintainability of the system is. The subassembly with poor main-
tainability is allocated a high reliability.

4. Complexity The complexity of an assembly is defined as the ratio between the
number of essential parts within the assembly (whose failures will cause the
assembly to fail) and the total number of such essential parts in the whole
system. The assembly with low complexity should be allocated high reliability.

5. Manufacturing data The reliability goal specified by the designer for an
assembly is assured through the manufacturing process. For an item that is
produced with sophisticated manufacturing processes obviously can get very
good Cpk, so it is relatively easy to assure reliability. For the item there is no
good manufacturing process means lower Cpk values, it is difficult to assure
high reliability. So, the item which produced with sophisticated manufacturing
process should be allocated a high reliability.

6. Operating environment This represents the temperature, moisture, vibration,
electromagnetic interference, contamination, corrosion, UV and so on under
which the item has to work. If the item operates in a worse condition, it is very
difficult to guarantee its reliability. For the items which operate in nice and
known environments should be allocated with high reliability.
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7. Cost The sensitivity of cost to reliability could be should be taken into account
when improving the reliability of a particular assembly. The cost sensitivity to
reliability is defined as the ratio C2�C1

R2�R1
of the cost increment C2 � C1ð Þ and the

reliability increment ðR2 � R1Þ. The higher the cost sensitivity to reliability, the
more cost to improve reliability of the subsystem. The assembly with low cost
sensitivity to reliability should be allocated a high reliability.

7.3.2 Design for Reliability

Design for reliability guidelines assist the engineers with a rule driven system to
achieve an inherently more robust design to improve the performance over time of
products and processes under customer usage and manufacturing process
conditions.

Design for reliability objectives are Identification of failure modes and pre-
venting them or minimize the effects of these failure modes. It is possible by
successful implementation of the techniques such as Failure mode and effects
analysis, Fault tree analysis, stress analysis, reliability modeling, design of exper-
iments, root cause analysis techniques and by implementing redundancy in the
design. The reliability will be built into product by providing safety factors to the
design.

The other objective is reduction of variability in presence of the noise. It is
achieved by applying design of experiments, parameter design and tolerance design
during product design.

The first major tool to be used is Failure Modes and Effects Analysis (FMEA).
This is an important tool to ensure that reliability is integrated with product design.
The FMEA tool can identify both specified and unspecified customer requirements
for a design, how failure may occur, the severity of such failure, and the probability
of the failure occurring. With these factors identified, we can focus the design
process on the major issues of the product and its potential use environment.

Reliability modeling is used to make initial product Reliability or failure rate
estimates. These estimates are important in understanding the feasibility of a
design’s capability of meeting the reliability goals needed to satisfy customer
requirements. Also, such calculations direct and assist in the determination of
design tradeoffs to ensure that the best design approach is taken.

Example 1 Calculate the Reliability of an actuator (Fig. 7.8)? Reliabilities of
cylinder, piston, Rod end, and piston seal at 50,000 flight cycles are 0.992, 0.99,
0.995, and 0.97.

Solution: Since all the components are essential for the successful extension and
retraction of the actuator, all the components fit in a series reliability model. So,
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RActuator ¼ RCylinder � Rpiston � RRod end � Rpiston seal

¼ 0:992� 0:99� 0:995� 0:97

Ractuator ¼ 0:9479@50;000 flight cycles

Example 2 A system has 12 components. Components 1 through 8 are different
and have reliabilities 0.98, 0.99, 0.992, 0.975, 0.984, 0.978, 0.96, 0.995 respec-
tively. Components 9 through 12 are the same, with reliability of 0.95. Components
4, 5 and 6 are critical, and each must operate for the system to function. However,
only one of the components 1, 2, and 3 has to perform its function and the same for
7 and 8. At least two of the four identical components must work, as well. Diagram
the system and find the probability the system survives.

Solution: The block diagram is shown in Fig. 7.9.
Reliability of components 1 to 3 is:
Ra = 1 − (1 − R1) ⋅ (1 − R2) ⋅ (1 − R3) = 1 − (1 − 0.98) ⋅ (1 − 0.99) ⋅

(1 − 0.992) = 0.999998
Reliability of components 4 to 5 is:
Rb = R4 ⋅ R5 ⋅ R6 = 0.975 × 0.984 × 0.978 = 0.938293
Reliability of component 7 to 8 is:
Rc = 1 − (1 − R7) ⋅ (1−R8) = 1 − (1 − 0.96) ⋅ (1 − 0.995) = 0.9998
Reliability of components 9 to 12 is:
Rd = 4C2 R

2(1 − R)2 + 4C3 R
3(1 − R) + R4 = 6 × 0.952 × (1 − 0.95)2 + 4 × 0.953

× (1 − 0.95) + 0.954 = 0.9995
Total reliability of the system = Ra × Rb × Rc × Rd = 0.9377

Cylinder Piston SealPiston
Rod end

Fig. 7.8 Simplified actuator
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7.3.2.1 Reliability Analysis and Prediction

Performing a reliability prediction provides visibility of reliability requirements in
the early development phase and an awareness of potential failure modes during
products life cycle.

Databases such as MIL-HDBK-217 were available for electronic components,
NPRD (Nonelectronic parts reliability data notebook) contain failure rate and
failure mode information for mechanical and hydraulic parts under the field con-
ditions in military, industrial and commercial applications. This kind of database
information is very helpful while the design is still on the drawing board.

In many cases similar type of components can exhibits different failure rates in
reality due to their application use, it would difficult to use published data base like
NPRD (Nonelectronic parts reliability data notebook) for failure rates.

There are several characteristics which contribute to differences in failure rate for
mechanical components.

a. Mechanical components such as gearboxes, Landing gear locks, and fuel
injection pumps, pistons, etc. often perform multiple functions. It would be rare
to find the failure data for each failure mode for specific application.

b. Failure modes such as wear, fatigue, corrosion, etc. do not follow constant
failure rate distribution because of cumulative damage in nature.

c. Mechanical components failure rate varies due to variable stresses, usage pat-
tern, modes of operation.

d. Failure definition is more critical for mechanical components. For example,
failure due to excessive noise, or failure due to leakage. It can be interpreted
differently at the product level, subsystem level or system level. Data banks do
not provide such kind of information.

1 

42 5 
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6 
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8
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12

2

Fig. 7.9 Block diagram of system
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Reliability analysis and prediction starts with identification of failure modes,
component level failure effects, subsystem level failure effects, system level failure
effects, critical safety and regulatory issues, and maintenance actions. Each failure
mode can have multiple failure causes/failure mechanisms. Reliability Engineer has
to estimate failure rate for each failure cause. All of these failure modes such as
corrosion, erosion, creep, cavitation, vibration and fatigue operate on the compo-
nent simultaneously which effects reliability of the component. Again, stresses on
the component may be static, cyclic with varying degrees, and transient behavior
also affects the durability of the mechanical components. Other these items which
can complicate reliability predictions are material properties variability, process
parameters variability, operating conditions such as temperature, vibration, different
fuels/liquids.

The reliability of mechanical parts is computed by:

1. Developing a failure rate model for each component
2. Probabilistic stress and strength theory for a particular failure mode

Failure rate model for a component involves the use of large scale data collection
from the field or controlled test data, which will be used to derive a relationship
between design and generic reliability factors and developing factor for adjusting
the reliability to estimate field reliability for the required application.

The general form of expression to compute part failure rate is [12]

kpart ¼ kbaseðpe; pA; pQ; . . .pinÞ ð7:2Þ

where, λ(lamda) part is the part failure rate.
The reliability prediction model for a failure mode is based on the following

parameters:

1. Component to component variation
2. Variation in dimensions, strength over a period of time
3. Variation in usage/application
4. Variation from external environment (climate and operating environment)
5. Variation from internal environment created by stresses from neighboring

components

Stress-Strength interference model is developed using the above parameters to
predict reliability.

Failure Rate Model for Compression Spring
Spring is a device used to exert force, provide flexibility, and to store or absorb

energy. Spring’s application may be static, cyclic, variable, light duty or heavy
duty. Reliability of a spring depends on material, its design characteristics, and
operating environment.

234 7 Mechanical Reliability



Table 7.2 shows failure mechanisms and causes of spring failure. Typical failure
rate considerations include: level of loading, loading frequency, operating tem-
perature and corrosive environment.

The following example describes the failure rate model for a compression spring
(Fig. 7.10). The details of physical and mathematical concepts of Spring can be
seen in references [6, 7].

The spring failure rate depends upon the stress on the spring and the spring rate
provided by the material. The spring rate (change in load per unit deflection), ‘k’ for
a compression spring is calculated using Eq. 7.3.

Table 7.2 Failure modes for
spring

Failure mode Failure causes

Fracture Material flaws

Hydrogen embrittlement

Surface roughness

Misalignment

Excessive loading

Wear Material defect

Improper surface finish

Misalignment

Loss of spring rate (Set) Material defect

Excessive loading

Fatigue

(O

L

Fig. 7.10 Helical compression spring
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k ¼ P
f
¼ Gd4

8D3Na
ð7:3Þ

where
k Spring rate, N/m
G Shear modulus, N/m2

d Wire diameter, m
D Mean diameter of spring, m
Na Number of active coils
P Load, N
F deflection = L1 − L2
L1 Initial length of spring, m
L2 Final deflection of spring, m

Torsional stress ‘S’ is proportional to the load, P according to the following
expression:

S ¼ 8KwPD
pd3

ð7:4Þ

where
S Torsional stress, N/m2

Kw spring stress factor
D mean coil diameter, m
d wire diameter, m

The spring stress correction factor, KW is a function of the spring index (ratio of
the coil diameter to wire diameter).

Kw ¼ 4C � 1
4C � 4

þ 0:615
C

ð7:5Þ

where: C = spring index = D/d
Stress can be calculated from Eqs. (7.2) and (7.3), and the ratio of stress to the

material tensile strength gives failure rate of spring (Ref. 7):

k ¼ kb
S
TS

� �3

¼ kb
kfDKw

TS � d3
� �3

ð7:6Þ

where: λ = Failure rate of spring, failures/million hours
λb Base failure rate for spring
TS Material tensile strength, N/m2
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Base failure rate is calculated from field data, in the absence of field data it is
calculated from experimental data.

The above equation is modified to a generic equation that adjusts the base failure
rate of a compression spring for different operating conditions.

k ¼ kb � pG � pd � pD � pN � pTS � pf � pKw � pr � pe � pq ð7:7Þ

where,
πG Multiplying factor which considers the effect of shear modulus on base failure

rate
πd Multiplying factor considers the effect of wire diameter on base failure rate
πD Multiplying factor considers the effect of coil diameter factor on base failure

rate
πN Multiplying factor considers the effect of number of active coils on base

failure rate
πTS Multiplying factor considers the effect of tensile strength on base failure rate
πf Multiplying factor considers the effect of spring deflection on base failure rate
πKw Multiplying factor considers the effect of spring stress correction factor on

base failure rate
πr Multiplying factor considers the effect of application spring cycle rate on base

failure rate (normally > 0.1)
πe Multiplying factor considers the effect of environment on base failure rate
πq Multiplying factor considers the effect of manufacturing Quality on base

failure rate

The parameters in the failure rate equation can be taken from the engineering
knowledge or by actual measurements. Other duty cycle, manufacturing, quality,
and maintenance contributions to failure rate can also be included to the base failure
rate equation as the experience grows.

For example, if a music wire of diameter 0.08 is fatigue tested with a cycle rate
of 250 cycles/min produced a failure rate of 2.5 × 10−5 failures per hour.

The πd, πr for a helical spring having a diameter of 0.09 operates at 250
cycles/min is calculated as,

pd ¼ d
0:08

� �3

¼ 0:09
0:08

� �3

¼ 1:424

pr ¼ r
250

� �3
¼ 250

250

� �3

¼ 1

Environmental Effects
Corrosion will reduce the fatigue strength limit of a spring. Corrosion is a pro-
gressive type failure mode. When fatigue is combined with progressive mode of
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Corrosion, spring may fail prematurely. In non-corrosive environments, cyclic
loading frequency generally has little effect on fatigue behavior of a spring. On the
other hand, fatigue behavior is strongly dependent on frequency in corrosive
environments. The corrosion fatigue strength decreases with decreasing frequency
and the fatigue crack propagation rate becomes faster at low frequencies.

The exact results of corrosive environment on spring functionality is difficult to
predict, also the reliability is difficult to quantify. If a spring is to be subjected to a
corrosive environment, selection of material, design, fabrication and processing of
spring material are best control measures against corrosion. Design and Material
selection can be based on environment, stress, compatibility, movement, and
temperature. Protective coatings such as zinc cadmium, chrome plating and rust
inhibitors such as phosphates, chromates, etc. can also be applied. In special situ-
ations, galvanized wire before coiling, shot peening, in case of stainless steel
springs cleaning springs before applying stress relief can be used to prevent stress
corrosion.

Fatigue failures can also happen as a result of electrical fields, which may
magnetize the spring material.

Multiplying factor, πe of 1.0 is used in conjunction with the base failure rate, if
the design takes into consideration of the above guidelines. Values of πe greater
than 1.0 are used based on in-house historical data with the spring and the operating
environment.

Quality Factor
Burrs, sharp edges during wire forming process has to be minimized. Also, dings,
nicks, dents can occur during handling, these can reduce fatigue life. The hardness
of the spring material can be sensitive to heat treat process. Quality control pro-
cedures for these operations should be reviewed. A multiplying factor, πq, of 1.0
should be used in conjunction with the base failure rate for known acceptable
quality control procedures (Such as Cpk > 1.33); otherwise a higher value for the
multiplying factor should be used based on previous experience with the
manufacturer.

Reliability Prediction of Bearings
From the stand point of reliability, bearings are among the few components that are
designed for a finite life because of the fatigue properties of the materials used.
Most bearings can be assigned a B10 life, which is the number of time units (Hrs or
Cycles) at a specified load that 90 % of bearings of similar type will complete or
exceed. Usually Lundberg-Palmgren method is used to calculate the B10 life. There
are a number of other factors that can be applied to the B10 life so that it more
accurately correlates with the intended operating environment. These factors
include material, process parameters, lubrication film thickness, misalignment,
speed, loading type and subjection to contaminants.
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The Lundberg/Palmgren bearing equation for B10 life is:

B10 ¼ ð C=Pð Þa�106 revolutions ð7:8Þ

where C dynamic capacity of the bearing,
P equivalent load
a 3 for Ball bearings, 3.3 for Roller bearings

Bearing Failure Modes
The common bearing failure modes, mechanisms and causes are listed in Table 7.3.
The most common mechanism of bearing failure is spalling/flaking. It is the con-
sequence of fatigue. Excessive loading and inadequate lubrication will lead to
failure of bearing. When flaking has proceeded to a certain state, vibration or noise
can be felt. This is the warning sign. Indents, scratches deep gouges are usually
caused by hard abrasive particles, being trapped in bearing or foreign debris ingress.
This failure mechanism may be caused by inadequate sealing, debris in the lubri-
cant, or installation damage.

Roller and tapered bearings have other failure mode defined as scuffing of the
bearing surfaces, this is caused by metal to metal contact. Initially it starts at
microscopic level, removal and transfer for material from one component to the
mating components and then progresses steadily once it start.

Table 7.3 Failure modes of bearing

Failure
mode

Failure mechanism Failure cause

Wear Abrasive particles (foreign
ingress)

Lubricant contamination

Excessive load

Vibration

Fatigue
damage

Flaking or spalling of ball/roller
raceway

Excessive load and speed

Impact loading

Brinelling Vibration, shock

Smearing Improper lubrication

Excessive contact stress

Noise Surface fatigue Improper lubrication

Micro spalling of stressed
surfaces

Housing bore out of round distorted
bearing seals

Seizure Crack formation races or
balls/rollers

Inadequate heat removal capacity

Inadequate lubrication

High temperature

Excessive loading and speed

Vibration Scuffing pitting of surfaces Misalignment, excessive
loading/unbalanced load

Corrosion
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Overfilling a bearing with too much grease can lead to excessive churning and high
temperature during operation. Overheating is indicated by surface discoloration
(blue/brown). This situation happens when the generated heat can’t dissipate correctly.

Failure Rate Prediction of Bearing
Bearing fatigue life estimation is combination of large number of design parameters
in relation to the sensitivity of the operating environment. Statistical methods are
used to calculate the failure rate, B10, B5 life of bearings based on the laboratory
testing results of large groups of the same type of bearing. B x life, is defined as the
time (hours/cycles/mileage) at which (100-x) % of the bearings operating at their
rated load and speed, can be expected to complete or exceed before exhibiting the
first evidence of fatigue.

Many developments took place in quality of materials and manufacturing since
the original development of the B10 concept to predict the bearing life. For instance,
materials with high cleanliness levels that are vacuum degassed or vacuum melted
are now widely used for bearings. Also, bearing components are manufactured to
higher precision standards for geometry, surface finishes. Because of these vari-
ables, bearing manufacturers have modified their B10 ratings with correction factors.
To evaluate a manufacturer’s bearing for reliability, it is best to utilize the published
B10 life and modify it according to the particular application. The following is an
expression for predicting the failure rate of bearings:

kBearing ¼ kbase � py � pA � pm � pc � pt ð7:9Þ

kBearing ¼ kbase � LS
LA

� �y A
0:006

� �2:36 mO
mL

� �0:54

�pc � pt ð7:10Þ

where
πy Multiplying factor for applied load
πν Multiplying factor for lubricant
πc Multiplying factor for water contaminant level
πt Multiplying factor for operating temperature
A Angularity error, in radians

Loading Factor: py ¼ LS
LA

� �y
, multiplying factors for the effect of lubrication

viscosity on the failure rate of bearing is shown in Fig. 7.11

Lubricant Factor: pm ¼ mO
mL

� �0:54
, multiplying factors for the effect of lubrication

viscosity on the failure rate of bearing is shown in Fig. 7.11

Alignment Factor: pA ¼ A
0:006

� �2:36
, multiplying factors for the effect of lubri-

cation viscosity on the failure rate of bearing is shown in Fig. 7.11
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Contamination Factor
Water contamination has a detrimental effect on fatigue. A water contamination
multiplying factor takes into account of bearing life degradation. This factor is
represented by the following equations derived from data in Ref. [8].

pc ¼ 1:04þ 1:03 � % of water in lubri:ð Þ� 0:065 � % of water in lubri:ð Þ2 ð7:11Þ

y 3.0 for Ball Bearings; 3.3 for Roller Bearings
LA Equivalent radial load, lbs
LS Bearing load capacity, lb
νO Specification lubricant viscosity, lb-min/in2

νL Operating lubricant viscosity, lb-min/in2

7.3.2.2 Stress-Strength Interference Theory

Normally safety factor is calculated considering strength of the material and stresses
acting on the component. In reality both of these are not deterministic quantities,
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but are random variables. Both can be represented by Probability distributions as
shown in Fig. 7.12. The reliability is calculated as the probability that the strength
will exceed the stress.

R ¼ P S[ sð Þ ¼ P S� sð Þ[ 0 ð7:12Þ

where:
R Reliability
P Probability
s Stress random variable
S Strength random variable
S mean of the component’s strength
s mean value of the load imposed on the component
rS Standard deviation of the component’s strength
rs Standard deviation of the stresses imposed

Standard deviation is a simple measure of the variation of attributes like stress,
strength, etc. about its mean value.

Interference area
If these pdf’s are completely separated means there is no interference between

them, then it is an absolutely reliable component.
If, however, the pdfs of both strength and stress are shown to interfere, in that

they intersect one another, as shown in Fig, then there is a probability the load
applied to an individual component will exceed the strength of the component, and
it will fail. The numerical value of this probability is a function of the area of the
overlap, and the larger the area of overlap the higher the probability that the
component will fail.

Reliability depends on variance and mean values of the distributions of strength
and stress. For the same safety factor, reliability may be different depending on the
variance. It is clear that the reliability decreases as standard deviation increases.

s, S

f(
S

),
 f

(s
)

Stress

Strength

Interference area

Fig. 7.12 Stress—strength
relationship
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Reliability can be improved either by increasing the mean value or by decreasing
variance of strength, but higher variance causes product-to-product variability
which is perceived as a sign of poor quality by the customer.

An established method, related to strength and stress interference, used in
design, is the use of safety margins. When designing reliability into a component
the term ‘safety margin’ (SM) takes on a special meaning and is calculated by the
following formula:

SM ¼ S� sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2S þ r2s

p ð7:13Þ

The steps to estimate the reliability using Stress-Strength interference approach
are,

a. Identification of Failure Modes or Failure mechanisms (mechanical
(static/dynamic), chemical, electrical, physical, structural or thermal) of the
component

b. Identification of appropriate failure models means Stress/Strength
Characteristics

c. Identification of Design Parameters for stress and Strength
d. Collect the appropriate data to calculate the statistics for stress and Strength.
e. Calculate the Reliability and safety Margin of the design.

Identification of Failure Modes or Failure Mechanisms for the Component
The ‘Failure Mode and Effects Analysis’ identify failures, which alone or in
combination have undesirable or significant effects on the product performance and
safety. Subsequently it identifies the potential causes for the failure modes upon
which the designer can take actions to eliminate the failure modes or reduce their
severity on the product performance.

FMEA takes into account of Historical failure information from all available
sources, such as warranty, internal test reports, Supplier testing reports, bench-
marking, etc. Failure modes are then prioritized based on severity/customer satis-
faction impact and other requirements.

Table 7.4 Typical stress/strength characteristics

Stress Strength

Mechanical stress Ultimate tensile, yield strength

Cyclic stress Endurance limit of the material

Temperature Material properties, thermal coefficient of expansion

Corrosion Material selection, coating thickness, corrosion resistance

Impact load Energy absorption capability

Wear/pitting Contact strength
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For example:

1. A large impacting load during the aircraft landing may cause a bogie beam
failure

2. Cyclic loads from different types of roads may cause fatigue failure to the body
structures, the initial cracks in the components, such as in engine, chassis, and
body structure may cause fracture failure.

3. The corrosive environment deteriorates the components and its load-carrying
capacity.

Identify the Appropriate Failure Models (Stress/Strength Characteristics)
In the stress/strength interference approach, Stress includes mechanical stress
(tensile, compression, etc.), strain, thermal loads, contact stress, etc. The strength
includes material strength (yield, ultimate), stiffness, and absorption capability.
Table 7.4 shows typical stress/strength characteristics.

Identification Design Parameters for Stress and Strength
The design parameters are those factors, which considered during the design stage
of product. These design parameters are specified in the drawings. These factors
affect either the strength or stress of the system.

Example: Gear design factors, which affect the stress, are cyclic loads, duty
cycles, and the speed at which gear operates.

The design factors, which influence the strength are the bending strength,
number of teeth, pitch diameter, lead angular error, adjacent pitch error and profile
error, etc.

Collect the Relevant Data and Calculate the Statistics for Stress and Strength
Most of the design parameters are not deterministic and have inherent uncertainty
because of variation in the material properties, component geometry, dimensions
(diameter, thickness, etc.), manufacturing or assembly process, heat treatment and
loads, etc. Aging is also a very important factor in causing variation in design
parameter values. Stress related data can be gathered from the customer usage
profiles. In general the duty cycle developed for product validation should represent
at least 95 % of customers’ usage. Strength data is gathered from in-lab test,
manufacturing audit reports, control charts, etc.

Such data is plotted to some statistical distribution to calculate the required
statistics (ex: Mean, Standard deviation).

Reliability and Safety Margin Calculation
After identifying and collecting the data of design parameters, Stress and strength
should be modeled as a function of these parameters. In most of the times it is a
tedious task, software analysis techniques can be used.

For example there are standard Gear life calculation programs from SAE
(Society of Automotive Engineers) or AGMA (American Gear Manufacturers
Association) are commercially available. Monte Carlo simulation is used to eval-
uate the stress and strength parameters to obtain a distribution of gear life values.
These values will be plotted using appropriate statistical distribution.
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If the calculated failure rate does not meet the target specifications, Based on the
reliability model, Reliability engineer selects the parameters which affect the failure
rate and take appropriate actions like change of material, or by tightening manu-
facturing quality procedures, etc.

7.3.3 Test for Reliability

Reliability Test Objectives
Reliability data is commonly obtained from laboratory tests, evaluation and quali-

fication tests, and acceptance tests. Reliability tests are designed with the objectives of,

1. Gathering the data which is necessary to measure or demonstrate reliability with
the degree of statistical confidence, and the given design is truly acceptable for
its intended application,

2. Determining a corrective and preventive maintenance program required to keep
the equipment in satisfactory operating condition,

3. Provide data which indicate necessary design modifications or operational
procedures and policies especially as they influence reliability and
maintainability,

4. Verifying the reliability analyses previously performed, and effectiveness of
design improvements done in design reliability

5. Determining

i. Warranty period that will enhance sales while assuring reasonable profile
ii. Maintenance/overhaul intervals to plan the relevant maintenance activities.

6. Providing information which can be used in later activities.

Types of Testing
Failure Mode Identification testing (FMIT): Failure mode identification testing
method is able to use as few as one prototype. The method is used to establish
multiple design inherent failure modes, rank the failure modes and estimate the
potential for improvement in the design. The outcome of this test is a matured
Design.

Highly Accelerated Life Testing/Over Stress testing: is a type of failure mode
identification test, which use one/two samples to establish multiple design inherent
failure modes, and establish operating and destruct limits of a product.

Reliability Demonstration Testing: Multiple samples are tested for known duration
for example, one equivalent life or 3 times the design life, etc. with all known stress
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sources present. The outcome of the test is reliability prediction, and target reli-
ability achievement.

Reliability Test Program
A reliability test program is a dynamic procedure, which changes and evolves with
the needs of design and development efforts. The first step is the preparation of a
comprehensive plan detailing the specific requirements of each category of testing
and described the testing responsibility of this departments involved. This plan
should have sufficient flexibility to allow modification as the program progress.

A major input to preparation of the test plan is a review of available data
pertinent to the specific product. Such data may satisfy some of the test objectives
and also may pinpoint potential trouble areas.

A test procedure must be prepared for each nonstandard part, material, sub-
contracted unit, assembly, subsystem, and for the system itself. This procedure has
step-by-step approach so that a given kind of test provides a basis for estimating
and scheduling the test program.

The major elements of a test are:

1. Objective: why is the test conducted? In most of the projects requirements are
often intended for overall equipment. These must be modified to suit individual
unit. Incomplete resolution leads to conflicts.

2. Performance Criteria: What is considered to be acceptable performance? Define
the failure?

3. Location and Test Equipment: where the test will be conducted? What type of
test rigs used?

4. Sample: what was tested? System or subsystem or unit? How many samples are
tested? Is the sample size adequate to demonstrate reliability with adequate
statistical confidence level?

5. Time: How long the test will be conducted? Are all test samples need to be
tested for same time? Or it will be a bogie test?

6. Conditions: What are the usage conditions to which the product is exposed?
Does the test cycle represent 95 % of customer duty cycles? Is it required to test
under multiple environmental conditions? Or, is it necessary to perform
sequential test? Must it perform one or more functions during each usage during
or after each exposure? What are the environmental conditions associated with
each usage condition? What kind of stresses can cause failure modes?

7. Results: Is the performance acceptable? Did the test generate any failures? How
the data analysis will be done? Find the appropriate statistical distribution?

8. Recommendations: If the target reliability doesn’t meet, what are the corrective
actions to improve design reliability?

These are further explained in a different manner as below, since the product
failures are due to lack of robustness, the stresses induced by variation in hardware,
conditions of use, and environment. Authors suggest to refer [9] for additional
details on this approach.
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1. Piece to piece variation of part dimensions and material properties
The test should be conducted on a large enough sample size, using statistical
theory, to replicate ‘piece to piece variation’.
Sample size:
The sample size is determined by the desired confidence level but this is often
modified, sometimes rather drastically, by the allowable cost and the time
available to run the test program. Sometimes Customers will specify the con-
fidence level goals in the Reliability target specification.

Example 3 How many numbers of shaft seals need to be tested to demonstrate a B5

life of 1000 h with 80 % confidence? Shaft Seal life follows Weibull distribution
with shape parameter 1.3 and the test time is limited to 500 h.

Solution: The reliability expression to demonstrate reliability when zero failures are
allowed:

RðtÞ ¼ exp
lnð1� a%ÞPk

i¼1

Ti
t

� �b
2
6664

3
7775

Here,

Test Goal = t = 1000
Testing time = (Ti) = 500
R(1000) = 0.95
α = 80 %

0:95 ¼ exp
lnð1� 0:8Þ
n 500

1000

	 
1:3
" #

By solving the above equation, n = 77.25
So, 77 seals need to be tested for duration of 500 h, without any leakage or
degradation to demonstrate B5 life of 1000 h with 80 % confidence.

2. Changes in geometry or Degradation of strength over time/mileage/flight cycles
(i.e., wear out and fatigue)
The test should be designed to generate the ‘variation in changes in geometry or
strength over time/mileage/flight cycles’. If this factor cannot be simulated, For
example by performing a test on parts that are already worn, or have been
manufactured to represent the worn parts. To illustrate this, It is well known fact
that Teflon seals used in a fuel injection pump produce wear on the drive shaft,
So it is important to perform a test on worn out shafts to find out the degradation
effects. Such kind of situation occurs during warranty part replacement or ser-
vice replacement.
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3. Customer usage and duty cycle
Generally the test cycle is derived from 95 % of customer’s usage profile. For
example: Vehicle manufactures collect the real time stress and strain data of a
chassis frame by installing the strain gauges at critical locations by driving the
vehicle at different customer operated terrains.

4. External environment
These factors reflect the basic test cycle. External environmental data such as
temperature, humidity, and EMI, etc. will be considered during the testing.

5 Internal environment created by stresses from neighboring components.
This factor based on the specific application. This source of noise often gets
ignored and paying attention to this noise factor can make the biggest gain in
test efficacy, and hence contribution to the reliability of the wider system.
To obtain the maximum benefits from the reliability test, it should contain:

1. Simultaneous combination and interaction of different types of physical
simulation of real action (environment, vibration, mechanical, electrical, etc.)
on the actual car components.

2. Providing each type of above action (testing) as a complicated simultaneous
combination of different types of simulation. For example, the environment
testing of the ECU (Electronic control unit) used in car does not envisage not
only the temperature and humidity, but also the simultaneous combination of
the temperature, humidity, dust, radiation, electromagnetic field, etc.

3. Providing each type of influences simulation as a complex process, which is
accurately similar to real life.

Table 7.5 shows the example of testing an Oil seal used in a gear box. All the
five noise parameters were considered during the reliability test, to demonstrate B10

life of 1000 h.

Table 7.5 Testing on oil seal

Noise parameter Considerations during the ‘oil seal’ test

Piece to piece variation ‘5’ Seals

Changes in geometry or
degradation of strength over time

Test continued till failure on all samples and analyze its
geometry, physical properties, etc.

Customer usage and duty cycle 1. Speed is cycled from 30 to 3000 rpm for every
30 min.

2. Testing in the oil used by the customer (different
brands/grades)

External environment Temperature: −20 to 100 °C, dust

Internal environment Variations from the matting components is taken in the
form of,

Run-out on shaft = 0.25 mm

Perpendicular offset = 0.25 mm
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7.3.3.1 Degradation Data Analysis

High reliability systems require individual components to have extremely high
reliability for a long time. Often, the time for product development is short,
imposing severe constraint on reliability testing. Traditionally, methods for the
analysis of censored failure time data are used to extrapolate mission reliability
from the longest test times-even though there may be few observed failures. This
significantly limits the accuracy and precision of the conclusions, motivating us to
search for better methods.

Many failure mechanisms can be traced to an underlying degradation process.
Degradation eventually leads to a reduction in strength or a change in physical state
that causes failure. Degradation measurements, when available, often provide more
information than failure time data for assessing and providing product reliability.

The basic approach is generate pseudo failure times for unfailed units by
extrapolating their degradation paths using some of the following models, in
Table 7.6.

where Y represents the parameters like wear, performance, quality levels, etc.

X represents duration, and
A, and B are model parameters to be solved for.

Once the model parameters Ai, Bi are estimated for each sample i, a time, Xi, can
be extrapolated, which corresponds to the defined level of failure Y. The computed
xi values can be used as times-to-failure for subsequent analysis.

Some advantages of using relevant degradation data in reliability analysis over,
or in addition to traditional failure data, are:

1. More informative analyses-especially when there are few or no failures.
2. Useful data often become available much earlier.
3. Degradation, or some closely related to surrogate, may allow direct modeling of

the mechanism causing failure, provides more credible and precise reliability
estimates and establishes a firm basis for often needed extrapolations in time or
stress.

4. Degradation data may increase physical understanding, and there by, enable
earlier rectification of reliability issues.

Table 7.6 Models for
generating pseudo failure
times

Model Expression

Linear Y = A · X + B

Exponential Y = B · eAX

Logarithmic Y = A LN(X) + B

Power Y = B XA
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7.3.4 Maintain the Manufacturing Reliability

The purpose of this step is to maintain the quality of the product to ensure func-
tional performance over time. In order to achieve it the manufacturing process need
to be monitored continuously, if any problems are identified during process capa-
bility studies, it need to be fixed.

No amount of good manufacturing can fix a poor design. On the other hand,
poor manufacturing can ruin the best of engineering design. Therefore there are
three requirements for achieving a reliable product:

1. The design must have margin with respect to the stresses to which it will be
subjected during manufacturing and actual field use.

2. The manufacturing process must be stable and completely documented.
Variations from the “tried and true” must be considered experimental until
proved.

3. There must be an effective feedback and corrective action system, which can
identify and resolve problems, quickly, in engineering, manufacturing, and field.

Process Control Methods
Process FMEAs (PFMEAs) can be used to examine the ways the reliability and

quality of a product or service can be jeopardized by the manufacturing and
assembly processes. Control Plans can be used to describe the actions that are
required at each phase of the process to assure that all process outputs will be in a
state of control. Factory Audits are necessary to ensure that manufacturing activities
(such as inspections, supplier control, routine tests, storing finished products,
Measurement System Analysis and record keeping) are being implemented
according to requirements.

The manufacturing process is also prone to deviations. The reliability engineer
ought to communicate to the production engineer the specification limits on the
KPVs (Key Process variable) that would define a “reliability conforming” unit. The
production engineer is then responsible for ensuring that the manufacturing process
does not deviate from the specifications. Here more aspects of reliability engi-
neering discipline merge with quality engineering. Statistical Process Control
(SPC) methods can be useful in this regard.

Burn-in and Screening are designed to prevent infant mortality failures, which
are typically caused by manufacturing-related problems, from happening in the
field.

Table 7.7 Relationship
between Cp, sigma, and
defect levels [11]

Cp Sigma (s) Defect levels

0.67 ± 2σ 5 %

1.0 ± 3σ 0.13 %

1.33 ± 4σ 60 ppm

1.66 ± 5σ 1 ppm

2.0 ± 6σ 2 ppb
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Online Quality Control
Before examining the sources and causes of variation and their reduction, we

must measure variation. Two yardsticks, Cp (meaning capability of a process) and
Cpk (Capability of a process, but corrected for non centering have become a
standard language of quality at its most basic or parametric level.

Cp is defined as the specification width (S) divided by the process width (P) or
range. It is a measure of spread. Another metric directly related to Cp is sigma.
Table 7.7 shows relationship between Cp, Sigma and the associated defect levels.
This is the true statistical meaning of Six Sigma, not the statistical dribble of
3.4 ppm, but a goal of two parts per billion (ppb) [11]. Industry level accepted
definition for six sigma process is the process which produces 3.4 defective parts
per million parts. Statistically normal distribution with 4.5 standard deviation on
both sides of mean value covers 99.99932 % parts, which means only 6.8 ppm.
However, in reality there will be natural movement in the process mean from its
target. This natural movement can come from systematic cause(s), or combination
of small random causes over time. Six sigma methodology has taken this into
account by 1.5 sigma variation to 4.5 sigma process mean.

Cp is used only as a simple introduction to the concept of process capability. It
does not take into account any noncentering of the process relative to specification
limits of a parameter. Such noncentering reduces the margin of safety therefore has
a penalty imposed, called a ‘K’ or correction factor.

Cp ¼ S
P

K ¼ D� X
X=2

or
X � D
S=2

Whichever makes K positiveð Þ

Cpk ¼ ð1� kÞCp

where
S Specification width
P Process width (±3 σ limits)
D Design center (D need not be at the midpoint of the specification width)
X Process average

Cpk is an excellent measure of variability and process capability because it takes
into account both spread and non-centering. (In process control, centering a process
is much easier than reducing spread. Centering requires only a simple adjustment,
whereas spread reduction often requires patient application of design of experiment
techniques). As in Cp, the objective should be to attain a higher and higher Cpk,
with a Cpk of 2.0 considered merely as a passing milestone on the march past zero
defects to near-zero variation.
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7.3.5 Operational Reliability

Does the Reliability process end with only maintaining Manufacturing
reliability/quality? The answer is a definite ‘No’. Continuous monitoring and field
data analysis are necessary in order to observe the behavior of the product in its
actual use (and abuse) conditions in the hands of customer, and use the gained
knowledge for further improvements or in future designs. In other words, loop need
to be closed, review the successful activities as well as the mistakes, and ensure that
the lessons learned are not lost in the process. Service Data analysis also provides
information regarding expected warranty returns in the near time, cost estimation,
and spare parts requirements at dealer facilities, etc. Tools such as Failure
Reporting, Analysis and Corrective Action Systems (FRACAS) can assist in cap-
turing the knowledge gained, as well as the necessary data, and can be deployed
throughout the Product Development Cycle.

Warranty failure data is analyzed using different approaches.

Weibull Analysis
The Weibull cumulative density function is:

F tð Þ ¼ 1� e� t=hð Þb :

The Weibull Reliability function is:

R(t) ¼ e� t=hð Þb :

β = The shape parameter
θ = The scale parameter. Also called characteristic life; 63.2 % of the population
fails by the characteristic life point regardless the value of the β. Bhote and Bhote
[11] covers wide range of examples and applications of Weibull distributions in real
time use like analysis of test data, field data, and comparing the designs, etc.

The Weibull distribution can be used in a wide variety of situations and,
dependent on the value of β, is equal to or can approximate several other distri-
butions. For example if,
β = 1 The Weibull distribution is identical to the exponential distribution.
β = 2 The Weibull distribution is identical to the Rayleigh distribution.
β = 2.5 The Weibull distribution approximates the lognormal distribution.
β = 3.6 The Weibull distribution approximates the normal distribution.
β = 5 The Weibull distribution approximates the peaked normal distribution.

The Dauser Shift for Weibull Analysis
When a Weibull Analysis is performed on a data set in which not all of the units in
population have been run to failure, then the suspended items (those that have run a
period of time and have not yet failed) must be accounted for. There are different
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ways of accounting for these suspended items depending on the information
available. This section details a method to analyze warranty data.

First, if the time (for ex: trucks-miles, Hrs) on each suspended item is known
then this data can be entered into the Weibull Analysis completing the data input to
the analysis.

Second, if the times on the individual suspended items is not known but there
exists sufficient knowledge about the suspended items with which to construct a
histogram of the times on these suspensions, then this histogram can be entered to
complete the data input to the analysis. Note: For a meaningful Weibull Analysis,
the histogram must be reasonably accurate. Otherwise the Weibull Analysis will be
misleading or down right wrong.

Third, if there is insufficient information either to enter the individual times on
each suspended item or to enter a truly representative histogram of the suspended
items, and, if only the total number of suspended items is known, the a Dauser Shift
can be used to complete the Weibull Analysis. Fred Dauser, of Pratt & Whitney,
division of United Technologies is the Statistician who developed this method to
adjust the Weibull line when the number of suspended units in the population are
known. The Dauser Shift, simply put, is first performed on the failed items as if it
were the complete population of items. The resultant Weibull line is then shifted to
adjust for the fact that the failed items don’t represent the total population of items
but rather a known (usually a small) portion of the population.

An outline of the method is as follows:

1. Plot the failure data on Weibull Probability Paper
2. Estimate the Weibull Parameters β and η.
3. Calculate the mean time to failure (MTTF).

MTTF ¼
P

Times to failure for each part
No: failures

4. Draw a vertical line through the MTTF.
5. Calculate the proportion failed in the total population, calculate the cumulative

failure point, and draw a horizontal line from this point.

Proportion ¼ No: of failures
No: of failures þ No: of Suspensions

Cumulative failure point ¼ ð1� e�proportionÞ � 100

6. At the intersection of the vertical and horizontal lines draw a line parallet to the
failure distribution. This is an estimate of the ‘true’ Weibull distribution.
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Example 4 Suppose there have been ten pulley failures with times of 1238, 4765,
5800, 5984, 6200, 6453, 12084, 14758, 18732, 23843 miles in a population of
2500; however, the times on the unfailed units are unknown. Estimate the char-
acteristics of failure distribution.

Solution: The procedure to estimate the ‘true’ Weibull distribution can be used:
Steps 1 and 2: See (Fig. 7.13), β = 1.36, η = 11164 miles

Fig. 7.13 Weibull probability plot
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Step 3:

MTTF ¼ 1238þ 4765þ 5800þ 5984þ 6200þ 6453þ 12084 þ 14758þ 18732þ 23843
10

¼ 9985:7

No. of failures/(No. of failures + No. of suspensions) = 10/2500 = 0.004

Therefore; cum% failed ¼ ð1� e�0:004Þ � 100 ¼ 0:399 %

Steps, 4, 5 and 6:
The estimated distribution has a β = 1.36 (same as the 10 failure Weibull), but

the characteristic life is η ≅ 19000 miles
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Chapter 8
Structural Reliability

In this chapter component reliability and system reliability assessment methods used
in structural engineering are discussed. The first-order reliability method (FORM),
which has evolved from the advanced first-order second-moment method (AFOSM)
is explained, together with the second-order reliability method (SORM), which takes
into account curvature of failure surface at the design point. Application of these
methods in cases of correlated variables is also discussed. Unimodal and bimodal
bound methods, the first-order multi normal (FOMN) and product of conditional
margins (PCM) methods, which are used for system reliability assessment of
structures, are also discussed.

8.1 Deterministic versus Probabilistic Approach
in Structural Engineering

The design of structures represents a challenging task for civil and mechanical
engineers. As safety and economy are the main issues in the design of structures
and designer targets best compromise between safety and cost of the structures.
Parameters involved in design such as loads and material properties are rarely
certain and designer has to take into account the uncertainty present. Traditionally,
empirical safety factors are used which are based on experience to account for
uncertainty. This approach of using safety factor cannot ensure the required safety
level, as these factors are calibrated for a large class of structures. Further, these
safety factors do not give any information on the influence of the different
parameters have on the safety. Therefore, it is difficult to design a system with
uniform distribution of safety among the different components using empirical
safety factors. Probabilistic design method is free from this drawback. In proba-
bilistic approach, uncertainty involved in various parameters is modeled using
different probability density function and design is carried out for specified reli-
ability level. A structure is usually required to have a satisfactory performance in
the expected lifetime, i.e. it is required that it does not collapse or become unsafe
and that it fulfills certain functional requirements. In structural reliability assessment
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methods the failure probability of the structure is evaluated when material prop-
erties and loads acting on structure are random variables. First Order Second
Moment Method (FOSM), Advance First Order Second Moment Method
(AFOSM), First Order Reliability Method (FORM) and second Order Reliability
Method (SORM) are used for component reliability assessment. Unimodal and
bimodal bound methods, First Order Multinormal (FOMN) Method, Product of
Conditional Margins (PCM) methods are used for system reliability assessment.

8.2 The Basic Reliability Problem

Consider a solid bar (Fig. 8.1) with load carrying capacity R and S is load acting on
it. Both S and R are independent random variables with probability density function
f(R) and f(S) and cumulative distributions F(R) and F(S) respectively. Bar fails if
load exceeds resistance

pf ¼ PðfailureÞ
¼ PðR� SÞ

If r is realization of random variable R then failure probability

pf ¼ Pðr� SÞ

¼
Z1
r

f ðsÞds ¼ 1� FsðrÞ

As r is random quantity

pf ¼
Z1
�1

1� FsðrÞð ÞfrðrÞdr ð8:1Þ

Equation 8.1 can be used for calculating failure probability if probability density
functions of stress and resistance are known.

R

S

Fig. 8.1 Probability of failure, fundamental case
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8.2.1 First Order Second Moment (FOSM) Method

It is convenient to define limit state function or performance function as

Z ¼ gðR; SÞ ð8:2Þ

such that

Z < 0 is unsafe state
Z > 0 is safe state
Z = 0 is limit state

The First Order Second Moment FOSM method, explained here, is based on a
first-order Taylor’s approximation of the performance function [1–4]. It uses only
second moment statistics (means and covariances) of the random variables.

Consider a case where R and S are normally distributed variables and they are
statistically independent. μR and μS are mean and σR and σS are standard deviations
of R and S respectively.

Then mean of Z is

lZ ¼ lR � lS

and standard deviation of Z is

rZ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2R þ r2S

q

So that failure probability is

pf ¼ PðZ\0Þ

¼ U
0� lR � lSð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2R þ r2S
p

 !

pf ¼ U
�lZ
rZ

� �

The probability of failure depends on the ratio of mean value of Z to its standard
deviation.

¼ U �bð Þ

where β is called as reliability index.

b ¼ lz
rz
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Consider a case of generalized performance function of many random variables

Z ¼ gðX1;X2;X3;X4; . . .XnÞ

Expanding this performance function about the mean gives

Z ¼ g lxð Þ þ
Xn
i¼1

@g
@Xi

Xi � lXið Þ þ 1
2

Xn
i¼1

Xn
j¼1

@2g
@Xi@Xj

Xi � lXið Þ Xj � lXj
� �þ . . .

ð8:3Þ

where the derivatives are evaluated at the mean values.
First order of approximation of mean μZ is

lZ � g lX1; lX2; lX3; lX4. . .lXnð Þ ð8:4Þ

Approximate variance of Z is

r2Z �
Xn
i¼1

Xn
j¼1

@g
@Xi

� �
@g
@Xj

� �
Cov Xi;Xj

� � ð8:5Þ

where Cov(Xi, Xj) is the covariance of Xi and Xj.
If variables are uncorrelated then variance is

r2Z �
Xn
i¼1

@g
@Xi

� �2

Var Xið Þ ð8:6Þ

Reliability index β is

b ¼ lZ
rZ

MOSM method can be used for calculating reliability index.

Example 1 A circular bar of 25 mm diameter is made up of carbon steel and is
subjected to axial force F. The mean yield strength of the material is 250 MPa and
mean value of force F is 70 KN. Both yield strength and force are random variables
and are following normal distribution. Coefficient of variation of both variables is
10 %. Calculate the reliability index?

Solution: Stress induced in the bar is S ¼ F
pd2=4

Performance function of the bar is

Z ¼ Y � S ¼ Y � F
pd2=4
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where Y is yield strength of material.
Mean value of Z

lZ ¼ lY � lF
pd2=4

¼ 250� 70� 103

3:142� 252=4
¼ 107:43

Standard deviation of Z

@g
@Y

¼ 1;
@g
@F

¼ 1
pd2=4

¼ 2:0372� 10�3

rZ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ry

@g
@Y

� �2

þ rF
@g
@F

� �2
s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
25� 1ð Þ2þ 700 � 2:0372� 10�2ð Þ2

q
rZ ¼ 28:78

Reliability indexis

b ¼ 107:43
28:78

¼ 3:734

However this method has some deficiencies. This method gives different reli-
ability index for the same problem if the performance function is formulated in
different way.

Case 1
If safety margin is defined as

Z ¼ R� S

lZ ¼ lR � lS

rZ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2R þ r2S

q
b ¼ lR � lSffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2R þ r2S
p

Case 2
If safety margin is defined as

g ¼ R
S
� 1

lZ ¼ lR
lS

� 1

rZ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2R
lS

þ r2S
l2S

lR

s

8.2 The Basic Reliability Problem 261



Hence,

b ¼ lZ
rZ

b ¼ lR � lSffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lSr

2
R þ lRr

2
S

p

Example 2 Find the probability of failure for the performance function g(x) =
x1 − x2. Variable x1 and x2 are normally distributed random variables. Mean and
standard deviation of these variables are given in Table 8.1.

Solution:

lZ ¼ g xð Þx¼l

rZ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

@g
@xi

� �2
r2i

s

lZ ¼ 1; rZ ¼ 0:2
ffiffiffi
2

p ¼ 0:2828
Reliability index is given by,

b ¼ lZ
rZ

¼ 1
0:2828

¼ 3:53

Probability of failure is given by,

pf ¼ Uð�bÞ ¼ 2:03476e� 4

Example 3 Solve Example 2 using performance function as gðxÞ ¼ x1
x2
� 1:

Solution:

lZ ¼ g xð Þx¼l

rZ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

@g
@xi

� �2
r2i

s

lZ ¼ 1; rZ ¼ ffiffiffiffiffiffiffi
0:2

p ¼ 0:4472
Reliability index is given by,

b ¼ l
r
¼ 1

0:4472
¼ 2:236

Probability of failure is given by,

pf ¼ Uð�bÞ ¼ 7:706e� 4

Table 8.1 Parameters of
random variables

Variables Distribution Mean Std. Deviation

x1 Normal 2 0.2

x2 Normal 1 0.2
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It is seen that failure probability obtained using FOSM method is different for the
same problem if the performance function is formulated in different way. Further it
does not take into account type of distribution of the random variable.

8.2.2 Advanced First Order Second Moment Method
(AFOSM)

Advanced First Order Second Moment (AFOSM) method was developed by
Hasofer-Lind and is applicable for normal variables [5]. In this method basic
normal variables are transformed into standard normal variables using following
equation

u ¼ X � lx
rx

where u is random variable following standard normal distribution. Above equation
is used to transform original performance function g(x) = 0 to reduced performance
function g(u) = 0. The reliability index β is defined as

b ¼ u�u�T
� �1

2

where u� is the minimum distance point on the failure surface.Consider a simple
problem with two basic independent variables X1 and X2 and a linear failure
function:

gðxÞ ¼ a0 þ a1x1 þ a2x2

If normalized stochastic variables u1 and u2 with zero mean value and unit
standard deviation are introduced by:

ui ¼
xi � lxi
rxi

i ¼ 1; 2 ð8:7Þ

then the failure function can be written:

gðuÞ ¼ a0 þ a1 lX1
þ rX1u1

� �þ a2 lX2
þ rX2u2

� �
or equivalently if the reliability index β is introduced:

gðuÞ ¼ b� a1u1 � a2u2
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where:

b ¼ a0 þ a1lX1
þ a2lX2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a21r
2
X1

þ a22r
2
X2

q
ai ¼ �airXiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a21r
2
X1
þ a22r

2
X2

q i ¼ 1; 2

In Fig. 8.2 the failure function in the x-space and in the u-space is shown. It is
seen that β is the shortest distance from origin to the failure surface in the nor-
malized space and that the coefficients α1 and α2 are elements in a unit vector, a,
normal to the failure surface. The point D is the design point and lies on the failure
surface. This point is also called the check point for the safety of the structure. Now
β is related to the failure surface (and not to the failure functions). The safety
measure obtained is invariant to the failure function, since equivalent failure
functions will result in same failure surface.

8.3 First Order Reliability Method (FORM)

AFOSM method can also be used for a non-linear performance function by
expanding the performance function about the design point. This corresponds to
approximating the non-linear performance function by its tangent plane at the
design as shown in Fig. 8.3. Thus for a non-linear failure surface, the shortest
distance of the origin (normalized coordinate system, see Fig. 8.2) to the failure
surface is not unique as in the case of a linear failure surface. It has been proved that
the point D on the failure surface with minimum distance to the origin (normalized
coordinate system) is the most probable failure point. The tangent plane on the
design point D may then be used to approximate the value of β. If the failure surface
is concave towards the origin, the approximation will be on the conservative for the
surface convex towards the origin it will be on the unconservative side.

u2 

( ) 0g =x

sω

fω

Original Coordinate System

x2 

1u

( ) 0g =u

sω

fω

Normalized Coordinate System

x1
D

OO
β

α

Fig. 8.2 Linear failure
functions in two coordinate
systems
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The problem therefore reduces to finding out the minimum value of the distance
OD (Fig. 8.3). Thus it becomes an optimization problem.

Minimize; D ¼
ffiffiffiffiffiffiffiffi
uTu

p
ð8:8Þ

Subjected to constraints, g(X) = g(u) = 0.
Using the method of Lagrange multiplier we can obtain the minimum distance as

bH�L ¼
uT�

@g
@u

� �
�

@g
@u

� �T
�

@g
@u

� �
�

� �1=2
¼
Pn
i¼1

u�i
@g
@u

� �
�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1

@g
@u

� �2
�

s ð8:9Þ

where @g
@u

� �
�
is the partial derivative evaluated at the design point u�. Design point

in the reduced coordinate is given by

u ¼ �abH�L ð8:10Þ

where

a ¼
@g
@u

� �
�

@g
@u

� �T
�

@g
@u

� �
�

� �1=2
¼

@g
@ui

� �
�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1

@g
@ui

� �2
�

s ð8:11Þ

Design point in the original co-ordinates is given by [from Eq. (8.1)]

X�
i ¼ lXi

� airXibH�L i ¼ 1; . . .; n ð8:12Þ

Safe
g(u1,u2)>0

Failure
g(u1,u2)<0

u1 

u2

β

1 2( , )D u u∗ ∗

O

Fig. 8.3 Formulation of
safety analysis in normalized
coordinates
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Following algorithm is formulated by ‘Rackwitz’ to compute βH-L and u* the
steps are:

1. Write the limit state function g(X) = 0 in terms of the basic variables
2. Normalize the basic variables using Eq. (8.7) and obtain the failure surface

equation in normalized coordinate system.
3. Assume initial values of design point X* (usually mean values) and compute the

reduced variable u*.

4. Evaluate @g
@u

� �
�
and α at design point.

5. Obtain the new design point in terms of βH-L from Eq. (8.9).
6. Substitute the new u* in the limit state equation g(u*) = 0 and solve for βH-L.
7. Using the βH-L value obtained in the step VI, reevaluates u* from Eq. (8.7).
8. Repeat steps 4 to 7 until βH-L converges.

Example 4 Solve Example 3 using FORM method.
Solution: Transformation to std. normal space is, {x} = [σ]{u} + {μ};

@g
@x1

¼ 1
x2

;
@g
@x2

¼ � x1
x22

;
@x1
@u1

¼ r1;
@x2
@u2

¼ r2;

From FORM iteration scheme(Calculations in Table 8.2),

u�i ¼ ð@g
@ui

Þ
P

ui
@g
@ui

� gðuiÞP ð@g@uiÞ
2

pf ¼ Uð�bÞ ¼ 2:03476e - 4

Example 5 For circular pipe with circumferential through wall crack subjected to
bending moment performance function is given by

gðxÞ ¼ 4trf R2 cos h=2ð Þ � 0:5 sin hð Þð Þ �M

Table 8.2 Calculations

Iter. No. 1 2 3 4 5 6

u1
* 0 −1 −2.1 −2.4701 −2.5007 −2.5

u2
* 0 2 2.7 2.5342 2.4993 2.5

g 1 0.285 0.0259 −0.00057 2.66E-06 3E-10

@g
@u1

� �� 0.2 0.142 0.129 0.1327 0.1333 0.1333

@g
@u2

� �� −0.4 −0.183 −0.133 −0.1327 −0.1333 −0.1333

α1 0.447 0.613 0.698 0.7073 0.7071 0.7071

α2 −0.894 −0.789 −0.716 −0.7069 −0.7071 −0.7071

β 2.236 3.420 3.539 3.5355 3.5355 3.5355
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where σf, θ, M, R and t are flow stress, half crack angle, applied bending moment,
radius of the pipe and thickness of the pipe respectively.

R ¼ 0:3377 m;

t ¼ 0:03377 m

M ¼ 3 MN�m:

σf and θ are randomly distributed. Their properties are given in Table 8.3. Find
reliability index and probability of failure.
Solution: First Order Reliability Method (FORM)

Transformation to std. normal space is,

fXg ¼ ½r�fug þ flg
@X
@u

¼ r½ �

From FORM-2 iteration scheme (Calculations in Table 8.4),

u�i ¼ ð@g
@ui

Þ
P

ui
@g
@ui

� gðuiÞP ð@g@uiÞ
2

pf ¼ Uð�bÞ ¼ 0:033065

Table 8.3 Parameters of
random variables

Variables Distribution Mean Std. Deviation

σf Normal 301.079 14.78

θ Normal 0.503 0.049

Table 8.4 Calculations

Iter. No. 1 2 3 4 5 6

u�rf 0 −1.4159 −1.471 −1.4726 −1.4727 −1.4727

uθ
* 0 1.0927 1.1 1.0991 1.099 1.099

g 0.374 0.009754 2.85E-6 −1.6E-08 0 0

@g
@urf

� �� 0.165 0.1588 0.158 0.1587 0.1587 0.1587

@g
@uh

� �� −0.127 −0.1188 −0.118 −0.1185 −0.1185 −0.1185

α1 0.791 0.8006 0.801 0.8014 0.8014 0.8014

αθ −0.611 −0.5991 −0.598 −0.5981 −0.5981 −0.5981

β 0 1.7883 1.837 1.8375 1.8375 1.8375
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SORM

b ¼ 1:83754

D ¼ 0 �6:3e� 3

�6:3e� 3 2:5e� 4

	 


R0 ¼ 1 0

0:801 �0:598

	 


R ¼ 0:598 0:801

0:801 �0:598

	 


Gradient length = 0.198076

A ¼ �0:030 �9:6e� 3

�9:6e� 3 0:031

	 

k ¼ �0:029538

w ¼ bU �bð Þ � u �bð Þ ¼ �0:01298

x ¼
Yn�1

i¼1

1þ bkið Þ�0:5 ¼ 1:028296

y ¼
Yn�1

i¼1

1þ 1þ bð Þkið Þ�0:5 ¼ 1:044741

z ¼ Real
Yn�1

i¼1

1þ iþ bð Þkið Þ�0:5

 !
¼ 1:02792

w �bð Þ ¼ u �bð Þ
U �bð Þ ¼ 2:230136

pfFORM ¼ U �1:83754ð Þ ¼ 0:033065

pfSORMðBreitungÞ ¼ U �1:83754ð Þx ¼ 0:034001

pfSORMðHohenbichlerÞ ¼ Uð�1:83754Þ
Yn�1

i¼1

1þ kiw �bð Þð Þ�0:5 ¼ 0:034211

pfSORMðTvedtÞ ¼ Uð�1:83754Þxþ w x� yð Þ þ 1þ bð Þw x� zð Þ ¼ 0:03420

pfSORMðexactÞ ¼ 0:0341998

8.4 Reliability Analysis for Correlated Variables

The FORM methods described so far in this implicitly assume that the basic
variables X1, …, Xn are not correlated. However, usually some variables are cor-
related. If the basic variables X1, …, Xn are correlated with mean μX1, …, μXn and
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standard deviations σX1, …, σXn, then the covariance matrix in original variable and
reduced variable respectively are,

C ¼
r2X1

. . . q1nrX1rXn

..

. . .
. ..

.

qn1rXnrX1 � � � r2Xn

2
664

3
775 and

C0 ¼
1 . . . q1n

..

. . .
. ..

.

qn1 � � � 1

2
664

3
775

where ρij is the correlation coefficient between the variables Xi and Xj.

8.4.1 Reliability Analysis for Correlated Normal Variables

The FORM methods can be used if the X is transformed into uncorrelated reduced
normal variables Y and the limit state equation is expressed in terms of Y. This can
be done using the following equation,

X ¼ rNX
� �

T½ � Y þ lNX ð8:13Þ

where [σX
N] is a diagonal matrix of the equivalent standard deviations

μX
N is the vector of the equivalent means

[T] is the transformation matrix, whose columns are the eigen vectors of the
correlation matrix in reduced variable C′.

In an alternative way the correlated variables are transformed into uncorrelated
variables through an orthogonal transformation of the form

Y ¼ Luþ lX

where L is the lower triangular matrix obtained by Cholesky factorization of the
correlation matrix.

Once basic normal correlated variables are transferred to uncorrelated standard
normal variables the rest procedure are as discussed earlier.
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8.4.2 Reliability Analysis for Correlated Non-normal
Variables

There are two ways one can transform correlated Non-normal variables into
uncorrelated normal variables.
Rosenblatt Transformation
The transformation required are

x1 ¼ F�1
X1

Uðu1Þ½ �
x2 ¼ F�1

X2 jX1
Uðu2Þ X1 ¼ x1j½ �

. . .

xn ¼ F�1
Xn X1 ...Xn�1j UðunÞ X1 ¼ x1; . . .;Xn�1 ¼ xn�1j½ �

where F
Xi X1 ...Xi�1j xi X1 ¼ x1; . . .;Xi�1 ¼ xi�1j½ � is the CDF of Xi given X1 = x1…Xi

−1 = xi−1, given by

F
Xi X1 ...Xi�1j xi X1 ¼ x1;. . .;Xi�1 ¼ xi�1



� � ¼
Rxi

�1
fX1 ...Xi�1Xi

x1; . . .; xi�1; t½ �dt
fX1 ...Xi�1

x1; . . .; xi�1½ �

where fX1 ...Xi x1; . . .; xi½ � is the joint PDF of X1, …, Xi. The transformation starts for
given u1, …, un by determination of x1. Next x2 is calculated using the value of x1
determined in the first step. x1; . . .; xn are then calculated in the same stepwise
manner.

The inverse transformation is given by:

u1 ¼ U�1 FX1ðx1Þ½ �
u2 ¼ U�1 FX2 x1j ðx2 x1j Þ½ �
. . .

un ¼ U�1 FXn x1...xn�1j ðxn x1. . .xn�1j Þ½ �

The Rosenblatt transformation is very useful when the stochastic model for a
failure mode is given in terms of conditional distributions. This is often the case
when statistic uncertainty is included.
Nataf Transformation
The transformation is done in two stages

1. The basic random variables, X are transformed into a space of correlated stan-
dard normal variables, Z, such that Zi ¼ U�1 FXi xið Þ½ �. The variates have a
correlation matrix R0.
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2. The vector Z is now transformed into the space of uncorrelated standard normal
variates such as:

u ¼ C0Z

where Γ0 is a lower triangular matrix resulting from the Cholesky factorization of
the correlation matrix of Z, i.e. R0.

The elements of the matrix R0 are the correlation coefficients qzizj . These, in turn,
are related to the related to the correlation coefficients, qxixj of the basic random
variables X through the following implicit integral relationship:

qxixj ¼
Z1
�1

Z1
�1

xi � li
ri

	 

xj � lj
rj

	 

u2 zi; zj; qzizj

� �
dzidzj ð8:14Þ

where u2 zi; zj; qzi;zj

� �
is the bivariate normal density function of standard normal

variates with correlation coefficient qzi;zj . μi and σi are the mean and standard
deviation of Xi, respectively. For each pair of FXiðxiÞ and FxjðxjÞ, and for a given
correlation coefficient qxi;xj , the above equation can be iteratively solved to obtain
qzi;zj . Der Kiureghian et al., however, provided a set of empirical formulae relating
qzi;zj to qxi;xj for some known marginal distributions. This greatly simplifies the
calculations and overcomes the tedious process of iterative solution.

8.5 Second Order Reliability Methods (SORM)

The limit state could be nonlinear either due to nonlinear relationship between the
random variables in the limit state equation or due to some variables being
non-normal. A linear limit state in the original space becomes nonlinear when
transformed to the standard normal space if any of the variables in non-normal.
Also, the transformation from correlated to uncorrelated variables might induce
nonlinearity. If the joint PDF of the random variables decays rapidly as one moves
away from minimum distance point, then the first-order estimate of failure proba-
bility in quite accurate. If the decay of the joint PDF is slow and the limit state is
highly nonlinear, then use of higher-order approximation for the failure probability
seems to be more reasonable.

Consider the well-known parabolic failure surface where the FORM result gives
the probability of failure Pf = Φ(−3), thus giving highly conservative solution
whereas the actual result will have lesser value of probability of failure (Fig. 8.4).
The reason for this indifference can be given to the fact that FORM uses only a first
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order approximation at minimum distance point and ignores the curvature of the
limit surface. SORM tries to take care of nonlinearity to some extent.

Second order reliability method is used to estimate the probability of failure
with a partial consideration of curvature or nonlinear nature of performance func-
tion [6, 7]. Different formulation for SORM has been given out of which Breitung,
Hohenbichler and Tvedt are most popular. These formulae needs finding of cur-
vature the process of which is explained below.

Failure probability using SORM, given by Breitung is,

pf ¼ U �bð Þ
Yn�1

i¼1

1þ bkið Þ�1=2 ð8:15Þ

where ki denotes principle curvatures of the limit state at the Most Probable failure
Point (MPP) and β is the reliability index using FORM.

To compute principle curvatures ki Yi variables are rotated to another set of
variables Y 0

i such that last variable coincides with unit gradient vector of the limit
state at the MPP.

This transformation is orthogonal transformation:

Y 0 ¼ RY

where R is the rotation matrix.
R matrix can be calculated in two steps. In step 1, first a matrix, R0, is con-

structed as follows:

R0 ¼

1 0 : : : 0
0 1 0 : : 0
: : : : : :
: : : : : :
a1 a2 : : : an

2
66664

3
77775

where a1; a2; . . .an are the direction cosines of the unit gradient vector at MPP.

u1

u2

2
1 23 0u u+ − =

D (0,3)

O

Fail

Safe

Fig. 8.4 Failure surface
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In step 2, a Gram-Schmidt orthogonalization procedure is used. This procedure
is explained below.

Consider a matrix R0, with row vectors r01, r02,…r0n. This has to be transformed
to a matrix R, whose row vectors r1, r2, …rn are orthogonal to each other, with the
nth row same as in matrix R0.

The Gram-Schmidt method to achieve this may be written as follows. The nth
row vector of matrix R is simply, rn = r0n. The other rows of matrix R are computed
using the formula

rk ¼ r0k �
Xn
j¼kþ1

rjrt0k
rjrtj

rj

where the subscript t implies the transpose of the row vector. To orthonormalize
R each row of R is orthonormalized separately. Once the R matrix is calculated, a
matrix AA, whose elements are denoted as aij, is computed as

aij ¼
ðRDRtÞij
rFðy�Þj j i; j ¼ 1; 2; . . .; n� 1

where D is second order matrix of the limit state surface in the standard normal
space evaluated at MPP given by

D ¼

@2g
@u21

@2g
@u1@u2

: :

@2g
@u1@u2

: : :
: : : :
: : : @2g

@u2n

2
66664

3
77775

and |∇G(y*)| is the length of the gradient vector in the standard space.
Finally, the main curvatures ki are computed as the eigenvalues of the matrix

obtained by excluding last row last column of matrix AA (Given by matrix AB).
Once curvatures are computed, Breitung formula can be used to compute second
order estimate of failure probability.

Better Approximations for SORM can be obtained using Hohenbichler or Tvedt
as given below.
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w ¼ bUð�bÞ � uð�bÞ

x ¼
Yn�1

i¼1

1þ bkið Þ�0:5

y ¼
Yn�1

i¼1

1þ ð1þ bð ÞkiÞ�0:5

z ¼ Real
Yn�1

i¼1

1þ ðiþ bð ÞkiÞ�0:5

 !

Wð�bÞ ¼ uð�bÞ
Uð�bÞ

pfFORM ¼ Uð�bÞ
pfSORM ðBreitungÞ ¼ Uð�bÞx

pfSORM ðHohenbichlerÞ ¼ Uð�bÞ
Yn�1

i¼1

ð1þ kiWðbÞÞ�0:5

pfSORM ðTvedtÞ ¼ Uð�bÞxþ wðx� yÞ þ ð1þ bÞwðx� zÞ

Tvedt gave an exact result in terms of a one-dimensional integral given here for
easy reference.

Pf ¼ 1
2
� 1
p

Z1
0

sinðbt þ 1
2

Xn�1

i¼1

tan�1 �kitð ÞÞ exp � 1
2 t

2
� �

t
Qn�1

i¼1
1þ k2i t2ð Þ

	 
1=4dt ð8:16Þ

Example 6 The stress in a piping system is not allowed more than gross plastic
deformation due to primary load. The limit state function and distribution of ran-
dom variables (Table 8.5) are given below. Find β and pf.

Table 8.5 Parameters of random variables

Variables Distribution Mean Std. deviation Other parameters

Sy Lognormal 35,000 3500 l ¼ 10:458128175

r ¼ 0:09975134

t Lognormal 0.4 0.04 l ¼ �0:92126590

r ¼ 0:09975134

p Lognormal 750 25 l ¼ 6:61951795

r ¼ 0:03332408

MA Lognormal 2.5e5 300 l ¼ 12:4292154

r ¼ 0:00120000
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gðxÞ ¼ Sy � pD0

4t
� 0:75iMA

Z
; i ¼ 0:9

h2=3
; h ¼ tD0

2r2
; z ¼ pr2t

gðxÞ ¼ Sy � 9p
t
� ð9:4741e� 3ÞMA

t2=3
; r ¼ 600;D0 ¼ 3600;

where Sy, t, p, MA, D0, r and i are yield strength of the material used, thickness of
the pipe, internal pressure inside pipe, moment due to the sustained load, average
radius of the pipe, outer diameter of the pipe and stress intensity factor respectively.
Solution: First Order Reliability Method (FORM)
Transformation to std. normal space is,

fXig ¼ e riuiþlið Þ;
@g
@Sy

¼ 1;
@g
@p

¼ � 9
t
;

@g
@MA

¼ �ð9:4741E � 3Þ
t5=3

;
@g
@t

¼ 9p
t2

þ 5ð9:4741e� 3ÞMA

3t8=3
;

@Xi

@ui

� �
¼ Xiri;

From FORM-2 iteration scheme (Calculations in Table 8.6),

u�i ¼ ð@g
@ui

Þ
P

ui
@g
@ui

� gðuiÞP ð@g@uiÞ
2

pf ¼ Uð�bÞ ¼ 0:087555

SORM

b ¼ 1:35597

D ¼

318:948 0 0 0

0 �550:925 62:960 0:627

0 62:960 �21:033 0

0 0:627 0 0:052

2
6664

3
7775

R0 ¼

1 0 0 0

0 1 0 0

0 0 1 0

0:613 0:781 �0:121 �3e� 3

2
6664

3
7775

R ¼

4:9e� 3 0 0 1

�0:786 0:618 0 3:9e� 3

0:075 0:095 0:993 �3:7e� 4

0:613 0:781 �0:121 �3e� 3

2
6664

3
7775
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35
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Gradient length = 5213.730167

A ¼

1:2e� 5 �1:6e� 4 3:4e� 5 2:8e� 4

�1:6e� 4 �2:5e� 3 �2:4e� 3 �0:081

3:4e� 5 �2:4e� 3 �2:3e� 3 4:7e� 3

2:8e� 4 �0:081 4:7e� 3 �0:044

2
6664

3
7775

B ¼
1:2e� 5 �1:6e� 4 3:4e� 5

�1:6e� 4 �2:5e� 3 �2:4e� 3

3:4e� 5 �2:4e� 3 �2:3e� 3

2
64

3
75

k ¼ 1:4e� 4 �1:3e� 4 �4:8e� 3½ �0
w ¼ bUð�bÞ � uð�bÞ ¼ �0:04037

x ¼
Yn�1

i¼1

1þ bkið Þ�0:5 ¼ 1:00328

y ¼
Yn�1

i¼1

1þ ð1þ bð ÞkiÞ�0:5 ¼ 1:00571

z ¼ Real
Yn�1

i¼1

1þ ðiþ bð ÞkiÞ�0:5

 !
¼ 1:00327

Wð�bÞ ¼ uð�bÞ
Uð�bÞ ¼ 1:81707

pfFORM ¼ Uð�1:35597Þ ¼ 0:08756

pfSORM ðBreitungÞ ¼ Uð�bÞx ¼ 0:08784

pfSORM ðHohenbichlerÞ ¼ Uð�bÞ
Yn�1

i¼1

ð1þ kiWðbÞÞ�0:5 ¼ 0:08794

pfSORM ðTvedtÞ ¼ Uð�bÞxþ wðx� yÞ þ ð1þ bÞwðx� zÞ ¼ 0:08794

pfSORM ðexactÞ ¼ 0:08794

Example 7 The state of stress at most critical point is written in terms of principle
stresses as:

r1 ¼ 600P2 þ 9P1

r2 ¼ 400P2 þ 18P1

r3 ¼ �18P1
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The limit state function (Von Mises theory) is

gðXÞ ¼ r2y � r21 þ r22 þ r23 � r1r2 � r2r3 � r1r3
� �

Distribution parameters of random variables are given in Table 8.7. Find reli-
ability index and failure probability?

where P1, P2, and σy are applied loads in lbs and yield strength of material used
respectively.

Solution: From FORM iteration scheme (Calculations in Table 8.8),

u�i ¼ ð@g
@ui

Þ
P

ui
@g
@ui

� gðuiÞP ð@g@uiÞ
2

pf ¼ Uð�bÞ ¼ 2:731e - 4

Table 8.7 Parameters of
random variables

Variables Distribution Mean Std. Deviation

P1 Normal 150 30

P2 Normal 6 3

ry Normal 16,000 1600

Table 8.8 Calculations

Iter. Number 1 2 3 4 5

u�P1
0 0.8547 1.327 1.3448 1.3401

u�P2
0 1.3432 2.1504 2.2058 2.2002

u�ry 0 −2.985 −2.4117 −2.2966 −2.3053

g 1.96E8 1.46E7 −2.00E6 2.33E4 2.43E1
@g
@uP1

−1.47E7 −2.0E7 −2.28E7 −2.29E7 −2.29E7

@g
@uP2

−2.30E7 −3.2E7 −3.73E7 −3.76E7 −3.76E7

@g
@ury

5.12E7 3.59E7 3.89E7 3.94E7 3.94E7

auP1 −0.2527 −0.38 −0.389 −0.3876 −0.3877

auP2 −0.3971 −0.616 −0.6381 −0.6364 −0.6364

aury 0.8823 0.6904 0.6644 0.6668 0.6668

β 3.383 3.493 3.4566 3.457 3.457
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SORM

b ¼ 3:457006

D ¼
�2106 �28800 0

�28800 �560000 0

0 0 2

2
64

3
75

R0 ¼
1 0 0

0 1 0

�0:387664 �0:636447 0:66682

2
64

3
75

R ¼
0:86452 0 0:502598

�0:319877 0:7713204 0:5502213

�0:387664 �0:636447 0:66682

2
64

3
75

Gradient length = 3.490709e15

A ¼
�0:0020865 0:003582 0:0639336

0:003582 �0:00615 0:07388

0:0639336 0:07388 �0:02249

2
64

3
75

B ¼ �0:0020865 0:003582

0:003582 �0:00615

	 


k ¼ 0 �0:008236½ �
w ¼ bUð�bÞ � uð�bÞ ¼ �6:933e� 5

x ¼
Yn�1

i¼1

1þ bkið Þ�0:5 ¼ 1:01455

y ¼
Yn�1

i¼1

1þ ð1þ bð ÞkiÞ�0:5 ¼ 1:0189

z ¼ Real
Yn�1

i¼1

1þ ðiþ bð ÞkiÞ�0:5

 !
¼ 1:01452

Wð�bÞ ¼ /ð�bÞ
Uð�bÞ ¼ 3:7109

pfFORM ¼ Uð�1:35597Þ ¼ 2:731e� 4

pfSORM ðBreitungÞ ¼ Uð�bÞx ¼ 2:770787e� 4

pfSORM ðHohenbichlerÞ ¼ Uð�bÞ
Yn�1

i¼1

ð1þ kiWðbÞÞ�0:5 ¼ 2:773773e� 4

pfSORM ðTvedtÞ ¼ Uð�bÞxþ wðx� yÞ þ ð1þ bÞwðx� zÞ ¼ 2:773703e� 4

pfSORM ðexactÞ ¼ 2:7737027e� 4
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Example 8 A prismatic beam of length L with moment of inertia I is clamped on
one side and simply supported on the other side (Fig. 8.5). It is loaded by a point
force F at point C at a distance ‘a’ from the clamped side. The deflection at the
point of application of load, δC is written as,

dc ¼ Fa2b
2EI

2aþ 3b
6L

� �
3� b

L

� �2
( )

� 1

" #

Determine the probability when δC greater than 3 mm. The performance function
and distribution parameters of random variables are given in Table 8.9.
Solution: Performance function is

dc ¼ Fa2b
2EI

2aþ 3b
6L

� �
3� b

L

� �2
( )

� 1

" #

This is a non-linear performance problem with random variables having
extreme-I and lognormal distributions. In this problem Rosenblatt transformation is
used.

First Order Reliability Method (FORM)
Approach using Rosenblatt Transformation
The transformations required are:

F ¼ x0 � 1
a
ln � ln U uFð Þð Þð Þ

E ¼ elþruE

L

F

a b

Cδ

Fig. 8.5 Deflection of prismatic beam

Table 8.9 Performance function and random variables

Performance function g(x) = 3 − KF/E; K = 1.4523e8;

Variables Distribution Mean Std. deviation Other parameters

F Extreme TypE-I 995 78 a ¼ 0:01644

x0 ¼ 959:897

E Lognormal 7e10 7e9 l ¼ 24:9717115

r ¼ 0:09975134
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From FORM iteration scheme (Calculations in Table 8.10),

u�i ¼ ð@g
@ui

Þ
P

ui
@g
@ui

� gðuiÞP ð@g@uiÞ
2

pf ¼ Uð�bÞ ¼ 0:0029459

SORM

b ¼ 2:78409

D ¼ �0:128 �0:038

�0:038 0:03

	 


R0 ¼
1 0

�0:789 0:615

	 


R ¼ 0:615 0:789

�0:789 0:615

	 


Gradient length = 0.486925

A ¼ �0:138 0:177

0:177 �0:064

	 

k ¼ �0:1376

w ¼ bUð�bÞ � uð�bÞ ¼ �8:03e� 4

Table 8.10 Calculations

Iter.
no.

1 2 3 4 5 6 100

uF
* 0 2.2 2.221 2.1768 2.169 2.1677 2.1674

uE
* 0 −3.08 −1.72 −1.6873 −1.6966 −1.6983 −1.6987

g 0.952 −0.46 −0.029 −0.00022 −2.4E-06 −7.2E-08 0

@g
@uF

� �� −0.146 −0.44 −0.389 −0.3826 −0.382 −0.3819 −0.3818

@g
@uE

� �� 0.204 0.34 0.302 0.2993 0.2993 0.2993 0.2993

auF −0.58 −0.79 −0.79 −0.7877 −0.7872 −0.7871 −0.7871

auE 0.81 0.614 0.6126 0.6161 0.6167 0.6168 0.6169

β 3.79 2.813 2.7542 2.7538 2.7537 2.7537 2.7537
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x ¼
Yn�1

i¼1

1þ bkið Þ�0:5 ¼ 1:27312

y ¼
Yn�1

i¼1

1þ ð1þ bð ÞkiÞ�0:5 ¼ 1:44429

z ¼ Real
Yn�1

i¼1

1þ ðiþ bð ÞkiÞ�0:5

 !
¼ 1:2502

Wð�bÞ ¼ uð�bÞ
Uð�bÞ ¼ 3:08319

pfFORM ¼ Uð�1:35597Þ ¼ 0:0026839

pfSORM ðBreitungÞ ¼ Uð�bÞx ¼ 0:003417

pfSORM ðHohenbichlerÞ ¼ Uð�bÞ
Yn�1

i¼1

ð1þ kiWðbÞÞ�0:5 ¼ 0:003537

pfSORM ðTvedtÞ ¼ Uð�bÞxþ wðx� yÞ þ ð1þ bÞwðx� zÞ ¼ 0:0034849

pfSORM ðexactÞ ¼ 0:0034742228

8.6 System Reliability

A real structure consists in general of many elements. Performance of these ele-
ments affects the overall performance of system. In many cases individual element
can have different modes of failure. These failure modes affect system reliability. In
system reliability analysis overall system reliability is calculated [8–12].

8.6.1 Classification of Systems

Depending upon how performance of system gets affected by performance of
different components they are classified into series system, parallel system and
combined series-parallel system.

8.6.1.1 Series System

Different components of system are in series when failure of any one component
leads to failure of system.

Consider the truss shown in Fig. 8.6 as a system. Failure of any member of this
truss leads to failure of system. Hence this is example of series system. Series
system is also called as weakest link system.
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If Ei denotes the failure of component i, then the failure of a series system is the
event

Es ¼ E1[E2[. . .[Em

Series system fails if at least one-safety margin is negative.
The failure probability is thus

Pf ¼ P
[k
j¼1

gjðzÞ� 0
� �" #

8.6.1.2 Parallel System

Different components of system are in parallel (Fig. 8.7) when failure of all com-
ponents leads to failure of system. In other words system is safe if any of the
component of system is safe.

Fig. 8.6 Statically determinate structure as series system

Fig. 8.7 Parallel system
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If Ei denotes the failure of component i, then the failure of a parallel system is
the event

Es ¼ E1\E2\. . .\Em:

Parallel system fails if all safety margins are negative.
The failure probability is thus

Pf ¼ P
\k
j¼1

gjðzÞ� 0
� �" #

8.6.1.3 Combined Series-Parallel Systems

Many structures can not be modeled as either series systems nor parallel systems.
Such systems are modeled as combined series-parallel system (Fig. 8.8)

These types of systems are modeled as series system of parallel subsystems
(series arrangement of minimal cut structures) or parallel systems of series sub-
systems (parallel arrangement of minimal path series structures).

The failure probability of a series system of parallel subsystem is

Pf ¼ P
[k
i¼1

\li
c¼1

gicðzÞ� 0
� � !" #

where k is number of subsystems and li is the number of element in ith parallel
subsystem.

8.6.2 Evaluation of System Reliability

In a first order reliability analysis, the failure set is approximated by the polyhedral
set bounded by the tangent hyperplanes at the design point. Then evaluation of

Fig. 8.8 Combined series-parallel system
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reliability of structural system with several potential modes involves the integration
of multivariate distributions, Φm(c, R), defined as

Umðc;RÞ ¼ P
\m
k¼1

ðXk � ckÞ
" #

¼
Zcm
�1

. . .

Zc1
�1

Rj j1=2
ð2pÞm=2

exp � 1
2
XTR�1X

	 

dx1. . .dxm

ð8:17Þ

where m denotes number of failure modes, c(m) is vector of reliability indices, x
(m) is a vector of normal standard correlated normal variables, and R(m × m) is the
correlation matrix.

Methods for multinormal integration can be classified into four broad categories:

1. Numerical integration
2. Bounding techniques
3. Approximate methods
4. Monte-Carlo simulation

8.6.2.1 Numerical Integration

Direct numerical integration of multinormal distributions with high accuracy and
efficiency is difficult and impractical, especially when m > 5. However, the eval-
uation can be reduced to a one-dimensional integration, if the correlation structure
is of the form, rij ¼ kikj.

Uðc;RÞ ¼
Zþ1

�1
uðuÞ

Ym
i¼1

U
ci � kiuffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2i

q
0
B@

1
CAdu ð8:18Þ

where uðuÞ is the standard normal density function. The advantage of such a single
integral representation is that it is easy to evaluate numerically. In case that all the
correlations are equal, i.e., ri,j = r and ci = c, above can be further simplified to

Uðc;RÞ ¼
Zþ1

�1
uðuÞU c � u

ffiffi
r

pffiffiffiffiffiffiffiffiffiffiffi
1� r

p
� �m

du ð8:19Þ

8.6.2.2 Bounding Techniques

Conceptually, the estimation of upper and lower bounds to mathematically exact
probability of failure is an attractive alternative over the calculation of multinormal
integrals. Effective bounding formulae are available to estimate the reliability of
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series systems. The main benefit is that most bounding formulae require only 2nd
and 3rd order intersection probabilities, which are easy to calculate. Bounding
formulae developed for series systems are of little use for parallel systems, as they
tend to be too wide to be meaningful.
Unimodal Bounds

Unimodal bounds for series system are given by

maxpFi � pF � 1�
Yk
i¼1

ð1� pFiÞ ð8:20Þ

Unimodal bounds for parallel system are given by

0� pF �minpFi ð8:21Þ

These bounds are too wide to use.
Bimodal bounds for series system are given by

pF1 þ
Xk
i¼2

max pFi �
Xi�1

j¼1

PðEiEjÞ
( )

; 0

" #
� pF �

Xk
i¼1

pFi �
Xk

i¼2j\i

max PðEiEjÞ
� �� �

ð8:22Þ

where P(EiEj) can be calculated using following integral,

PðEiEjÞ ¼ U2 �bi;�bj; qij
� � ¼ uð�biÞuð�bjÞ þ

Zqij
0

u2ð�bi;�bj; zÞdz ð8:23Þ

Bimodal bounds similar to above are not derived for parallel system. Although
above bounds can be used on complimentary parallel system, they are very wide.

8.6.2.3 Approximate Methods

Recognizing the difficulties associated with the integration and bounding tech-
niques Hohenbichler and Rackwitz applied first-order concepts to develop an
efficient, and in fact, the most widely used method for multinormal integration
(Crude FOMN and Improved FOMN). This approach was later refined by Tang and
Melchers (Generalized FOMN) [8–10]. Pande proposed another method, called as
PCM method, which is simple and computationally efficient.

FOMN
This method is explained below with aid of following example. Consider a

parallel system with three equicorrelated and equireliable elements with b1 ¼ b2 ¼
b3 ¼ 0:1 and r = 0.5. Here correlation matrix is
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qij ¼
1 0:5 0:5
0:5 1 0:5
0:5 0:5 1

2
4

3
5

By Choleskey’s defactorisation

B ¼
1 0 0
0:5 0:8666 0
0:5 0:288 0:816

2
4

3
5

Now three performance functions are

g1 ¼ z1 þ b1
g2 ¼ 0:5z1 þ 0:866z2 þ b2
g3 ¼ 0:5z1 þ 0:288z2 þ 0:816z3 þ b3

Failure probability of system is

pf ¼ P
\3
k¼1

X3
j¼1

bkjzj þ bj

 !
� 0

 !" #
or

pf ¼ P E1\E2\E3ð Þ ¼ PðE1Þ � P E2\E3=E1ð Þ
¼ Uð�b1Þ � P E2\E3Þ=z1 þ b1 � 0ð Þ½ �

To solve second term of RHS: P E2\E3Þ=z1 þ b1 � 0ð Þ½ � ¼ ?
Conditional distribution of z1 is Uðz1Þ=Uð�b1Þ. Using Rosenblatt transformation

z1 ¼ U�1 Uð�z1Þ � Uð�b1Þð Þ

Here �z1 is standard normal variable.
Substituting above equation in performance functions g2 and g3

g2 ¼ 0:5� U�1 Uð�z1Þ � Uð�b1Þð Þ þ 0:866z2 þ b2

g3 ¼ 0:5� U�1 Uð�z1Þ � Uð�b1Þð Þ þ 0:288z2 þ 0:816z3 þ b3

Above function are nonlinear. Linearizing these at MPP

g2 ¼ 0:3168�z1 þ 0:948z2 � 0:2942

g3 ¼ 0:3168�z1 þ 0:3161z2 þ 0:8942z3 � 0:2942

P E2 \E3Þ=z1 þ b1 � 0ð Þ½ � ¼ P g2 � 0\ g3 � 0ð Þ

This can be calculated using single integration.
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P E2 \E3Þ=z1 þ b1 � 0ð Þ½ � ¼ 0:44

pf ¼ Uð�b1Þ � 0:44 ¼ 0:2025

Method used for solving above problem is known as Crude-FOMN.
To improve the accuracy, the probability estimation of g2 and g3 needs to be

improved. For this purpose, Hohenbichler suggested the shifting of the hyperplane
at the design point without changing the direction cosines. This approach is referred
to as Improved FOMN. As a further refinement, Tang and Melchers suggested to
integrate exactly the conditional probability term. This can be done as

P E2=z1 þ b1 � 0½ � ¼ Pðg2 � 0Þ ¼ U2 �b1;�b2; 0:5ð Þ=Uðb1Þ ¼ 0:3589

similarly,

P E3=z1 þ b1 � 0½ � ¼ 0:3589

Hence new linearized performance functions are

g2 ¼ 0:3168�z1 þ 0:948z2 � 0:3589

g3 ¼ 0:3168�z1 þ 0:3161z2 þ 0:8942z3 � 0:3589

P E2 \E3Þ=z1 þ b1 � 0ð Þ½ � ¼ P g2 � 0\ g3 � 0ð Þ ¼ 0:4682

pf ¼ Uð�b1Þ � 0:4682 ¼ 0:2155

The method employed above is known as G-FOMN. Exact failure probability of
above problem is calculated using numerical integration which is 0.2150
PCM Method
This method is proposed by Pandey [13]. Multinormal integral can be approximated
to the product of conditional marginals as

Umðc;RÞ ¼
Ym
k¼1

Uðck k�1j Þ ð8:24Þ

where

cm kj ¼ cm ðk�1j Þ þ rmk ðk�1j ÞAk ðk�1j Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2mk ðk�1Þj Bk ðk�1Þj

q ð8:25Þ

where

rmk ðk�1Þj ¼ rmk ðk�2j Þ � rkðk�1Þ ðk�2j Þrmðk�1Þ ðk�2j ÞBðk�1Þ ðk�2j Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� r2kðk�1Þ ðk�2Þj Bðk�1Þ ðk�2Þj Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� r2mðk�1Þ ðk�2Þj Bðk�1Þ ðk�2Þj Þ

qr ð8:26Þ
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This method is computationally very efficient and its accuracy is comparable to
G-FOMN.

Example 9 Consider a parallel system with seven components. Performance
function for these components is given below.

g1 ¼ u2 � 3

g2 ¼ �0:7071u1 þ 0:7071u2 � 1:94454

g3 ¼ 0:7071u1 þ 0:7071u2 � 1:94454

g4 ¼ �0:8944u1 þ 0:4472u2 � 0:89443

g5 ¼ 0:8944u1 þ 0:4472u2 � 0:89443

g6 ¼ �0:9487u1 þ 0:31621u2 � 0:23717

g7 ¼ 0:9486u1 þ 0:3162u2 � 0:23717

Calculate the probability of failure.
Solution: Performance function of all the components given have form

g ¼ a1u1 þ a2u2 � b

The correlation matrix is calculated by

q ¼ aa
0

q ¼

1 0:7071 0:7071 0:4472 0:4472 0:3162 0:3162

1 0 0:9487 �0:3162 0:8944 �0:4472

1 �0:3162 0:9487 �0:4472 0:8944

1 �0:600 0:9899 �0:7071

sym 1 �0:7071 0:9899

1 �0:800

1

2
666666666664

3
777777777775

Unimodal bounds

0:998650� ps � 1 or

0� pf � 0:00134989803163

Bimodal bounds
From numerical integration (Table 8.11)
The bimodal bounds for the problem are given by,

0:9990600� ps � 0:999488

5:1197e�004� pf � 9:3941e�004
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G-FOMN Method

pf ¼ 5:2393e�4

Exact system reliability can be calculated as follows.

pF ¼ pF1 � 2ðpF1 � Pð1\ 2Þ þ pF2 � Pð2\ 4Þ þ pF4 � Pð4\ 6ÞÞ
¼ 5:1607e�4

Example 10 Consider a truss in Fig. 8.9. Since this is statically determinate
structure, the failure of any member constitutes failure. Therefore the truss is a
series system with its members representing the components. Let L denote the load
acting on the truss. Neglecting the buckling failure mode, let Xi, i = 1, 2, …,7
denote tensile/compressive strength of member. Suppose the load has deterministic
value L = 100 and the member strengths Xi, i = 1, 2, …,7. are jointly normally
distributed random variables with X1 and X2 having means and standard deviations
20 and X3-X7 having means 200 and standard deviations 40.

Table 8.11 Calculations i, j P(E1E2) Pð�E1�E2Þ
1, 2 0.000939 0.973675

1, 3 0.000403 0.973675

1, 4 0.000756 0.814099

1, 5 0.001316 0.814099

1, 6 0.001234 0.593468

1, 7 0.00108 0.593468

2, 3 0.018309 0.948842

2, 4 0.025665 0.814447

2, 5 0.004808 0.789676

2, 6 0.003999 0.593735

2, 7 0.002062 0.569885

3, 4 0.025915 0.789676

3, 5 0.001138 0.814447

3, 6 0.00061 0.569885

3, 7 0.000138 0.593735

4, 5 0.008602 0.632209

4, 6 0.009355 0.593736

4, 7 0.003632 0.417546

5, 6 0.184735 0.417546

5, 7 0.18012 0.593736

6, 7 0.384302 0.221579
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1 2

3 4

7

5
6

L

Fig. 8.9 Statically indeterminate structure as series system

Performance function is:

gi ¼ Xi � L=2
ffiffiffi
3

p
for i ¼ 1; 2

Xi � L=
ffiffiffi
3

p
for i ¼ 3; 4; . . .; 7

�

Solution: Using mean value theorem—β = 3.557
Suppose that Xi have a correlation matrix, which is specified as ρij = rirj, where

r1 ¼ 0:9; r2 ¼ 0:96; r3 ¼ 0:91; r4 ¼ 0:95; r5 ¼ 0:92; r6 ¼ 0:94; and r7 ¼ 0:93

Unimodal Bounds

1:878e� 4� pf � 1:31e�3

Modified unimodal bounds—using Dunnet and Sobel Formula:

5:993e� 4� pf � 8:25e�4

Taking average correlation coefficient

pf ¼ 7:2334e�4

Bimodal Kounias, Hunter and Ditlevsen (KHD) Bounds
The bimodal intersection probabilities are:

pi;j ¼

� 0:573 0:4345 0:5418 0:459 0:5126 0:4850
� 0:6084 0:7794 0:6465 0:7315 0:6874

� 0:5747 0:4856 0:5432 0:5135
� 0:6100 0:6883 0:6477

sym � 0:5758 0:5438
� 0:6107

�

2
666666664

3
777777775
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In truss system number of components are 7. There are 7! = 5040 ordering
alternatives. Considering all orders sharpest bound obtained is

4:592e�4� pf � 9:122e�4

Crude-FOMN Method

pf ¼ 9:5557e� 4

I-FOMN Method

pf ¼ 7:5730e� 4

G-FOMN Method

pf ¼ 6:5529e� 4

Exact Result (Dunnet and Sobel formula)

pf ¼ 7:1886e� 4
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Chapter 9
Maintenance of Large Engineering
Systems

9.1 Introduction

Engineering systems or plants such as that present onboard naval ships or large
industrial installations are a very complex mix of equipment. The machinery can be
classified based on their functions into plants such as the main propulsion plant, air
conditioning plants, distilled water plants, power generation plants etc. These plants
mostly function independently of each other and have their own redundancies
however, for the operation of the whole industry or ship, it is important that these
plants be operational. Each plant may further comprise many equipment such as
motors, pumps, valves and in case of propulsion plants, diesel engines or gas
turbines, reduction gears and so on. The hardware for each plant makes it unique to
that particular configuration of similar makes and types of equipment. The opera-
tion and maintenance profiles of the machinery for industrial plants and that of
naval ships are more or less similar except for the fact that for some of the onboard
equipment, the expertise and resources required for maintenance may not exist
onboard and the ship may have to return to harbor for purposes of maintenance or
repair. Because such requirements incur high maintenance cost in terms of lost
opportunities, such equipment and their specific maintenance/repair requirements
are considered to be more critical than the others. Except for this peculiarity, the
machinery set-up of a large industry and a ship are considered to be similar and
therefore reference made to machinery set-up of ship in this chapter can be inter-
changeably used for that of any industry.

The types of equipment, their configurations and use, available redundancies,
criticality of their operational availability for availability of the whole plant etc.
each play a dominant role in framing of the maintenance policy for the plant. In
addition to the above, operational profile of the plant, maintenance objectives for
the plant as a whole, impact of non-availability of the plant on safety of men and
environment, resource constraints, etc. too play a very significant role in shaping up
the maintenance strategy for each specific type of plant. All this complex mix of
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factors makes every plant unique, as far as its maintenance requirements to meet the
chosen objectives go. It is this uniqueness of every plant that hinders development
of a common general model to address all its maintenance decision problems. There
are various factors that have a direct bearing on maintenance optimization models,
Horenbeek et al. [1]. For instance, factors like the operating profile, planning
horizon, operation cycle, failure data etc. would play the role of key inputs in
defining the boundaries of the maintenance problem we want to model. On the other
hand decisions regarding inclusion of wear or deterioration into the model, the type
of the problem and its optimisation objectives would decide the technique to be
used in generating the desired solutions from the model.

Un-availability of a common general maintenance optimization model is one of
the key reasons that there is a wide gap between the academic models and its
applications in a business specific context (Horenbeek et al. [1]). As far as the
available literature on maintenance optimization models go, authors such as Dekker
[2, 3], Scarf [4] and Horenbeek et al. [1] have collectively surveyed more than 300
works on the subject. It has been brought out by them that most of the research
work on the subject has been carried out at an individual component or equipment
level. Studies are often used only to demonstrate the applicability of a developed
model, rather than finding an optimal solution to a specific problem of interest to a
practitioner. Another limitation perceived in literature is that most of the models
focus on only one optimization criterion, making multi-objective optimization
models an unexplored area of maintenance optimization. Although single objective
optimization is attractive from the modeling point of view, this approach does not
capture all important aspects of a real life situation. The aim of this chapter is to
address the maintenance optimization issues that are faced in a large industrial
set-up or say a naval ship. Maintenance issues at individual equipment level that
have been addressed in scores of papers on the subject have been purposely left out.

9.2 Peculiarities of a Large Setup of Machinery

Machinery and systems present on board a ship or an industry can be classified in
accordance with their role or function they perform into broader groups called
plants. Each plant consists of machinery that need some amount of maintenance
periodically to keep them in a healthy working state. The peculiarity that exists with
large machinery set-up is that any major maintenance required on particular plant
machinery can render the whole ship ‘unavailable’ for its mission requirements. To
maximize the availability of the ship, it is therefore prudent that the maintenance
jobs on all the plants of the particular ship are synchronized to occur at the same
time. Generally the maintenance jobs carried out during such time intervals, also
called as ‘refit’, are the ones that are major in nature and generally beyond the scope
of the maintenance personnel present onboard ships. Minor maintenance jobs that
can be carried out by the ships’ staff themselves can however be progressed
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independently of the refit times in such a way so that the downtime of the concerned
plant and that of the whole ship is kept to bare minimum.

Another issue with large machinery set-up is that the planned preventive
maintenance jobs can at times be shelved for some immediate mission require-
ments. Such urgent missions for a finite duration can be preceded by a limited time
window for maintenance jobs. In such a scenario, maintenance decisions need to be
taken so as to choose the optimal set of maintenance actions on a host of machinery
such that multiple objectives of maximum availability and minimum cost are met
within the constraints of time and maintenance manpower resources.

Most of the maintenance decision models available in the literature talk about
one or at the maximum two units. It is generally assumed that its application to
multiple unit systems would be an extrapolation of the approach for the single unit
system. However, such assumptions are incorrect because for a complex mix of
equipment, existing for example on a ship, the various types of equipment,
dependence of systems, their structure, redundancies etc. play a major part in
influencing the overall maintenance decisions for the ship’s machinery.
Maintenance decisions for such complex systems therefore, need to be taken at
different levels of the plant hierarchy. For example at the system level of a plant one
may have to decide whether the policy to be adopted for a system valve or a
pneumatic air reducer should be one of breakdown maintenance or preventive
maintenance? For some other machinery for example a sea water pump, the
question could be whether to adopt a time or a condition based maintenance.
Criticality of the equipment, redundancies available, spares availability onboard
ship, time taken to repair and cost thereof, corrective maintenance cost and out-
comes, failure distributions for different modes, all play an important part in making
such a decision. Once the policy for a particular equipment has been decided, the
maintenance parameter (for e.g. time interval for preventive replacement) will then
need to be considered in the decisions making process at the higher level of plant
hierarchy.

Similarly, decisions such as to replace the entire equipment or only a failed
component of an equipment is the one that needs to be taken at an equipment level.
Failure distributions of the critical maintainable components of the equipment, their
ages or time in operation, cost and downtime of repair for the equipment and its
components, planning time horizon all play an important role in making such a
decision. Here again, once the decision of handling the equipment at component or
the equipment level is taken, it remains fixed and the relevant maintenance
parameter is then considered in the decision making process at the higher level.

Other decisions that are taken at the lower level are logistics related, for
example, number of spares of equipment, such as whole units (for e.g. valves) or
spare critical components of equipment are also the ones that depend on the criteria
mentioned above. These decisions also play a major role in improving the efficacy
of the maintenance decisions taken at higher level of the ship machinery.

At a plant level however the maintenance decision may be taken for the optimum
fixed time interval for maintaining the particular equipment along with the other
major equipment of the plant. The need therefore is to view the ship machinery in
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its entirety and develop a frame work for making appropriate maintenance decision
at equipment level and also at plant level so that the benefits of the maintenance
actions on the entire ship machinery is maximized.

9.3 Prioritizing the Machinery for Maintenance
Requirements

A solution strategy which caters to all the problems discussed in this sub-section is
presented below. The steps have also been displayed graphically in Fig. 9.1.
Step 1 The ship machinery can be classified according to their functions into

plants. Plants with common functions but different equipment need to be
clubbed together for evaluation of the redundancy available to the ship in
terms of their common functions. Each plant can be further classified into
systems. For example, an air conditioning plant onboard a ship would have
a Freon system consisting of AC compressor, heat exchanger, a chilled
water system, a cooling water system etc.

Step 2 Once the systems level equipment have been identified, a FMECA (Failure
Mode Effect and Criticality Analysis) will help identify the equipment that
cause critical failure of the system of the chosen plant. Each failure mode
that causes critical failure needs to be identified and taken forward for
further analysis. Components (mostly screw down valves, strainers etc.)
which do not get included can be covered under a corrective maintenance
policy or may be suitably replaced during a major refit period of the
ship. Data for systems which are newly installed may not be available for
carrying out FMECA and therefore maintainers would be needed to use
expert knowledge and data on failure/wear of similar equipment in use.
The data can then be updated later after some more experience is gained on
the system.

Step 3 Data on failure of equipment per failure mode would need a lot of filtering
and refining before it can be used for further analysis. It has been brought
out in Verma et al. [5] that many marine equipment are constantly
monitored for their performance and parameters and therefore the
deterioration data or wear data of either the whole equipment or for its
various components are available with the operators of the machinery.
Cases where there is lack of data, the deterioration data can be a good
source for evaluation of the wear process. This is only applicable to
equipment which are under monitoring. Statistical analyses are then carried
out to arrive at the failure distribution parameters for each failure mode
including the wear or deterioration induced failures.
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Step 4 This step includes decision to be taken at the equipment/component level.
Before it can be decided whether the equipment maintenance should be
covered under CBPM (Condition Based Predictive Maintenance) or TBPM
(Time Based Preventive Maintenance), one needs to answer the question

Ship’s Machinery and Systems 

Plant no 2 Plant no.1 Plant no.3 Plant no.4 

System 2 System 1 System 3 System 4 

FMECA / FTA/Expert 
opinion 

Identification of critical 
equipment /components 

Corrective maintenance for 
non-critical components or 
replacement during an 
opportunity 

Preventive Maintenance 

Collection of failure 
data 

Available data/data on similar 
equipment/expert opinion 

Data on deterioration of 
performance/parameter 

Statistical analysis, Gibbs 
sampling/Bayes analysis 

Equipment or component level 
repair/replacement ? 

Choose between CBPM or 
TBPM ? 

Probability of detection 

Wear threshold for alarm 

Logistics delay time for 
repair/replacement 

Monitoring interval 

Time for TBPM 
repair/replacement 

CBPM – continuous 
monitoring 

CBPM – Periodic 
monitoring 

TBPM – Periodic 
Repair/replacement 

Plant level 
Optimization 

Minimise maintenance 
interventions, cost 

Minimise cost, 
maximize availability,  

Minimise cost, 
maximize availability,  

Ship level Multi 
objective -
Optimization 

Find optimum common periodic 
intervals for maintenance of ship 
machinery 

Find optimum set of maintenance actions for a 
finite time horizon giving maximum availability at 
minimum cost 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

Fig. 9.1 An overview of solution strategy
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whether the repair needs to be done at equipment or at component level.
For ships where the maintenance time for systems is at a premium,
replacement rather than repair is an attractive option. Better still, if the high
capital cost of equipment replacement can be balanced by less frequent
failure of the components of the newly replaced equipment, it seems
reasonable to go in for equipment replacement instead of replacing only the
failed component of the equipment. Once the level of repair or replacement
has been decided the second decision regarding going in for a TBPM or a
CBPM or both needs to be made for the equipment. It is well established
that the cost of preventive maintenance is always lesser than that of the
corrective maintenance and therefore better the probability of ending up in
PM, better is the policy chosen for the equipment. Probability of detection,
wear thresholds, monitoring or PM time intervals play an important part in
the decision.

Step 5 The choice of maintenance policy in the above steps is used to achieve the
multiple objectives of the maintenance actions. For critical plant equipment
which, are continuously monitored for multiple parameters or perfor-
mances and which are periodically maintained on the basis of deterioration
of the recorded parameters, there is always a need to minimize the
maintenance interventions. The deterioration of the various parameters can
be combined into one common parameter of overall wear or deterioration
and the minor maintenance routines interventions can be minimized based
on this overall parameter without running the risk of over crossing the
individual wear failure levels.

Step 6 Once the maintenance policy for all the critical equipment has been
identified, the stage is set for deciding on the optimum maintenance actions
for the ship machinery. The unique feature of a large set up like a ship,
imposes special conditions for carrying out maintenance actions on her
machinery.

As brought out earlier, ship are brought into repair/maintenance periodically.
This means that even though there are a large number of equipment whose main-
tenance is based on a TBPM and many other where the maintenance actions are
based on a CBPM, there has to be found a common time interval where the
maintenance actions of as many of them should be undertaken so as to minimise the
overall maintenance cost and maximize the availability during the off-repair period.
This is a MOOP (Multi-objective optimization problem) and needs an equivalent
treatment. A similar problem is faced while deciding on the maintenance that needs
to be taken in a short time so as to prepare the ship for a forthcoming urgent
operational mission. In such a condition, the maintenance manager can be tasked to
undertake best possible set of actions to see that given the constraints of manpower
resource and time, availability of the ship is maximized during the mission time and
the overall cost of maintenance and repair is minimized.

298 9 Maintenance of Large Engineering Systems



The present chapter focuses on the methods to prioritize the machinery for
maintenance in a large set-up and to resolve the MOOP problems faced during
scheduling of maintenance of such large setups as shown in step 6 of Fig. 9.1.

9.3.1 Hierarchical Level of Machinery

A breakdown of ship’s machinery into various plants, into systems and then to
equipment levels is shown in Fig. 9.2. We take an example of an air conditioning
plant, a schematic diagram of which is shown in Fig. 9.3. The plant has got a
variety of equipment such as pumps, motors, measuring devices, air blowers etc.
Few of the equipment are such that they can cause serious problems in the avail-
ability of the plant and would need more time to repair, whereas failure of some
others may have only marginal effect on the plant.

Defects on few of the equipment may become immediately evident; for example
if the air blower shuts out or the chilled water pump fails, the plant will immediately
become non-functional. There are some other equipment for example, the safety
relays such as the low pressure (LP) cut-outs or the high pressure (HP) cut outs
whose failure is not immediately evident. All these characteristics of the occurrence
of the defects, their severity and detection can be summarised in the FMECA
(Failure Mode Effect and Criticality Analysis) table. However, before we move
onto such a table, we first briefly describe the functioning of the air conditioning
plant shown in the Fig. 9.3 and touch briefly on the topic of the FMECA.

The AC (air conditioning) plant is one of the several plants onboard ship which
provide conditioned air to living spaces and more importantly to machinery spaces
and weapon compartments. The AC plant comprises many systems such as the
refrigerant or the freon system, the sea water systems, chilled water system, control
system etc. All these systems are essential for functioning of the AC plant.

Each of these systems have equipment, which are critical for the availability of
the system and therefore for availability of the plant itself.

The AC plant systems have the following functions:

• Refrigerant or the Freon system: The freon is the medium which removes heat
from the chilled water system. A compressor compresses the gaseous refrigerant
and pumps it down to an oil separator. The oil separator separates the lubricating
oil from the refrigerant gas. The gas is then pushed to a condenser. In the
condenser the gas is cooled into liquid and pumped towards an oil filter and
drier. The drier removes any moisture present in the refrigerant and then allows
the refrigerant to pass through an expansion valve. The expansion valve helps in
reducing the pressure on the condensed liquid and as a result the refrigerant
vaporises, absorbs heat from the evaporator and cools the chilled water circu-
lated through it (evaporator).
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• Lubricating oil system: The system does not have any moving components. The
oil from compressor is separated from the freon gas in the oil separator and
cooled inside a cooler before being returned to compressor again

• Chilled water system: The system consists of a motor driven pump which forces
the chilled water through the evaporator. In the evaporator the chilled water is
cooled down and it is then circulated inside air coolers. Air inside air coolers
transfer their heat to the chilled water.

Ship Machinery 

AC Plant Power gen plant Ref Plant Distilled water plant 

AC Plant 2 AC Plant 1 

Sea water system Chilled water system 

Compressor  Control  & alarm 
system  

Expansion vvs  

Capacity vv Solenoid vv System lines 

Electric 
Pump  

Heat exchgr  

System lines 

Electric 
Pump - 
CBPM 

Heat exchgr  

Air blowers  

Air treatment 
units  

CW regulator 

Pressure 
switch 

Isolating vv 

Low water 
thermostat 

Flow switch 

Temp 
measuring 
instruments 

HP cut out  LP cut out High temp cut 
out 

Oil sep heater  Oil temp measuring 
instruments 

Safety vvs 

Oil filter Freon filter & drier Oil cooler 

Oil flow switch 

Plant level 

System level 

Freon  & lub oil system 

Fig. 9.2 Breakdown of ship’s machinery into various levels: AC plant
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• Sea water system: A sea water pump circulates sea water through the condenser
where it helps in condensing the freon vapours. The sea water is then pumped
overboard.

• Control and instrumentation system: the system consists of a variety of equip-
ment and instruments that provide safety to the plant and control its operation.
These system devices are part of the various other systems mentioned above.
A capacity control system is also part of this system. This system controls the
cooling capacity according to the heat load on the system.

9.3.2 FMECA (Failure Mode Effect and Criticality
Analysis)

FMECA is basically a systematic method to identify and rank potential failure
modes of a system in terms of its criticality such that the remedial actions can be
taken to rectify them in a cost effective way. Although FMECA should be initiated
for a new system during the design phase, it is found to be beneficial even for a
system already in use. FMECA provides a baseline for safety analysis, maintenance
plan analysis and for failure detection and isolation of subsystem design. Although
cost is not a main objective of this analysis, it typically does result in an overall
reduction in cost to operate and maintain the plant. It also provides a baseline for
identifying the corrective actions for a given failure. This information can then be
used to perform various other analyses such as fault tree analysis (FTA) or a
reliability centered maintenance (RCM) analysis.

FMECA is actually undertaken in two parts, the first is the FMEA (failure mode
and effect analysis) and the second the CA (criticality analysis). The FMEA is

Fig. 9.3 Schematic diagram of a ship’s AC plant
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carried out to study the results of effects of item failure on system operation and to
classify each potential failure according to its severity. The CA on the other hand
provides relative measures of the significance of the effects of a failure mode. It
helps in ranking the significance of each potential failure for each component in the
system’s design based on failure rate (or occurrence), a severity ranking and its
detectability. Details on procedure for performing a FMECA analysis is given in
detail in a variety of manuals and documents as given below. Each such document
may have its own subtle difference with one another in order to improve its
applicability and usefulness to the organisation it serves.

• MIL-STD 1629A “Procedures for performing a failure mode, effects and criti-
cality analysis”

• SEMATECH (1992) “Failure Modes and Effects Analysis (FMEA): A Guide for
Continuous Improvement for the Semiconductor Equipment Industry”

• BS 5760-5 “Guide to failure modes, effects and criticality analysis (FMEA and
FMECA)”

• SAE J1739 “Potential Failure Mode and Effects Analysis in Design (Design
FMEA) and Potential Failure Mode and Effects Analysis in Manufacturing and
Assembly Processes

The method of carrying out FMECA is available in the literature in detail and
therefore only an example of such an analysis on the air conditioning plant shown
above is demonstrated in this chapter.

9.3.2.1 FMEA

FMEA as described above is limited to the study the effects of item failure on the
system or plant operation and to classify them in terms of their severity. However,
the complexity of a plant or system may make it difficult to identify all the failures
and its various effects on the system or plant. Therefore, generally two primary
approaches are used for carrying out FMEA. One is the hardware approach which
lists down individual hardware items of the plant (as shown in the AC plant
schematic drawing above) and analyses their possible failure modes. The other is a
functional approach. In this approach every hardware item’s function is identified
and listed down as its output. Failure to provide this output can then be termed as a
failure mode for the item which will have its local effect and also some end effect on
the plant to which it belongs. Help of reliability block diagrams (RBDs) can be
taken as and when necessary to identify the functional interdependencies for the
system while using the functional approach. Severity classification will be assigned
to each failure mode which can then be utilised to establish priorities for corrective
actions. Higher priority are assigned to severe failures and then to the next level and
so on. An example of severity classification chart and occurrence classification are
shown in the Tables 9.1 and 9.2. Table 9.3 gives an example of a FMEA carried out
on the AC plant component namely, the AC compressor shown in Fig. 9.3.
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Table 9.1 Severity classification [6]

Ranking Effect Comments

1 None No reason to expect failure to have any effect on safety,
health, environment or mission

2 Very low Minor disruption to facility function. Repair to failure can
be accomplished during trouble call

3 Low Minor disruption to facility function. Repair to failure may
be longer than trouble call but does not delay mission

4 Low to moderate Moderate disruption to facility function. Some portion of
mission may need to be reworked or process delayed

5 Moderate Moderate disruption to facility function. 100 % of mission
may need to be reworked or process delayed

6 Moderate to high Moderate disruption to facility function. Some portion of
mission is lost. Moderate delay in restoring function

7 High High disruption to facility function. Some portion of
mission is lost. Significant delay in restoring function

8 Very high High disruption to facility function. All of mission is lost.
Significant delay in restoring function

9 Hazard Potential safety, Health or environmental issue. Failure
will occur with warning

10 Hazard Potential safety, Health or environmental issue. Failure
will occur without warning

Table 9.2 Occurrence classification [6]

Ranking Effect Comments

1 1/10000 Remote probability of occurrence; unreasonable to expect failure to
occur

2 1/5000 Very low failure rate. Similar to past design that has, had low failure
rates for given volume/loads

3 1/2000 Low failure rate based on similar design for given volume/loads

4 1/1000 Occasional failure rate. Similar to past design that has, in the past, had
similar failure rates for given volume/loads

5 1/500 Moderate failure rate. Similar to past design having moderate failure
rates for given volume/loads

6 1/200 Moderate to high failure rate. Similar to past design having moderate
failure rates for given volume/loads

7 1/100 High failure rate. Similar to past design having frequent failures that
caused problems

8 1/50 High failure rate. Similar to past design having frequent failures that
caused problems

9 1/20 Very high failure rate. Almost certain to cause problems

10 1/10+ Very high failure rate. Almost certain to cause problems
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9.3.2.2 CA (Criticality Analysis)

Criticality analysis can be carried out either qualitatively or quantitatively.
Criticality analysis provides a comparison between the significance of various
failure modes in terms of their failure rate (quantitative) or occurrences (qualitative)
and the consequences of these failures. It is a tool that ranks the significance of each
potential failure as well as the significance of an entire piece of equipment or
system, on safe, successful operation and mission requirements. A quantitative
method is generally used when parameters such as failure rates for each failure
mode, failure mode ratios and the failure effect (once the failure has taken place)
probabilities are known quantitatively. These parameters can then be used to cal-
culate a parameter called the “failure mode criticality number” which is then used to
prioritise the failure modes. The following definitions need to be understood before
a quantitative approach can be used:

• Failure effect probability (β): Given that the relevant failure mode occurs, β is
the probability that the end effect will occur. For example, if power failure
occurs β = 1 that the end effect will be that the AC compressor will stop
functioning. However, if a failure mode is say, a safety device not working and
the end effect is AC plant failure, β in this situation will be less than 1.

• Failure rate (λp): it is the number of failures per unit of time of the item under
consideration.

• Failure mode ratio (α): It is the probability that the given part or item will fail in
the identified mode. The probability is expressed as a fraction of the sum of αs
for all the failure modes of the item. For function failure, for example of the AC
compressor, all the failure mode ratios (α) for failure modes of the compressor
will equal to 1.

• Failure mode criticality number (Cm): It is a relative measure of the frequency of
a failure mode. It is calculated as the product of β, α, λp and the operating time
‘t’. This parameter helps in ranking of the failure modes.

• Item criticality number (Cr = ΣCm): It is the sum of failure mode criticality
number of the same severity class.

Table 9.4 gives an example of a FMECA carried out on the AC plant compressor
using the quantitatively approach. It may be noticed that the most of the information
in the table is obtained from the FMEA carried out earlier in Table 9.3. The
information of FMEA table is then carried out forward to perform a criticality
analysis, in this case using a quantitative analysis.

A qualitative method of CA on the other hand, is used when the failure rates for
the failure modes are not known and the criticality or risk associated with each
failure is to be classified subjectively by the experienced personnel. In this
approach, instead of using the failure rates for failure modes, an occurrence rank is
used. However, while doing so care must be taken to use the occurrence classifi-
cation equal in number of ranks to the severity classifications. An example of
Occurrence Classification chart is shown in Table 9.2 below.
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Some CA methods also use detection rankings to complete the analysis of the
criticality of the failure modes. For qualitative methods it is essential that the
detection rankings also be of same magnitude as that of the occurrence and severity
rankings. After assigning the occurrence, severity and detection rankings, a risk
priority number (RPN) is calculated as the product of these rankings. The RPN in a
qualitative approach of CA is used for ranking the failure modes in terms of their
occurrence and consequences (severity). Table 9.5 gives an example of a FMECA
carried out on the AC plant compressor using the qualitative approach. In the given
example detection rankings of the system has not been used.

9.3.2.3 Criticality Ranking

Once the FMECA analysis is completed, various failure modes can be listed down,
starting with the highest RPN number or the failure mode criticality number, down
to the least. This kind of ranking helps in having a quick overview of the failure
modes in order of its priority. When the quantitative approach is used, criticality
ranking can be carried out either on the basis of failure mode criticality or the item
criticality number, however the former is considered to be a better choice.

FMECA Summary

FMECA helps in identification of the critical failure modes of a plant or a system so
that the repair and the maintenance actions on the concerned equipment or com-
ponent of the plant can be prioritized. The systematic nature of the analysis also
helps in identification of potential failure modes that could have otherwise been
skipped by the maintenance manager from addressing. It also helps bring to light
the kind of monitoring or corrective actions that may be required to obviate the
occurrence of the failure mode itself. In the FMECA example shown in Sect. 9.3.2
only a single component—AC compressor failure mode has been discussed. Since
the aim of the present work is not to present a detailed application of FMECA
technique, which is already available in literature (see Sect. 9.3.2), the example of
the analysis of AC compressor failure modes gives a snap shot of how to list down
the failure modes and mechanisms while carrying out an analysis in practice.
Though in the present context FMECA was mainly being discussed for use in
identification of a prioritized list of maintenance requirements, its real use is in the
design stage of a system for carrying out maintainability, safety and logistics
analysis. Here it is considered to be an iterative process, where the information is
regularly updated and the efficacy of the FMECA keeps improving with time and
experience. The subjective assessment made during the CA process gets improved
to the quantitative assessments and the new methods of defect monitoring or pre-
diction gets included in the process thus bringing down the severity of the con-
cerned failure modes.
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For the machinery which are present onboard a ship, all repair and maintenance
actions which need attention of the repair personnel present ashore need to be
identified separately. These maintenance actions need higher priority and need to be
clubbed together as a group so as to optimise the period of stay of ship in harbour.
All the maintenance actions which can be carried out by the ship’s staff can be
treated differently as a group and for these actions, optimal intervals for the time
based PM actions and optimal monitoring intervals for condition based PM actions
can be evaluated separately. The maintenance actions which are of low priority and
need to be undertaken only in harbour can be undertaken during the major repair or
refit period of the ship. Maintenance actions of low priority which can be under-
taken by the ship’s staff can be undertaken by them as and when it occur (corrective
maintenance). Since maintenance actions that require yard assistance present ashore
have high opportunity costs, corrective maintenance policy for such cases are
avoided.

For the subject AC plant, maintenance actions in each of the discussed category
have been brought out below.

Maintenance Actions in harbour by Ashore staff

• Time based maintenance actions: Compressor overhaul and mandatory
replacement of parts, sea water system-heat exchanger cleaning and pressure
testing, chilled water system-heat exchanger cleaning and pressure testing, sea
water system line inspection and renewal, Freon system safety valve calibration

• Condition based maintenance actions: electric pump—chilled water system,
electric pump—sea water system, air blowers—chilled water system, change of
shock and vibration mounts

Maintenance Actions by Ship’s staff

• Time based maintenance actions: checking of relays for operation, checking for
Freon system leaks, cleaning of drier and filter

• Condition based maintenance actions: replacing of oil filter, charging of gas,
expansion valve calibration and replacement

• Corrective maintenance: replacement of freon system valves, replacement of
temperature sensors

9.4 Maintenance Scheduling of a Large Setup
of Machinery

9.4.1 Introduction

As has been brought out earlier, a ship consists of a variety of plants each with a
different function. There might also be redundancies available in the plants that
improve its reliability. These plants in turn will consist of many equipment. There

9.3 Prioritizing the Machinery for Maintenance Requirements 309



could be some equipment which follow a time based preventive maintenance,
TBPM and there would be others that follow a CBPM. However, by virtue of being
present on the same platform, as that of a ship, we will have to find out what is the
most optimal time interval ‘T’ for carrying out maintenance on all these equipment.
Such a time period for maintenance on the ship equipment is called ‘Refit’ in naval
parlance.

The search for such an optimal time schedule seems to be a simple optimization
problem, but it is not. The reason, as will be shown with an example, are the
advantages that accrue from following a staggered, but grouped time schedules for
some, but not all the equipment. The figure below would provide a much needed
clarification.

In Fig. 9.4 above ‘TR’ is the scheduled refit or repair period for the ship, wherein
the majority or all of the equipment will be brought under maintenance. The TOps is
the operational time for the ship where she fulfills all her mission commitments. In the
first cycle of the figure, the maintenance manager finds out the optimal time for refit
TR. The objectives are cost rate and average reliability during the operational time of
the ship. This is the general trend in the maintenance planning function. What has
been observed in the research work is that, if the “operational time” of a ship is given
to be say, not less than Tops, then by bringing up a small select group of equipment
under maintenance, both the above stated objectives can be improved. Such short
maintenance intervals may be called “short maintenance period” (MP) and these can
be scheduled in between the refit periods of the ship. Though in the Fig. 9.4 it appears
that the bottom cycle has a shorter operational time TOps this may not be the case.

The strategy shown in Fig. 9.4 however requires solution of a multi-objective
optimisation problem with multiple variables. The variables for the optimisation
problem can be listed down as follows:

• Selection of equipment that need to be maintained during MP (maintenance
period)

• Scheduling of the maintenance period TA (Tmp) after completion of refit

TR – Refit time. Major ship equipment are under repair. Ship is down. 
TOps – Operational time. The ship is operational 
TA – A short maintenance period when a few select equipment are under maintenance. The ship  
is down. 

Fig. 9.4 Operation and maintenance cycle of a ship
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• Total number of MPs (maintenance periods required between the refit period)
• Scheduling of refit period TR (Trp) after completion of the previous refit

Among the other variables are the MP and/or the refit duration, however, these
are values that are generally ‘given’ and can be considered to be constraints of the
multi-objective problem being discussed.

9.4.2 Example

The above approach to the problem can be demonstrated taking an example of a
ship system. We consider a group of 03 main plants of a ship comprising 13
equipment (Fig. 9.5). The power generation plant has a redundancy. The life dis-
tribution and its assumed parameters are listed in Table 9.6. The search is for an
optimal maintenance plan for the entire ship such that the ship is available for
operations at least for a minimum period of ‘TOps’ at the maximum average reli-
ability ‘AvgRelb’ and at the minimum maintenance cost rate ‘Costrate’.

Initially we consider the case without any MP (or short maintenance periods). In
this case the search is for a common time where all the equipment would be
maintained together. The problem equation can be written as:

Fast Attack Craft Machinery 

Power Generation Plant AC plant Propulsion plant 

Plant 2 Plant 1 

Ancillary 
system- 
TBPM

Distribution 
system-
TBPM

Turbine - 
CBPM 

Ancillary 
system- 
TBPM

Distribution 
system-
TBPM

Turbine - 
CBPM 

ASD 
system -
TBPM

Turbine - 
CBPM 

Ancillary 
system -
TBPM

Shaft line 
system-
TBPM

Compressor 
- TBPM 

Ventilation 
system - 
TBPM

Cooling pp 
– CBPM 

Fig. 9.5 Schematic list—group of three plants of a attack craft

9.4 Maintenance Scheduling of a Large Setup of Machinery 311



OBJECTIVES
minT ½CostrateðTÞ�
maxT ½AverageRelbðTÞ�
s.t.

ð9:1Þ

costrateðTÞ ¼ Exp cost of failureðTÞ þ CPM � RelbðTÞR T
0 RelbðtÞdt

Average RelbðTÞ ¼
R T
0 RelbðtÞdt

T

ð9:2Þ

where

Relb(T) ¼
Yi¼n

i¼1

RiðTÞ 1� 1�
Yj¼n

j¼1

RjðTÞ
" #

� 1
Yk¼n

k¼1

RkðTÞ
" # !

ð9:3Þ

Table 9.6 Parameters of distribution of the 13 equipment example

S.
no.

Equipment/component Distribution Scale
parameter

Shape
parameter

Cost Man
power

1 Plant 1—ancillary system Weibull 150 1.109 1200 3

2 Plant 1—distribution
system

Weibull 465 1.3 4000 2

3 Plant 1—Turbine Gamma 0.089 0.97 550 3

4 Plant 1—Ancillary
system

Weibull 150 1.109 1200 3

5 Plant 1—distribution
system

Weibull 465 1.3 4000 2

6 Plant 1—Turbine Gamma 0.089 0.97 550 3

7 Propulsion plant—ASD
system

Weibull 907 2.9 19000 2

8 Propulsion plant—
Turbine

Gamma 0.075 0.52 5500 4

9 Propulsion plant—
Ancillary system

Weibull 95 1.1 650 3

10 Propulsion plant—Shaft
line system

Weibull 200 1.43 1100 2

11 AC plant—compressor Weibull 340 2.109 1200 4

12 AC plant—Ventilation
system

Weibull 139 1.02 1100 4

13 AC plant—Cooling pump Gamma 0.045 0.82 1200 2
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Exp cost of failureðTÞ ¼
Xn
j¼1

ZT
0

fjðxÞ
Yn
i 6¼j

RiðxÞ � ½1�
Y

RkðxÞ�

Costj þ NRj � TRj � CostR þ COprnðTRj þ TRH þ TLDÞ
� �

dx

ð9:4Þ

Where j and k are equipment belonging to the plants which have a hot redundancy
with each other and
E[] set of equipment selected to undergo maintenance during MP
NRi number of people required for maintenance of equipment ‘i’
TRi Time required for maintenance of equipment ‘i’
TRH Time required for ship to reach harbour
TLD Logistics delay time
agei age of equipment ‘i’ measured from completion of previous refit. Since all

equipment ε E[] are maintained at every MP, age for such equipment = 0
after every MP

Costi ‘i’ equipment cost
COpm cost of opportunity
CostR Cost of repair action per time per repair crew
fi(.) pdf of lifetime for equipment ‘i’
Fi(.) cdf of lifetime for equipment ‘i’
Ri(.) reliability of equipment ‘i’

CPM ¼
Xn
j¼1

ðCostj þ NRj � TRj � CostRÞ

Given an assumption of cost of opportunity of Rs 250,000/- and a cost of repair
of Rs 3500/- per man per day and the cost of equipment and manpower as shown in
the table below, we get the plots as shown in Fig. 9.6. The range of multiple
objectives lay to the left of the optimal point “T = 30 days”. At this point the cost
rate is 0.5478 × 105 and the average reliability during the operational duration is
0.7610.

Any time to the left of “T = 30” is also an acceptable point since the average
reliability remains higher than 0.7610 but at a higher cost rate. At any time to the
right of “T = 30 days” we approach a zone of lower average reliability at a higher
cost rate and hence all time points to the right of “T = 30” are clearly sub-optimal.
We now consider the case when we can introduce some minor/short MPs or
maintenance periods in between the refit schedules. The problem equation can now
be written as given in the next section.
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9.4.3 Example—MOOP of Maintenance Interval
Scheduling

We now allow some MP in between the refit periods and see what are the effects on
the multiple objectives of average reliability and maintenance cost rate. The
acceptance of minor maintenance intervals in between the refit period gives rise to
multiple variables such as selection of equipment to be included in the minor
maintenance period, time interval for carrying out such minor maintenance, time
interval for scheduling the refit of the ship and number of maintenance period
allowed to be carried out before the refit is carried out. The multi-objective problem
for the present case can be written as follows:

OBJECTIVES

minM½�½CostrateðM½nt; namp;E½�; T �Þ�
maxM½�½AverageRelbðM½nt; namp;E½�; T �Þ�
s.t.

ð9:5Þ

costrateðTÞ ¼ Exp cost of failureðM½nt; namp;E½�; T �Þ þ PM costðM½nt; namp;E½�; T �ÞPn
namp¼1

R ðTOpsþntÞ:ðnampÞ
ðTOpsþntÞ�ðnamp�1Þ RelbðtÞdt

h i
þ R T�TRamp

ðTOpsþntÞ:ðnÞ RelbðtÞdt
h i

ð9:6Þ

Fig. 9.6 Plot of cost rate and average reliability
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AverageRelbðM½nt; namp;E½�; T �Þ ¼
Pn

namp¼1

R ðTOpsþntÞ�ðnampÞ
ðTOpsþntÞ�ðnamp�1Þ RelbðtÞdt

h i
½TOps þ nt�n

þ
R T�TRamp

ðTOpsþntÞ�ðnÞ RelbðtÞdt
h i

ðT � TRampÞ � ½ðTOps þ ntÞ � ðnÞ� ð9:7Þ

where

RelbðxÞ
Yi¼N

i¼1

Riðagei þ xÞ
RiðageiÞ

� 1� 1�
Yj¼N

j¼1

Rjðagej þ xÞ
RjðagejÞ

" #
� 1�

Yk¼N

k¼1

Rkðagek þ xÞ
RkðagekÞ

" # !
agei¼0���8i2E½�

ð9:8Þ

where j and k are equipment belonging to the plants which have a hot redun-
dancy with each other

PMcostðM½nt; namp;E½�; T �Þ

¼
Xn

namp¼1

XN
j¼1

Costj þ NRj � TRj � CostR
� � � RelbððTOps þ ntÞ � nampÞ�

2
4

3
5
j2E½�

þ
XN
i¼1

Costi þ NRi � TRi � CostR½ � � RelbððT� TRamp �ðTOps þ ntÞ � nÞ

ð9:9Þ

Expcostof failureðM½nt; namp;E½�;T �Þ

¼
Xn

namp¼1

XN
j¼1

ZðTOpsþntÞ:ðnampÞ

ðTOpsþntÞ�ðnamp�1Þ

fjðagej þ xÞ
RjðagejÞ

YN
i6¼j

Riðagei þ xÞ
RiðageiÞ � 1�

YRkðagek þ xÞ
RkðagekÞ

� �2
64

3
75
agei¼0...8i2E½�

� Costj þ NRj � TRj � CostR þ COprnðTRj þ TRH þ TLDÞ
� �

dx

þ
XN
j¼1

ZT
ðTOpsþntÞ�n

fjðagej þ xÞ
RjðagejÞ

YN
i6¼j

Riðagei þ xÞ
RiðageiÞ � 1�

YRkðagek þ xÞ
RkðagekÞ

� �2
64

3
75
agei¼0...8i2E½�

� Costj þ NRj � TRj � CostR þ COprnðTRj þ TRH þ TLDÞ
� �

dx ð9:10Þ

where
M[] set of selected variables that affect the costrate and average reliability of the

ship
TOps Minimum operational time the ship need to be operational after a refit or

maintenance period
nt Time after TOps when the MP is scheduled
namp number of MPs that are scheduled before the ‘refit’ of ship falls due
E[] set of equipment selected to undergo maintenance during MP
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T Time (after the previous refit) when the ship’s refit falls due
TRamp Cumulative maintenance time for equipment chosen for maintenance

during MP
NRi number of people required for maintenance of equipment ‘i’
TRi Time required for maintenance of equipment ‘i’
TRH Time required for ship to reach harbour
TLD Logistics delay time
agei age of equipment ‘i’ measured from completion of previous refit. Since all

equipment ϵ E[] are maintained at every MP, age for such equipment = 0
after every MP

Costi ‘i’ equipment cost;
COpm cost of opportunity
CostR Cost of repair action per time per repair crew
fi(.) pdf of lifetime for equipment ‘i’
Fi(.) cdf of lifetime for equipment ‘i’
Ri(.) reliability of equipment ‘i’

9.4.4 Use of NSGA II—Elitist Genetic Algorithm Program

The above discontinuous, discrete, multi-objective, multi-variable optimisation
problem can be best approached using the elitist NSGAII program [7].
A chromosome for the GA population is shown in Fig. 9.7. The chromosome
contains all the multi-variables required for evaluating the health (or magnitude of
its objectives).

The first 13 slots of the chromosome are for the equipment which, in this case
are a total of 13. The slots can contain either a ‘1’ or a ‘0’ showing whether that
specific equipment is selected to undergo replacement/repair during the MP or not.
The 14th slot shows the number of MP (short maintenance period) selected by the
chromosome. A ‘0’ in this position would mean that there are no MPs for equip-
ment and therefore the number ‘0’ or ‘1’ in any of the first 13 slots would then be
irrelevant.

The 15th slot shows the time after the mandatory TOps period when the MP is
being scheduled. Since time is continuous, this slot may have infinite choices. We
therefore choose a small time interval Δt the multiples of which in integers can be
shown in this 15th slot. A ‘0’ in this slot would therefore mean that the MP has been
scheduled right after completion of the mandatory TOps period. It has been brought
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out before that the TOps period is the minimum time the ship should remain
operational after maintenance to meet her operational commitments.

The 16th slot shows the time when the refit is scheduled. The time shown here is
counted from the elapse of the previous refit period.

9.4.5 Assumptions and Result

We make the following assumptions for the example under discussion

• Maintenance actions considered are only replacement of equipment
• All maintenance actions require assistance of repair crew present ashore.
• All maintenance actions are considered sequential in nature. In actual practice

simultaneous repair actions can be undertaken resulting in reduced downtime
due to maintenance actions.

• Time required for maintenance is considered deterministic in nature.
• The failure of all the equipment are statistically independent in nature
• The equipment which are being monitored for wear or deterioration follow a

non-stationary gamma wear process. All other equipment follow a Weibull
process for failure.

• The equipment which have been selected for maintenance during MP remain
fixed for every MP. In practice, we may consider to choose the equipment that
can be maintained during every MP. The chromosome for solving the GA
problem in this case would be 3 dimensional in nature.

The crossover probability for the example selected above is 0.8 and the mutation
probability is 0.01. A random population of 40 chromosomes brings out interesting
results after just 4 generations, as shown below through 02 solutions.

Fig. 9.7 A chromosome used
for solving the NSGAII based
MOOP
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Soln 1 ¼ 1 0 1 1 0 1 0 1 1 1 1 0 1 2 0 145½ �;
Cost rate ¼ 0:4647� 105;Average reliability ¼ 0:6738

Soln 2 ¼ 1 0 1 0 0 1 1 1 0 1 1 1 1 3 6 225½ �;
Cost rate ¼ 0:3993� 105;Average reliability ¼ 0:6275

The above two solutions bring out two such non-dominated solutions. The first
solution shows that if 09 equipment are selected to undergo 02 MPs exactly after
completion of TOps of 30 days and the refit is scheduled after every 145 days the
cost rate drops to 0.4647 × 105 down from 0.5478 × 105 that happens when no MP
is selected. The average reliability of course drops from 0.7610 to 0.6738. The
second solution also brings out another non-dominated solution. When 09 equip-
ment are selected to undergo 03 MPs, 12 days after TOps of 30 days (or after every
42 days) and if the refit is scheduled after every 225 days, the cost rate drops further
to 0.3993 × 105 but the average reliability also drops to 0.6275. When the TOps

becomes 20 days we see improvement in both the objectives (Fig. 9.8). This shows
that it is not optimal to put down all the equipment together for maintenance during
a “refit” without keeping any short maintenance period MP in between the refit
periods. The number of MPs and the scheduling of the MPs play a vital part in
improving the cost rate and average reliability of the ship during the operation
phase in between the refit periods. The NSGA II program routines for the example
were written in Matlab 7.0. The objective values and the elite solutions are shown
in Tables 9.7 and 9.8.

Fig. 9.8 Set of optimal solutions obtained from NSGA II program
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Table 9.8 Forty solutions of the MOOP obtained through NSGAII

Soln no. 1 1 1 0 1 1 1 0 1 1 1 0 0 1 2 1 101½ �
Soln no. 2 1 1 0 0 0 0 1 0 0 1 0 0 1 5 1 183½ �
Soln no. 3 0 1 0 1 1 1 1 1 0 1 0 0 1 5 1 209½ �
Soln no. 4 0 1 1 1 1 1 1 0 0 1 0 0 1 5 2 211½ �
Soln no. 5 0 1 1 1 0 1 1 0 0 1 0 0 1 5 2 209½ �
Soln no. 6 0 1 0 0 0 0 0 1 0 0 1 0 1 5 13 312½ �
Soln no. 7 1 1 1 1 0 1 0 0 0 1 0 0 1 5 2 209½ �
Soln no. 8 1 1 0 1 1 1 0 1 1 1 0 0 1 2 1 101½ �
Soln no. 9 0 0 0 0 0 0 1 0 0 0 1 0 1 5 11 312½ �
Soln no. 10 0 1 1 0 0 0 1 0 0 1 0 0 1 5 2 211½ �
Soln no. 11 0 0 0 0 0 0 0 1 0 0 1 0 1 5 13 312½ �
Soln no. 12 1 1 0 1 0 1 0 1 1 1 0 0 1 5 1 209½ �
Soln no. 13 1 1 1 1 0 1 0 0 0 1 0 0 1 5 2 209½ �
Soln no. 14 0 1 1 1 1 1 1 0 0 1 0 0 1 5 2 211½ �
Soln no. 15 0 1 0 0 0 0 0 1 0 0 1 0 1 5 13 312½ �
Soln no. 16 0 1 1 1 0 1 0 0 0 1 0 0 1 5 2 209½ �
Soln no. 17 1 1 0 1 1 1 0 1 1 1 0 0 1 2 1 101½ �
Soln no. 18 0 0 0 0 0 0 0 1 0 0 1 0 1 5 13 312½ �
Soln no. 19 0 0 0 0 0 0 1 0 0 0 1 0 1 5 11 312½ �
Soln no. 20 0 1 0 0 0 0 0 1 0 0 1 0 1 5 13 312½ �
Soln no. 21 0 1 1 1 0 1 1 0 0 1 0 0 1 5 2 209½ �
Soln no. 22 0 1 0 1 1 1 0 0 0 1 0 0 1 5 9 312½ �
Soln no. 23 0 1 0 0 0 0 0 1 0 0 1 0 1 5 13 312½ �
Soln no. 24 0 0 0 0 0 0 0 1 0 0 1 0 1 5 13 312½ �
Soln no. 25 0 1 1 1 0 1 1 1 0 1 1 0 1 5 2 218½ �
Soln no. 26 1 1 0 1 1 1 0 1 1 1 0 0 1 2 1 101½ �
Soln no. 27 0 0 0 0 0 0 0 1 0 0 1 0 1 5 13 312½ �
Soln no. 28 1 1 0 1 0 1 1 1 0 1 0 0 1 5 1 209½ �
Soln no. 29 0 1 0 1 1 1 0 0 0 1 0 0 1 5 9 312½ �
Soln no. 30 1 1 1 1 0 1 0 1 0 1 0 0 1 5 2 209½ �
Soln no. 31 0 1 1 0 0 0 1 0 0 1 0 0 1 5 2 211½ �
Soln no. 32 1 1 1 1 0 1 0 1 0 1 0 0 1 5 2 209½ �
Soln no. 33 0 0 0 0 0 0 1 0 0 0 1 0 1 5 11 275½ �
Soln no. 34 0 0 0 0 0 1 0 1 0 0 1 0 1 5 13 286½ �
Soln no. 35 0 1 1 1 0 1 0 0 0 1 0 0 1 5 2 209½ �
Soln no. 36 0 0 0 0 0 1 0 1 0 0 1 0 1 5 13 284½ �
Soln no. 37 0 1 1 0 0 1 0 0 0 1 0 0 1 5 2 209½ �
Soln no. 38 0 1 1 0 1 0 1 0 0 1 0 0 1 5 2 209½ �
Soln no. 39 0 1 0 0 0 1 0 1 0 0 1 0 1 5 13 312½ �
Soln no. 40 1 1 0 1 1 1 0 1 1 1 0 0 1 2 1 101½ �
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9.5 Decision Regarding Maintenance Before
an Operational Mission

9.5.1 Introduction

It was brought out earlier that in a naval ship the maintainer is often faced with a
dilemma of choosing the appropriate maintenance action plan for his equipment just
prior to an urgent operational mission. The authorities could be kind enough to
allow the ship to have a short maintenance period just before the operational
mission to get the equipment ready for operation. However, the time and manpower
resource available during this time have their own constraints. Under such cir-
cumstances the maintainer has two options

(a) Either to choose to carry out minor repair or replacement of the maximum
number of equipment, thus inflating the maintenance budget but improving the
availability of the equipment.

(b) Or the maintainer can minimize the cost of maintenance but this will come at a
price in terms of low availability of the equipment.

Though there are many mathematical models available in the literature which
focus on optimal maintenance decisions in terms of maintenance intervals, type of
maintenance actions etc., there are none available to address this type of
multi-objective maintenance decision model, which emphasizes on short term
maximization of mission accomplishment probability at an appropriate maintenance
cost within constraints of resources of time and manpower. Most of the models make
the simplistic assumption that whenever the plant breaks down all the components
are replaced. But this is only seldom true for plants which have a vast number of
components and auxiliary equipment. In most of these cases the replacement may at
best be limited to an auxiliary component. The rest of the auxiliary equipment may
continue to exist in the plant with their relevant ages and still continue to function.
Assuming these equipment to be as good as new will be completely unrealistic.

The biggest challenge for tackling the above type of problems comes from the
overwhelming number of equipment and various factors to be considered before
making optimal maintenance decision. For example the following will need to be
considered by the maintenance manager:

(a) What are the critical equipment components and sub-components that need to
be considered for maintenance action?

(b) What is the age distribution of the critical equipment or when were they last
replaced? Since age of mechanical component plays an important part in
determining the residual life, this is an important consideration for the maintainer.

(c) For equipment which are monitored for its condition/wear or deterioration,
what is the probability that the maintenance will fall due during the upcoming
operational phase of the ship? Will it be beneficial to carry out the mainte-
nance action on these equipment before the operational phase itself?
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(d) Which equipment have got redundancies? Will it be beneficial if these
equipment maintenance be undertaken during the operational phase? Is it
beneficial to undertake component level repair or replace the whole equipment
itself or should one opt for opportunistic maintenance?

(e) Some minor maintenance actions can be undertaken by the ship crew, but
there are some that must be undertaken only in harbor by experts. The
maintenance on these equipment will certainly cost high in terms of inter-
ruption in the operations.

The problem gets compounded if the logistics to support the maintenance actions
need to be considered. For the present case, since the maintenance period before the
operational phase has been scheduled impromptu, we assume that all the logistics
support is available so as to support the maintenance related decision taken by the
maintenance manager.

9.5.2 The Model

Let a main propulsion plant be comprised of ‘n’ components with known ages. Let
there be redundancies available for some equipment. The problem at hand is to
choose between two actions, to replace or to leave it as it is. The objectives are
minimization of maintenance costs and minimization of downtime. Both the
objectives are conflicting and therefore the solutions should be available on a
pareto-optimal front of the plot for the objectives.

We proceed by first discretizing the time and evaluating the expected cost and
downtime in each discrete time zone. Later we make use of a NSGA II based
algorithm to arrive at the optimal solutions for the given example of a single main
propulsion plant system. The MOOP can be written down as follows:

OBJECTIVES

minM½�½Expected Cost ðThÞ�
minM½�½ExpectedDowntime ðThÞ�
s.t.

ð9:11Þ

Xn
i¼1

MCi þ fExpected cost Thð Þ� �Budgeted cost

Xn
i

MPi �MTi �maintenance periodX total maintenancemanpower available

Prob ODL Thð Þ\wear threshold levelð Þ\Given probability values

1�
Xn
i¼1

Z1
0

fiðThÞ
1� FiðageiÞ �

Y RjðThÞ � dt
1� FjðagejÞ 1�

Y RikðThÞ � dt
1� FikðagekÞ

� �2
4

3
5
i6¼j

[Given

ð9:12Þ
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Where
M[] are a set of actions for various equipment and components of the

plant ‘Th’ is the time horizon the plant is to be in operational state
immediately after the maintenance

MPi is the manpower required for maintenance of component ‘i’
MTi is the time required for maintenance of component ‘i’
MCi is the cost involved for maintenance of component ‘i’
ODL(Th) is the overall deterioration on level of the components of the plant

being monitored
agei is the age of component ‘i’
fi(.) is the pdf of lifetime for component ‘i’
Fi(.) is the cdf of lifetime for component ‘i’
Ri(.) is the reliability of component ‘i’
Rij(.) and Fij(.) is the reliability and cdf of component ‘j’ which is redundant for

component ‘i’

We take the case of a main propulsion plant which comprises many maintainable
components identified through qualitative or quantitative methods like “reliability
centered maintenance” or FMECA. A look at the components and subcomponents
of such a plant is placed at Fig. 9.9. The critical inputs regarding age, cost, man-
power and time required for maintenance etc. is given in Table 9.9. The sea water
pump has a redundancy and all the components selected for maintenance are
assumed to have been selected as per the chosen maintenance policy. The main-
tenance manager has got only limited time in his hand and if he has to maximize the
availability of the ship at minimum cost, he has to choose the equipment which he
needs to maintain, very wisely. The problem becomes compounded since the
assumption that the equipment can fail only once within the time horizon under
consideration has been dropped and now the ages (or times) the equipment are
under service also need to be considered.

The mathematical model for the MOOP is given in Eqs. 9.11 and 9.12. The
expected cost and downtime equations are shown in Eqs. 9.22 and 9.23.

9.5.3 Assumptions

The following assumptions are made with respect to the sample main propulsion
plant:

• The failures of all components are statistically independent
• The components which are being monitored for condition/deterioration follow a

gamma deterioration process and all the other components follow a Weibull
process for failure. All the parameters of the assumed processes are known.

9.5 Decision Regarding Maintenance Before an Operational Mission 323



• The maintenance actions available is only replacement or no replacement except
for fouling of GT blades or de-carbonisation of the burners which are chemically
cleaned and fitted back.

• The repair times considered for components are deterministic for convenience of
planning. Maintenance actions requiring work in harbor incur higher repair
times and cost

• Though the time is assumed to be continuous, we make it discrete for ease of
calculations. We therefore assume that no two failures occur at the same time.
We assume no constraints for the given main propulsion plant problem with 29
components.

We also assume that the components which follow gamma wear process have
the same scale parameter. The combined wear of such processes is also a gamma
wear process with same scale parameter but the shape parameter is the sum of the
individual parameters. The proof is shown in Eqs. (9.13)–(9.21) below. The
probability of the combined wear exceeding the wear threshold can then be
ascertained according to Eq. (9.21). For processes which have different scale
parameters, the method to form a convolution is shown in Verma et al. [5].

Let x1 and x2 be two gamma random variables such that y = x1 + x2; 0 ≤ x1 ≤ ∞
and 0 ≤ x2 ≤ ∞ and let the shape parameters of their gamma distribution be α1 and

Fig. 9.9 Select maintainable components of a sample main propulsion plant
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α2 respectively and scale parameters be both equal to β. We have x2 = y−x1 as x2
ranges from 0 to ∞; y ranges from x1 to ∞ let a conditional distribution be

Uðy/x1Þ ¼ f ðx2Þ � @x2
@y

ð9:13Þ

where f(x2) is the gamma pdf for x2 and it can be written as

¼ f y� x1ð Þ � 1 ¼ ba2

Cða2Þ � ðy� x1Þa2�1 � e�ðy�x1Þ�b ð9:14Þ

Hence joint density function, say g(x,y) will be =

U y/x1ð Þ � f x1ð Þ

¼ ba2

Cða2Þ � ðy� x1Þa2�1 � e�ðy�x1Þ�b � ba1

Cða1Þ � ðx1Þ
a1�1 � e�ðx1Þ�b;

0� x1 �1 and x1 � y\1

ð9:15Þ

Integrating wrt x1, we can get the pdf for y. Changing limits of ‘y’ from 0 to ∞,
we have x1 ranging from 0 to y

f yð Þ ¼
Zy
0

ba2

Cða2Þ � ðy� x1Þa2�1 � e�ðy�x1Þ:b � ba1

Cða1Þ � ðx1Þ
a1�1 � e�ðx1Þ:b � dx1 ð9:16Þ

¼ bða1þa2Þ

Cða1Þ � Cða2Þ :e
�yb
Zy
0

xa1�1
1 ðy� x1Þa2�1 � dx1 ð9:17Þ

Putting x1 = t · y and changing the limit we can change the above equation to

bða1þa2Þ

Cða1Þ � Cða2Þ � e
�yb
Z1
0

ðt � yÞa1�1ðy� ytÞa2�1 � y � dt ð9:18Þ

¼ bða1þa2Þ

Cða1Þ � Cða2Þ � e
�yb � yða1þa2�1Þ

Z1
0

ta1�1:ð1� tÞa2�1 � dt ð9:19Þ

but we have
R 1
0 t

a1�1 � ð1� tÞa2�1 � dt ¼ beta function ¼ Cða1Þ�Cða2Þ
Cða1þa2Þ
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Therefore Eq. (9.19) can be written as

f ðyÞ ¼ bða1þa2Þ

Cða1 þ a2Þ � e
�yb � yða1þa2�1Þ ð9:20Þ

Which is the same as the gamma function with scale parameter = β and
shape = α1 + α2

FðxÞ ¼
ZðWTh�W0Þ

0

bða1þa2Þ�t

Cðða1 þ a2ÞtÞ x
ða1þa2Þt�1 � e�bx � dx ð9:21Þ

where,
F(x) is the cdf of the combined wear
WTh is the combined wear threshold at the end of operational phase ‘Th’ and
W0 is the wear at the end of the maintenance phase

Consider the Fig. 9.10. To obtain the correct values of expected cost and
downtime we break the time line into small discrete steps and recursively calculate
the cost and downtime for every discrete step. A form of this method was shown by
Perakis [8], however, there is a difference in the way the expected cost and
downtime has been calculated in this work. The equation for estimation of cost and
downtime can be represented as shown in Eqs. (9.22) and (9.23).

E(Cost(Th))

¼
Xn
i¼1;

ZTh
0

fiðagei þ xÞ
RiðageiÞ

Yn
j6¼i

Rjðagej þ xÞ
RjðagejÞ �

Y
1� Rikðagek þ xÞ

RikðagekÞ
� 	� 	

� ðCostinitl þMCi þ CostR �MPi � ðTRi þ ciÞÞ þ E(Cost(Th� x� ðTRi þ ciÞÞÞ � dx
ð9:22Þ

And similarly for downtime we have

t=0 

Maintenance 
period 

Th-x-MTi 

Mission  period=Th

t=x

MTi

Fig. 9.10 Timeline for the mission period
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E(DT(Th)) ¼
Xn
i¼1

ZTh
0

fiðagei þ xÞ
RiðageiÞ

Yn
j 6¼i

Rjðagej þ xÞ
RjðagejÞ �

Y
1� Rikðagek þ xÞ

RikðagekÞ
� 	� 	

� ðTRi þ ciÞ þ E(DT(Th� x� ðTRi þ ciÞÞÞ � dx ð9:23Þ

Where
TRi time required for replacement of component ‘i’
CostR cost of repair action per time per repair crew
Costinitl initial cost incurred during maintenance phasePn

i¼1
M � ðMCi þ CostR �MPi � ðTRiÞ

E(Cost(Th)) expected cost at time horizon ‘Th’
E(DT(Th)) expected down time
M[] is a vector of 0 and 1 s depicting action or no action on various

components of the plant
‘Th’ is the time horizon the plant is to be in an operational state

immediately after the maintenance
MPi is the manpower required for maintenance of component ‘i’
MCi is the fixed cost of component ‘i’
ODL(Th) is the overall deterioration level of components being monitored
agei is the age of component ‘i’
fi(.) is the pdf of lifetime for component ‘i’
Fi(.) is the cdf of lifetime for component ‘i’
Ri(.) is the reliability of component ‘i’
Rij(.) and Fij(.) is the reliability and cdf of component ‘j’ which is redundant for

component ‘i’

The high number of components; 29 in the above case and the requirement of
working on the problem through a recursive method makes the solution time
intensive. Further, the multi-objective nature of the problem requires multiple
evaluations of the expected cost and downtime to investigate the search space for
optimal solutions. Taking the time horizon to be of 45 days, we begin with a
random selection of 30 maintenance actions for components. The Matlab codes for
the NSGA II have been generated using MATLAB 7.0. To speed up the evaluation
process, the GA maintains a record of old solutions and for children with similar
chromosomes as that of the parents the objective fitness are directly copied instead
of evaluating them all over again.

9.5.4 Result

The elite 30 solutions obtained after 25 generations have been listed in the
Table 9.10. The solution is given in the matrix form where, each element represents
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whether that particular component has to be replaced or not. The 14 solutions can
be seen to form Pareto optimal front in Fig. 9.11 Based on the availability
requirements and the budget considerations, the maintenance manager can choose
from the 14 elite solutions, one that suits him the best. Further, we have not
considered, opportunistic maintenance in the problem above. However, since the
fixed cost of the components far outweigh the variable maintenance cost, it does not
affect the solution much, except for bringing down the collective maintenance time
prior to the operational phase. The maintenance manager can therefore make a note
of that fact and choose his maintenance actions accordingly.

Table 9.10 Matrix of solutions for the main propulsion plant problem

Sl no. Various solutions

1 1 1 0 1 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 1 1 0 0 0 1 0 0½ �;
2 1 1 0 1 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 1 1 0 0 0 1 0 0½ �;
3 0 0 1 0 1 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0½ �;
4 0 0 1 0 1 0 0 0 0 0 0 0 0 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0½ �;
5 0 1 0 0 1 0 0 0 0 0 0 0 1 1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0½ �;
6 1 0 1 0 1 1 0 0 1 1 1 1 1 1 1 0 1 1 0 1 0 0 0 0 0 0 0 0 0½ �;
7 0 0 1 0 1 0 0 0 1 0 0 0 1 1 1 0 1 1 1 1 0 0 0 0 0 0 1 0 0½ �;
8 1 0 0 0 1 1 0 0 1 0 0 1 1 1 1 1 1 1 1 1 0 1 0 0 0 0 1 0 0½ �;
9 0 1 0 0 1 1 0 0 1 1 1 1 1 1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0½ �;

10 1 1 0 1 1 1 0 0 0 0 0 1 0 1 1 1 1 1 0 1 0 0 1 0 0 0 1 0 0½ �;
11 0 0 0 0 0 1 0 0 0 0 0 1 0 1 1 0 1 1 1 1 0 0 1 0 0 0 0 0 0½ �;
12 0 0 1 0 1 0 0 0 1 0 0 0 1 1 1 0 1 1 1 1 0 0 0 0 0 0 1 0 0½ �;
13 1 0 1 0 1 1 0 0 1 1 1 1 1 1 1 0 1 1 0 1 0 0 0 0 0 0 0 0 0½ �;
14 1 1 0 1 1 1 0 0 1 0 0 1 1 1 1 0 1 1 1 1 0 0 1 0 0 0 1 0 0½ �;
15 1 0 0 0 1 1 0 0 1 0 0 1 1 1 1 1 1 1 1 1 0 1 0 0 0 0 1 0 0½ �;
16 1 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0½ �;
17 0 0 1 0 1 0 0 0 0 0 1 0 1 1 1 1 1 1 0 1 0 0 1 0 0 0 0 0 0½ �;
18 1 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0½ �;
19 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0½ �;
20 0 0 1 0 1 0 0 0 0 0 1 0 1 1 1 1 1 1 0 1 0 0 1 0 0 0 0 0 0½ �;
21 0 0 1 0 1 0 0 0 0 0 0 0 1 1 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0½ �;
22 0 1 0 0 1 1 0 0 1 1 1 1 1 1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0½ �;
23 1 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0½ �;
24 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0 0½ �;
25 1 0 1 0 1 1 0 0 1 1 1 1 1 1 1 0 1 1 0 1 0 0 0 0 0 0 0 0 0½ �;
26 1 1 0 1 1 1 0 0 1 0 0 1 1 1 1 0 1 1 1 1 0 0 1 0 0 0 1 0 0½ �;
27 1 1 0 1 1 1 0 0 1 0 0 1 1 1 1 0 1 1 1 1 0 0 1 0 0 0 1 0 0½ �;
28 1 1 0 1 1 1 0 0 1 0 0 1 1 1 1 0 1 1 1 1 0 0 1 0 0 0 1 0 0½ �;
29 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0 0½ �;
30 1 1 0 1 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 1 1 0 0 0 1 0 0½ �;
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9.6 Summary

The present chapter touched upon two different aspects of maintenance faced by
maintenance manager of a large setup of machinery. The first was regarding pri-
oritizing of machinery/equipment in terms of failure severity and criticality and the
second regarding taking a group decision on maintenance actions keeping in mind
objectives such as cost rate, average reliability, availability etc.

The prioritization of machinery was demonstrated using a FMECA method
wherein equipment that are critical for functioning of the relevant system are
identified and evaluated further for the kind of maintenance action it may need. It
has been brought out earlier that the maintenance planning for machinery of a large
set up like that of a ship is a complex activity. Since there a large number of plants
with large number of systems and equipment, it is imperative that to arrive at an
optimum decision on maintenance at the ship level, maintenance at every hierar-
chical level of her machinery be optimized. This means that the maintenance
personnel need to decide not only at the plant level but also at equipment level
whether a particular equipment needs to be covered under CBPM or TBPM,
whether the replacement or repair need to be done on equipment level or component
level etc. The methodology was briefly mentioned in Sect. 9.2. The present chapter
however, focussed mainly on making group maintenance decision at the ship (or
industry) level machinery, depicted in step 6 of Fig. 9.1.

The present chapter has also demonstrated the method of organizing the
equipment into groups so that these groups of equipment can be specifically
maintained during short maintenance periods called (MPs) scheduled in between
the refits of the ships. The number of such MPs, the select list of equipment to be
maintained during these MPs, the time interval for scheduling these MPs and the

Fig. 9.11 A plot of solutions for the sample problem after 7 and 25 generations
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time interval for scheduling the refit (major maintenance) period of the ship were
the variables that were used for solving the multi-objective optimization problem
using the genetic algorithm based NSGAII program. The second maintenance
problem discussed was that of choosing the optimal set of equipment for mainte-
nance actions given the constraints of time and maintenance resources.
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Chapter 10
Probabilistic Safety Assessment

10.1 Introduction

Probabilistic Safety Assessment (PSA), also called Probabilistic Risk Assessment
(PRA), is currently being widely applied to many fields, viz, chemical and process
plants, nuclear facilities, aerospace and even to financial management. PSA
essentially aims at identifying the events and their combination(s) that can lead to
severe accidents, assessing the probability of occurrence of each combination and
evaluating the consequences. PSA provides the quantitative estimate of risk, which
is useful for comparison of alternatives in different design and engineering areas.
The main benefit of PSA is to provide insights for the identification of dominant
risk contributors and the comparison of options in reducing risk. In addition, it
provides inputs to decisions on design and back fitting, plant operation and
maintenance, and on regulatory issues.

In spite of the benefits, it is well recognized that PSA has its own limitations.
The accuracy of the PSA depends on the uncertainties in aspects like models and
data on dependency (e.g. Common Cause Failures (CCFs)) and Human Reliability.
The benefits that accrue from PSA overweigh its limitations. So worldwide, utilities
are performing the PSA of their plants and many regulatory bodies are using it as a
risk informed approach in decision making. Over the years, the PSA methodology
has matured and even new applications like living PSA/Risk Monitor, technical
specification optimization, reliability centered maintenance (RCM) and risk based
in-service inspection have emerged.

10.2 Concept of Risk and Safety

The word risk is generally defined as “the chance of injury or loss resulting from
exposure to a source of danger”, while safety means “freedom from danger or
hazard”. A problem is that in a technological society, no activity has zero risk.
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Thus, there can not be absolute safety and the two terms are related to one another,
with low risk meaning the same as high level of safety. However, psychologically,
we tend to be more comfortable with the term safety than with term ‘risk’, whether
we are discussing nuclear reactors, air planes, chemicals or automobiles.

Risk is related to “chance” and loss. The qualitative definition can loss be
converted into qualitative by putting risk on a mathematical foundation. Let the
“chance” be probability and “loss” be consequences and “of” be multiplication.
This is to define risk as probability times consequences, thus risk combines both
probability and consequences.

Risk ¼ Probability � Consequences ð10:1Þ

Producing probability distributions for the consequences affects a much more
detailed description of risk.

The notion of risk can be further refined by defining it as a set of triplets; as
explained by Kalpan and Garrick [1], it is set of scenarios Si, each of which has a
probability pi and a consequence xi. If the scenarios are ordered in terms of
increasing severity of the consequences then a risk curve can be plotted, for
example as shown in Fig. 10.1.

Risk ¼ Si; pi; xih i; where i ¼ 1; 2; 3; . . .; n: ð10:2Þ

The risk curve represents the probability that the consequences of the accident
will be greater than some value of x. Mathematically, the exceedance probability is
integral from x to∞, the curves is known as complimentary cumulative distribution
function.

Further, instead of probability of the event, frequency with which such event
might take place can also be used.

Example 1 In a chemical plant, the following event probabilities and consequences
are known (as shown in Table 10.1). Assuming the accidents are independent,
construct the risk curve and determine the risk of each accident.

Pr
ob

ab
ili

ty
 (

X
 >

=
 x

) 

Consequences (x) 

Fig. 10.1 Risk curve
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Solution:
The constructed risk curve is shown in Fig. 10.2 (Calculations in Table 10.2); high
consequence events have low probability. Risk for each accident is the product of
its probability and consequence as shown in Table 10.3. By providing safe grounds
against accident D, A and F, risk can be reduced significantly.

Table 10.1 Probabilities and
consequences

Event Consequence xi Probability

Accident A 1000$ 4 × 10−2

Accident B 500$ 2 × 10−2

Accident C 100$ 1 × 10−2

Accident D 1500$ 8 × 10−2

Accident E 10000$ 5 × 10−4

Accident F 5000$ 5 × 10−3

Accident G 2500$ 1 × 10−3

Accident H 750$ 3 × 10−2

Accident I 8000$ 3 × 10−4

Accident J 7000$ 1 × 10−4

Table 10.2 Calculations for
risk curve

X 100 500 750 1000 1500

P(X > x) 0.1869 0.1769 0.1569 0.1269 0.0869

X 2500 5000 7000 8000 10,000

P(X > x) 0.0069 0.0059 0.0009 0.0008 0.0005

Fig. 10.2 Risk curve for a
chemical plant
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10.3 An Overview of Probabilistic Safety Assessment
Tasks

In the Risk Analysis, we primarily address these questions: what is the hazard?
How likely is it? What are the consequences? How to improve the level of safety?
A simple risk model for a fire accident scenario is shown in Fig. 10.3. Anticipating
a fire accident, let us say there are safety equipment A (fire extinguisher in the
room) and B (fire extinguisher of the facility/town). Both of them function, it is
happy ending. If equipment B fails given A successful, seq 2 may not be a happy
ending. Seq 3 represents the failure of A and success of B, it could be unhappy
ending. Seq 4 represents the failure of both A and B, it could be disastrous situation.
Having identified all the sequences, evaluation of risk corresponds to calculation of
the likelihood of sequences and their associated consequences. A systematic and
comprehensive methodology probabilistic safety assessment (PSA) is used to
evaluate the risk associated with complex engineering systems like NPPs. All the
sequences and their outcomes are identified, then evaluation of risk corresponds to
calculation of the likelihood of sequences and their associated consequences.

The procedure presented here is general and is derived based on the insights
from [2–8] as shown in Fig. 10.4.

PSA begins with the definition of objectives and scope of the analysis which are
necessary for the organization and management of the study. This is also useful to

Table 10.3 Risk of each
event

Event Risk Event Risk

Accident A 40 Accident F 25

Accident B 10 Accident G 2.5

Accident C 1 Accident H 22.5

Accident D 120 Accident I 2.4

Accident E 5 Accident J 0.7

Fig. 10.3 Model for fire
accident scenario
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inform the specification of consequence categories (for accident sequence devel-
opment) and frequency cut off that serve to bound the analysis.

Through understanding of the system is the prerequisite for doing PSA. System
awareness through system/plant visits and discussions with designers, operating and
maintenance engineers enhance the understanding. The information for system
familiarization and for further analysis is obtained from design reports, toxic
inventory, technical specification reports (for test, maintenance and operating
description), history cards and safety related unusual occurrence reports.

A list should be made of all the sources of hazard (toxic or radio activity, or fire
etc.) from which accident can progress. Several approaches are available for

System Description  
Objective Definition 

Hazard Identification 
(Initiate event) 

Accident Sequence Modeling 

Information from 
simulations, ex-

perience, field da-
ta, etc

Incident Frequency 
Estimation 

Consequence  
Estimation 

Risk Estimation 

Risk Assessment 

Risk Management 

Fig. 10.4 PSA procedure
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identifying the hazards or accident initiation. These include Preliminary Hazard
Analysis, HAZOP, Master Logic Diagrams and the FMEA. The potential states of
the plant to be analyzed are determined, and the safety functions incorporated in the
plant are identified.

After identifying initiating events, the next step is development of model to
simulate the initiation of an accident and the response of the plant/system. The
relationships between initiating events, safety functions and systems are established
and categorized. A typical accident sequence consists of initiating event, specific
system failure/success, human errors and associated consequences. Accident
sequence modeling can be divided into

1. Event sequence modeling,
2. System modeling and
3. Consequence analysis.

An event sequence model provides sequence of events, following an initiating
event, leading to different consequences. There are several methods available for
event sequence modeling viz.,

1. Event sequence diagram
2. Event trees and
3. Cause consequence diagrams.

Once the response of the plant to the initiating events has been modeled by one
of the available event sequence modeling techniques, system modeling is used to
quantify system failure probabilities and subsequently accident sequence frequen-
cies. There are several methods available for system modeling, viz.,

1. Fault trees,
2. State space diagrams,
3. RBD and
4. Go charts.

Consequence analysis determines the expected severity of each sequence
obtained from event sequence model. It is specific to the system and the units could
be number of fatalities or radio activity dose or damage in terms of dollar. Risk
estimation combines the consequences and frequencies (or likelihood) of all acci-
dent sequences to provide a measure of risk.

After obtaining quantitative measure from risk estimation, risk evaluation is
carried out taking into account judgments about significance of hazardous events
and risk levels. It also requires the introduction of acceptance standards. Risk
assessment covers risk estimation and evaluation.

The risk assessment also identifies major contributions to the overall risk. This is
main input to risk management where decisions are to be made regarding efforts to
reduce the risk. Uncertainty analysis is an essential step in PSA, which is due
inevitable uncertainties in model parameters and models themselves. Uncertainties
are propagated to quantify upper bound and lower bound of the estimated risk.
Finally, risk management focus on the development of implementation strategy,
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examination of policy options environmental monitoring and operations auditing.
Thus, risk management includes risk estimation, evaluation and decision making.

Interested readers can refer to [9–12] in addition to [2–8] for further details on
PSA and specific applications including the chemical and nuclear industries.

10.4 Identification of Hazards and Initiating Events

10.4.1 Preliminary Hazard Analysis

Preliminary hazard analysis (PHA) identifies major hazards of the system, their
causes and severity of the consequences. PHA is usually used during the pre-
liminary design stage. Guide list containing components, which are potentially
hazardous (for example: toxic materials, fuels, pressure containers, heating devices
and radio active materials), is very useful information for beginning PHA.
Understanding the physics of these components and their interaction with neigh-
boring equipment is useful in identifying hazardous situations. Typical format of
PHA is shown in the Table 10.4. Through understanding of the system along with
the operating experience of the specific system aids in completing the PHA tables.
A typical PHA table for nuclear power plant is shown in Table 10.4. The infor-
mation from PHA is very elementary and it does not identify specific components in
the systems which have potential to create hazardous scenarios. FMEA and
HAZOP are most widely used in chemical and process plants for hazard
identification.

10.4.2 Master Logic Diagram (MLD)

MLD is a hierarchical, top-down display of IEs, showing general types of undesired
events at the top, proceeding to increasingly detailed event descriptions at lower
tiers, and displaying initiating events at the bottom. The goal is not only to support
identification of a comprehensive set of IEs, but also to group them according to the

Table 10.4 PHA format, for a nuclear power plant

Hazardous
element

Event
causing
hazardous
situation

Hazardous
situation

Event
leading to
potential
accident

Potential
accident

Effects Preventive
measures

Reactor
core

Rupture of
header due
to
corrosion

Reactor
shutdown
system
failure

Safety
system
ECCS is
unavailable

Release of
radioactive
material

Radiation
dose to
operator

Proper
water
chemistry
to prevent
corrosion
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challenges that they pose (the responses that are required as a result of their
occurrences). IEs that are completely equivalent in the challenges that they pose,
including their effects on subsequent pivotal events, are equivalent in the risk
model.

A useful starting point for identification of IEs is a specification of “normal”
operation in terms of (a) the nominal values of a suitably chosen set of physical
variables and (b) the envelope in this variable space outside of which an IE would
be deemed to have occurred. A comprehensive set of process deviations can thereby
be identified, and causes for each of these can then be addressed in a systematic
way.

10.5 Event Tree Analysis

Event tree analysis is an inductive method which shows all possible outcomes
resulting from an initiating event. Initiating event can be sub system failure or
external event (like flood, fire, Earthquake) or operator error. Event tree models the
sequences containing relationships among initiating event and subsequent respon-
ses along with the end states. The subsequence responses events (branches of event
tree) are safety systems or also known as pivotal events. Various accident sequences
are identified and probability of occurrence of each sequence is further quantified.

In order to determine the accident sequence outcomes (e.g. reactor core damage
or not in a nuclear power plant) and success requirements for safety systems (e.g.
number of pumps, available time for operator response), plant simulations are
performed. For example, thermal-hydraulic codes in nuclear industry and process
dynamics codes in chemical industry simulate the physical process and their
dynamics in the accident scenario. These computationally intensive simulations
should be performed to derive insights for constructing accident sequence models.

Although it is theoretically possible to develop risk models using only event
trees or only fault trees, it would be very difficult in case of complex real systems.
Hence a combination of event trees and fault trees are used to develop the risk
models. Event tree models the accident sequences where as fault tree models
individual system responses. However, if applicable probabilistic data are available
for safety systems or pivotal events then fault tree modeling is not required.

Procedure for Event Tree Analysis
The following steps are used for carrying out event tree analysis (see Fig. 10.5).
An exhaustive list of accident initiating events is identified from which accident
sequences could be postulated during different operational states of overall
system/plant/entity. There are several approaches available for preparation of list of
initiating events such as operational history of the system, reference of previous list
of similar systems, master logic diagrams and PHA/HAZOP. The initiating events
include both internal events such as equipment failure or human error, or software
failure and external events such as fires, floods and earthquakes.
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Once the exhaustive list of IEs is prepared, detailed analysis of each IE listed
should be carried out to assess the causes and consequences. As the analysis of
larger list results in wastage of resources, grouping of IEs is done which may have
the same consequences. This can be done if the demands these IEs place on safety
functions, front line systems, and support systems are the same. Hence, the safety
functions that need to be performed of pivotal events involved in responding for
each IEs are identified. Based on this information, initiating events group can be
modeled using the same event tree analysis.

List all accident iniators 

Identify Safety functions 

Grouping of IEs 

Choose a group 

Order the safety functions & develop branches 

Identifying accident sequence and corresponding end state 

Minimal cut set determination for all sequences 

Under the given criterion of failure, identify the accident sequences 

Determine minimal cut sets for the over all system 

Quantification and documentation of results 

Repeat for all 
IE groups

Fig. 10.5 Procedure for carrying out event tree analysis
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Event trees are graphical models that order and reflect events according to the
requirements for mitigation of each group of initiating events. Events or ‘headings’
of an event tree can be any (or combination of) safety functions, safety systems,
basic events and operator actions. The event tree heading are generally ordered
according to their time of intervention. A support system must enter the sequence
before the affected systems in order for a support system failure to fail the systems it
supports.

For each heading of the event tree, the set of possible success and failure states
are defined and enumerated. Each state gives rise to a branching of the event tree.
The general practice is assigning “success” to the top branch and “failure” to the
bottom branch.

Combination of all the states through the event tree branching logic gives dif-
ferent paths ending with accidental or healthy scenarios. In each path there is an
initiating event and combination of safety system states, such a path is known as
accident sequence. A typical event tree is shown in Fig. 10.6, it has 3 safety systems
and with binary (success and failure) state combinations leading 8 (23) end states.
Table 10.5 lists the Boolean expression sequences for all the accident sequences in
the event tree. In complex systems there can be many safety systems making event
tree with large number of sequences. However, the number of sequences can be
reduced by eliminating physically impossible nodes. For example, a simplified
event tree for large Loss of Coolant Accident (LOCA) in a PHWR is shown in
Fig. 10.7. It has three pivotal events, viz.

1. Reactor protection system.
2. Total power supply system.
3. Emergency core cooling system.

Theoretically as shown in event tree (Fig. 10.6), it should have 8 paths, but it is
having only 4 paths. This is because:

1. RPS failure will directly have significant consequence irrespective of other
events and

2. ECCS is dependent on power supply.

The right side of event tree represents the end state that results from that
sequence through the event tree. The end state can have healthy or accident con-
sequences. To determine such consequence, through understanding of the system,
operating experience, analyses of accidents (like thermal hydraulic or chemical
reaction studies) is required.

The pivotal events (branches of event tree) may be simple basic events or may be
a complex system which may require fault tree to get the minimal cut sets. The
minimal cut set expression for each accident sequence is determined using Boolean
algebra rules. This is illustrated with the following example.
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Example 2 Consider the event tree shown in Fig. 10.8. Let SS1 and SS2 are
derived from fault tree and SS3 is a basic event given by the following expressions.
Calculate the Boolean expression for accident sequence 8.

Success stateS

failed stateS

i

i

−
−

SS1 SS2 SS3 
Initiating 
event 

      IE 

Success 

Failure 
1S

2S

2S

1S

2S

3S

3S

3S

3S

3S

3S

3S

3S

2S

      1 

      2 

      3 

      4 

   5 

      6 

       7  

   8 

Safety systems/ pivotal events 

Fig. 10.6 Typical event tree having 3 safety systems; S’ = failed state; S = success state

Table 10.5 Boolean
expression for accident
sequences

Accident sequence Boolean expression

1 I\ S1 \ S2 \ S3
2 I\ S1 \ S2 \ �S3
3 I \ S1 \ S2 \ S3
4 I \ S1 \ S2 \ S3
5 I \ S1 \ S2 \ S3
6 I \ S1 \ S2 \ S3
7 I \ S1 \ S2 \ S3
8 I \ S1 \ S2 \ S3
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Solution: The Boolean expressions for the top events of fault tree are

S1 ¼ abþ ac

S2 ¼ ðbþ cÞd
S3 ¼ e

The accident sequence 8 is having the Boolean expression.

AS8 ¼ I � S1 � S2 � S3
Substituting the Boolean expression for each branch,

AS8 ¼ Iðabþ acÞ � ½ðcbþ cÞd�e
AS8 ¼ ½ðabþ acÞðbþ cÞ�d � e
AS8 ¼ ½abþ abcþ abcþ ac�d � e
AS8 ¼ ½abþ ac�d � e
AS8 ¼ I � a � b � d � eþ I � a � c � d � e

Quantitative evaluation, probability calculation of accident sequence, is similar
to fault tree evaluation. The probability of accident sequence is

PðAS8Þ ¼ PðI � a � b � d � eÞ þ PðI � a � c � d � eÞ � PðI � a � b � c � d � eÞ

In complex systems like NPPs, there will be several initiating event groups.
There will be an event tree for each initiating event group. The minimal cut sets
(MCS) are determined for all the accident sequences in event trees. The accident

LLOCA   RPS  TPS   ECCS

1 

2 

3 

4 

Fig. 10.7 Event tree for LLOCA
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sequences having the same consequence (which satisfy the failure criterion) from
these event trees are identified and the Boolean expression for the overall system
(consequence) is obtained in the form of minimal cut sets. The probability of basic
events will be subsequently used to quantify the system measure.

A simplified event tree for the initiating event class IV power supply failure for a
PHWR is shown in Fig. 10.9. Software is required to do the analysis for such large
event trees.

a c b 

I 

1S

2S

3S

b a c 

d 

Fig. 10.8 Event tree with fault trees of associated branches
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10.6 Importance Measures

Quantification of system risk/reliability only gives the overall system performance
measure. In case of improvement in the system reliability or reduction in risk is
required, one has to rank the components or in general the parameter of systemmodel.
Importance measures determine the change in the system metric due to change in
parameters of the model. Based on these importance measures, critical parameters are
identified. By focusing more resources on the most critical parameters, system per-
formance can be improved effectively. Importance measure also provides invaluable
information in prioritization of components for inspection andmaintenance activities.
This section discusses various importance measures used in PSA.

Birnbaum Importance
The Birnbaum measure of importance is defined as the change in system risk for a
change in failure probability for a basic event. The basic event can be component
failure or human error or a parameter of system risk model. It is mathematically
expressed as

IBi ¼ @R
@pi

ð10:3Þ

where R is system risk or unavailability which is a function of n basic events.

Class IV  RPS  Class III  SSR AFWS SDCS FFS Consequence Frequency 

Fig. 10.9 A simplified event tree for CLASS IV failure of PHWR
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R ¼ f ðx1; x2; . . .; xnÞ ð10:4Þ

pi is the probability of basic event xi.
In PSA or reliability analysis, R is expressed as probability over union of

minimal cut sets. It is mathematically sum of products of basic event probabilities
with the rare event approximation. Separating the terms having ith basic event
probability pi from the sum of products as shown in the following equation:

R ¼ piAi þ B ð10:5Þ

where B is sum of products not having pi and Ai is sum of products with pi factored
out. Now the Birnbaum importance measure can be defined as

IBi ¼ @R
@pi

¼ @ðpiAi þ BÞ
@pi

¼ Ai ð10:6Þ

It can be observed from the final expression for Birnbaum measure of impor-
tance that it is not containing the probability of basic event pi. This makes highly
important but highly reliable basic events to have a high Birnbaum importance. For
example, in case of a passive component like Bus in electrical power supply, may
have high ranking. But the level of reliability Bus is already very high, if one want
to focus on it for system metric improvement.

Inspection Importance
It is the Birnbaum importance of a basic event multiplied by the probability of that
basic event. Inspection importance is the risk due to cut sets containing ith com-
ponents. It is expressed as

IIi ¼ pi � @R
@pi

or IIi ¼ pi � Ai

ð10:7Þ

Fussel-Vesely Importance
It is the fractional change in risk for a fractional change in a basic event probability,
i.e.,

IFVi ¼ ð@R=RÞ
ð@pi=piÞ ¼

pi
R
� @R
@pi

ð10:8Þ

As we have @R
@pi

¼ Ai, now

IFVi ¼ pi
R
� Ai ð10:9Þ

The three importance measure discussed previously deal with basic event
probabilities one event at a time. Bolgorov and Apostalakis [13] proposed
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differential importance measure which considers all basic event probabilities. It is
defined as follows

IDIMi ¼
@R
@pi

dpi

Rn
j¼1

@R
@pj

dpj
ð10:10Þ

Assuming a uniform change for all basic events, differential importance measure
can be expressed as a function of Birnbaum importance

IDIMi ¼ IBMi
Rn
j¼1 I

BM
j

ð10:11Þ

Assuming a uniform percentage change for all basic event probabilities (δpi/pi),
DIM can be expressed as a function of Fussel-Vesely importance

IDIMi ¼ IFVi
Rn
j¼1 I

FV
j

ð10:12Þ

This is applicable to all the analysis conditions, for example parameters of the
model have different dimensions.

A detailed overview of importance measures used in PSA is discussed in [14].

Example 3 An emergency power supply has 3 diesel generators. One DG is suf-
ficient for all the emergency loads and loads are connected to the buses in such a
way that failure of any one bus will not affect the performance of the system. The
line diagram of power supply is shown in Fig. 10.10. Construct the fault tree and
calculate the minimal cut sets. Using importance measures rank the components of
the system.

Solution: Fault tree for emergency power supply is shown in Fig. 10.11.
The minimal cut sets of the system are

T ¼ B1B2þ B1DG2DG3þ B1CB2DG2þ B2DG1DG3þ B2CB1DG1

þ DG1DG2DG3þ CB1CB2DG1DG2

DG 3 
DG 2 DG 1 

CB 2CB 1 

BUS 1 BUS 2 

Fig. 10.10 Line diagram of emergency power supply
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Using the formulae mentioned above, importance measures are evaluated for
each component as shown in the following Table 10.6.

Now the ranking is given to each component based on the obtained values as
shown in Table 10.7.

10.7 Common Cause Failure Analysis

Dependencies that exist inherently in engineering systems possess limitation in
achieving high reliability and safety. By providing high factor of safety and
redundancy reliability and safety can be improved up to level, beyond that it is a

CLIII
Q=2.267e-7

Emergency
supply failure

SPLYBUS1

No supply
at Bus1

SPLYBUS2

No supply
at Bus2

IPSB1

No supply
to Bus1

BUS1

Bus1
failure

Q=2.560e-6

IPSB2

No supply
to Bus2

BUS2

Bus2
failure

Q=2.560e-6

DG3FLDDG1

DG3 failure
to feed DG1

loads

DG1

DG1
unavailable

Q=6.096e-3

DG3

DG3
unavailble

Q=6.096e-3

CB1

Transfer
failure

Q=1.712e-4

DG3DLDDG2

DG3 failure
to feed DG2

loads

DG2

DG2
unavailable

Q=6.096e-3

DG3

DG3
unavailble

Q=6.096e-3

CB2

Transfer
failure

Q=1.712e-4

Fig. 10.11 Fault tree for emergency supply failure
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challenge to improve due to the dependencies. For example, all redundancies may
fail due to exposure to harsh physical environment. The recognition of dependent
failures can provide insights into strong and weak points of system design and
operation. All the dependencies should be listed separately and should also be
properly included in fault tree/event tree models in order to evaluate correctly their
impact on the level of risk. Nevertheless, all the dependent failures may not have
specific root cause to incorporate directly into fault trees/event trees. Dependent
failures whose root causes are not explicitly modeled are known as common cause
failures (CCFs). This section provides a brief description of various CCF models
available in the literature.

10.7.1 Treatment of Dependent Failures

In the probability framework, the simultaneous occurrence of two events A and B is
given by

PðA\BÞ ¼ PðAÞ � P B
A

� �

Table 10.6 Importance measures for each component

Comp Birnbaum Inspection Fussel Vesely DIM (1) DIM (2)

B1 4.07E-5 1.043E-10 4.6E-4 0.211 1.53E-4

B2 4.07E-5 1.043E-10 4.6E-4 0.211 1.53E-4

DG1 3.71E-5 2.26E-7 9.995E-1 0.192 0.333

DG2 3.71E-5 2.226E-7 9.995E-1 0.192 0.333

DG3 3.719E-5 2.267E-7 9.999E-1 0.1926 0.3333

CB1 2.197E-8 3.76E-12 1.658E-5 1.13E-4 5.52E-6

CB2 2.197E-8 3.76E-12 1.658E-5 1.13E-4 5.52E-6

Table 10.7 Importance ranking

Comp Birnbaum Inspection Fussel Vesely DIM (1) DIM (2)

B1 1, 2 4, 5 4, 5 1, 2 4, 5

B2 1, 2 4, 5 4, 5 1, 2 4, 5

DG1 4, 5 2, 3 2, 3 4, 5 2, 3

DG2 4, 5 2, 3 2, 3 4, 5 2, 3

DG3 3 1 1 3 1

CB1 6, 7 6, 7 6, 7 6, 7 6, 7

CB2 6, 7 6, 7 6, 7 6, 7 6, 7
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Generally in PSA calculation, it is assumed that A and B are independent and
simply the product of P(A) and P(B) is used.

PðA\BÞ ¼ PðAÞ � PðBÞ

However, in the presence of positive dependency PðA\BÞ[PðAÞ � PðBÞ; due
to the fact that P B

A

� �
[PðBÞ:

Thus, independent assumption may underestimate the risk value if there exists
positive dependency in reality.

There can be many different classifications of dependencies. As per the standard
on CCF byNUREG/CR-4780 [15], and IAEA 50P-4 [4] dependences are categorized
as three types. Functional dependences are due to sharing of hardware (e.g. common
pump, valve, pipe, etc.) or due to process coupling (e.g. electrical, hydraulic,
mechanical connections, etc.). Physical dependences are events that cause multiple
failures or accident initiators from extreme environmental stresses, which could be
external hazards (e.g. fire, flood, earthquakes, etc.) or internal events. Human inter-
action dependences are due to human errors (e.g. miscalibration of safety systems).

In all the dependencies categories, it is failure of two or more components due to
a shared cause or event. If the clear cause-effect relationship can be identified which
is making failure of multiple events, then it should be explicitly modeled in the
system model. For Example fires, floods and earthquakes are treated explicitly as
initiating events of events trees in PSA. Human errors are also included as branches
of event trees. However, multiple failure events for which no clear root cause event
identified, can be modeled using implicit methods categorized as CCF models thus
CCF represent residual dependencies that are not explicitly modeled in ET/FTs.
CCF can therefore belong to any of the above mentioned types.

CCFs are classified as due to design, construction, procedural and environmental
causes. These can be further sub-divided as due to functional deficiencies, reali-
zation faults, manufacturing, installation, test and maintenance, operation, human
error, normal extremes and energetic extremes. The predominant causes are design
(30–50 %) operation and maintenance errors (30 %) and rest due to normal and
extreme environmental causes (30 %). Examples of CCF failures reported in the
past: Fire at Browns Ferry nuclear power plant; Failure of all 3 redundant auxiliary
feed water pumps failed during TMI accident.

Defense against CCF
By adopting the following defenses during design and operating practices, one can
eliminate or reduce vulnerabilities of the system for common cause failures.

1. Diversity (For example in NPP shut down can be achieved by inserting shut off
rods or by injecting liquid poison into moderator, the physical principle of
working is completely independent. Diversity can be provided from the man-
ufacturing side also.)

2. Staggered testing
3. Staggered maintenance
4. Physical barriers
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10.7.2 The Procedural Framework for CCF Analysis

The procedure for the CCF analysis is divided into three phases: (I) Screening
Analysis (II) Detailed Qualitative Analysis and (III) Detailed Quantitative Analysis

Phase 1—screening analysis
Steps
1.1 Plant familiarization, problem definition and system modelling
1.2 Preliminary analysis of CCF vulnerability
1.2.1 Qualitative screening
1.2.2 Quantitative screening
Phase 2—detailed qualitative analysis
Steps
2.1 Review of operating experience
2.2 Development of root cause-defence matrices
Phase 3—detailed quantitative analysis
Steps
3.1 Selection of probability models for common cause basic events
3.2 Data analysis
3.3 Parameter estimation
3.4 Quantification
3.5 Sensitivity analysis
3.6 Reporting
Interested reader can refer [15–18] for detailed description of procedural

framework that was developed in for performing a CCF analysis.

10.7.3 Treatment of Common Cause Failures in Fault Tree
Models

Components having implicit shared causes of failure are identified in the model.
The fault trees are then modified to explicitly include these shared causes. Based on
the number of components, the new basic events are introduced to consider these
common causes. Fault trees are then solved to obtain minimal cut sets which are
now updated with common cause basic events. To illustrate the treatment of CCFs,
consider a system having two identical redundant components. If CCF is not
considered, the cut set is only one as shown in Fig. 10.12a, where A denote the
failure of component A and B denote the failure of component B.

In the presence of CCF, an event CAB can be defined as the failure of both
components A and B due to common cause. Each component basic event becomes
a sub tree containing its independent failure and common cause basic events.
Figure 10.12b shows the fault tree model considering the common cause event.
Using Boolean algebra, it can be simplified to fault tree shown in Fig. 10.12c. Thus,
the Boolean expression of the system is given by: T ¼ AI � BI þ CAB.
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To illustrate the difference between the case where CCF is not considered and
the case with CCF, a numerical example is considered here.

Example 4 Let the total probability of failure of each component A and B is 0.05.
It is known from the experience that 10 % times both the components fail due to
common cause. Compare probability of failure of system constituting A and B in
active parallel redundancy with respect to (i) Without considering CCF and
(ii) considering CCF

Failure of A (A) Failure of B (B) 

(c)(a)

Independent Failure of B )( IB

ABC

Independent Failure of A )( IA

ABC

(b) 

IA ABC IB

Fig. 10.12 Active parallel redundancy with/without CCF
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Solution:
Case (i): Refer Fig. 10.12a

P(T) ¼ P(A � B)
¼ P(A) � P(B)
¼ 2:5� 10�3

Case (ii): Refer Fig. 10.12b, c

PðTÞ ¼ PðAI � BI þ CABÞ
¼ PðAI � BIÞ þ PðCABÞ � PðAI � BIÞ � PðCABÞ
¼ 7:015� 10�3

Thus neglecting CCF can underestimate the final result.
In case of two redundant system, there is only one common cause basic event

(CCBE), CAB. In a system of three redundant components A, B and C, the CCBEs
are CAB; CAC; CBC andCABC. The first 3 events represent common cause events
involving any two components and fourth is common cause event involving all
three components. Each component can fail due to its independent cause and it
associated CCBEs. For example, the component A failure can be represented by the
sub tree shown in Fig. 10.13.

Component A 
Fails (A) 

IA
ACC

ABC ABCC

Fig. 10.13 Component A failure
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The Boolean expression for the total failure of component A is given by

A ¼ AI þ CAB þ CAC þ CABC

Let PðAIÞ ¼ Q1

PðCABÞ ¼ PðCACÞ ¼ Q2

PðCABCÞ ¼ Q3

Now,

PðAÞ ¼ Q1 þ 2Q2 þ Q3

Generalizing for ‘n’ component common cause group and assuming the prob-
ability of CCBE depends on the number and not on the specific components in that
basic event.

Let Q1—represents each independent failure probability
Qi—represent probability of failure CCBE involving i number of components.
The total probability of failure of a component Qt is expressed as

Qt ¼
Xn
i¼1

n�1Ci�1Qi ð10:13Þ

Qi values can be computed from the experience. To account for the lack of data,
parameter models such as β factor, ά factor, and multiple Greek letter models are
used which put less stringent requirements on the data.

Example 5 Consider the following pumping system (Fig. 10.14) consistency of
three identical parallel pumps. Operation of one pump is sufficient for successful
operation of the system. Develop the fault tree with CCBEs and quantify the failure
probability of the system given Q1 ¼ 0:012;Q2 ¼ 1e:3 and Q3 ¼ 6e�4

Pump 1 

Pump 2 

Pump 3 

Fig. 10.14 Pumping system
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Solution: From the fault tree (Fig. 10.15), we have the following gate
expressions.

T ¼ A � B � C
A ¼ AI þ CAB þ CAC þ CABC

B ¼ BI þ CAB þ CBC þ CABC

C ¼ CI þ CBC þ CAC þ CABC

Using Absorption and Independent law of Boolean algebra, A · B can be sim-
plified to

A � B ¼ ðAI þ CAB þ CAC þ CABCÞ � ðBI þ CAB þ CBC þ CABCÞ
A � B ¼ AIBI þ CAB þ AICBC þ CAC � CBC þ CABC

A � B � C ¼ ðAI þ CAB þ CAC þ CABCÞ � ðBI þ CAB þ CBC þ CABCÞ � ðCI þ CBC þ CAC þ CABCÞ
A � B � C ¼ ðAIBI þ CAB þ AICBC þ CAC � CBC þ CABCÞ � ðCI þ CAC þ CBC þ CABCÞ

After simplification, the final Boolean expression is

T ¼CABC þ AICBC þ BICAC þ CICAB þ CAB � CBC

þ CAC � CBC þ CAC � CAB þ AIBICI

Pump A 

Pump B 

Pump C 

T 

ABC

IB

IC

ABC

ABCC

ACC

ABCC

ACC ABC ABCC

BCC

IA

Fig. 10.15 Fault tree for pumping system
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Using rare event approximation and assuming

PðAIÞ ¼ PðBIÞ ¼ PðCIÞ ¼ Q1

PðCABÞ ¼ PðCBCÞ ¼ PðCACÞ ¼ Q2

PðCABCÞ ¼ Q3

The failure probability of the system is PðTÞ ¼ Q3 þ 3Q1Q2 þ 3Q2
2 þ 3Q2

3

Substituting the given values, P(T) = 6.71e-4.

10.7.4 Common Cause Failure Models

CCF models are used to quantify common cause basic events. Numerous CCF
models are available in the literature, three of which are discussed below.
Table 10.8 gives an overview of formulae for CCF basic event probabilities and
estimate of CCF parameters for three CCF models. Currently, most of the com-
mercial PSA tools come with CCF models implemented in logic models. The basic
inputs required for such tools are only the CCF parameter values and total failure
probability of the component including common cause contribution.

Beta Factor Model
Beta factor model was introduced by Fleming [19], which was the first CCF model
used in PSA studies [17]. This model is based on the following assumptions:

1. A constant fraction (β) of component failure probability/rate is from common
cause events.

2. The occurrence of common cause event results in simultaneous failure of all
components in the CCF group

Table 10.8 CCF models and parameter estimates

Name of CCF
model

General form for multiple component failure
probabilities

Point
estimators

Beta factor (β) Qk ¼ ð1� bÞQt k ¼ 1
Qk ¼ 0 2� k � m
Qk ¼ bQt k ¼ m

b ¼ Rm
k¼2 knk

Rm
k¼1 knk

Multiple greek
letters (β, ά, ν)

QðmÞ
k ¼ 1

m� 1

k � 1

 ! P
l¼1::k

ðqlÞð1� qkþ1ÞQt ρ1 = 1,

ρ2 = β, ρ3 = γ, …, ρm+1 = 0

ql ¼ Rm
k¼l knk

Rm
k¼l�1 knk

Alpha factor (ά) QðmÞ
k ¼ kaðmÞk

m� 1
k � 1

� �
at

Qt

where at ¼
Pm
k¼1

kaðmÞk

ak ¼ nk
Rm
k¼1 nk
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Let Qt is the total failure probability of a component, whose failure events are
from independent and common cause events. Qt is the sum of independent and
common cause failure probabilities as expressed in Eq. 10.14.

Qt ¼ QI þ QCCF ð10:14Þ

QI is the independent failure probability of the single component, QCCF is CCF
contribution associated with ‘m’ components.

As per the assumption 1 mentioned earlier,

QCCF ¼ bQt

QI ¼ ð1� bÞQt
ð10:15Þ

By re-arranging for β:

b ¼ QCCF

QI þ QCCF
ð10:16Þ

To generalize the equation, it can be written for m components involving failure
of k components (k ≤ m),

Qk ¼ ð1� bÞQt k ¼ 1
Qk ¼ 0 2� k � m
Qk ¼ bQt k ¼ m

ð10:17Þ

where Qk is the probability of basic event involving k specific components.

Estimator for the β—Factor Model Parameter
The parameters of CCF models are calculated using data from operational expe-
rience. The estimator for β is given by Eq. (10.18) as derived in [17]. ‘nk’ is number
of failures involving ‘k’ components.

b ¼ Rm
k¼2 knk

Rm
k¼1 knk

ð10:18Þ

Beta factor model is the most simple and stright forward CCF model. On the flip
side, this method is more suitable for 2 component groups. This model gives
conservative results for CCF groups that are more than 2 components.

Example 6 There are two redundant Diesel Generators (DGs) present as a part of
emergency power supply to take safety loads at the time of grid supply failure. The
following information is available from the operating experience, calculate Qt—the
total failure probability of one component, QI—the independent failure probability
of the single DG, Q2—the probability of basic event failure involving both DGs.
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Solution: No of demands = ND = 1500
No of times DG1 or DG2 alone failed = n1 = 50
No of times both DGs failed = n2 = 4

Parameter Estimation: b ¼ Rm
k¼2 knk

Rm
k¼1 knk

m = 2 in the given example
β = 2n2/(n1 + 2n2) = 0.138

Calculation of Failure Probabilities:
The total failure probability considering independent and common cause failures is
Qt. The general expression for Qt irrespective of CCF model is

Qt ¼ 1
mNd

Xm
k¼1

knk ð10:19Þ

Qt ¼ n1 þ 2n2ð Þ= 2 NDð Þ ¼ 0:01933

Q2 ¼ b� Qt ¼ 2:668� 10�3

Multiple Greek Letter Model
The Multiple Greek Letter Model was introduced by Fleming et al., [20]. This
model is an extension of beta factor model discussed earlier. The combinations of
common cause component failures are defined, which overcomes the limitations of
beta factor model in accounting higher order redundancies. As the name indicates
multiple factors (e.g. γ, δ, etc.) are introduced to represent conditional probabilities
of all the possible ways a common cause failure of a component can be shared with
other components, which can be used to define probabilities of CCF combinations.

For a group of m redundant components and for each given failure mode,
m different parameters are defined. For a general case,

QðmÞ
k ¼ 1

m� 1

k � 1

 ! P
l¼1...k

ðqlÞð1� qkþ1ÞQt ð10:20Þ

where ρ1 = 1, ρ2 = β, ρ3 = γ, …, ρm+1 = 0
The following equations express the probability of multiple component failures

due to common cause,Qk, in terms of theMGL parameters, for a 3-component group:

Q3
1 ¼ ð1� bÞQt; Q3

2 ¼
bð1� cÞQt

2
; Q3

3 ¼ bcQt;

For a 4-component group:

Q4
1 ¼ ð1� bÞQt; Q4

2 ¼
bð1� cÞQt

3
; Q4

3 ¼
bc 1� dð ÞQt

3
; Q4

4 ¼ bcdQt
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Estimators for the MGL Parameters
The simple point estimators of the MGL parameters are defined as,

ql ¼
Rm
k¼l knk

Rm
k¼l�1 knk

l ¼ 2; 3; . . .mð Þ ð10:21Þ

where nk is defined as the number of events involving the failures of exactly k
components.

Example 7 For a four unit redundant system, the following data is available from
operating experience: In 750 demands, 9 independent failures, 3 failures involving
2 subsystems, 1 failure involving 3 subsystems, and 2 failures involving all were
reported. Estimate the parameters of MGL model and calculate the CCF basic event
failure probabilities.

Solution:
The parameters of CCF model based on MGL are estimated using Eq. (10.21):

b ¼ R4
k¼2 knk

R4
k¼1 knk

¼ 0:654;

c ¼ R4
k¼3 knk

R4
k¼2 knk

¼ 0:647

d ¼ 4n4
R4
k¼3 knk

¼ 0:727

Total failure probability is determined using Eq. (10.19)

Qt ¼ 1
mNd

Xm
k¼1

knk ¼ 8:67e-3=d

CCF basic event probabilities are calculates using Eq. (10.20)

Q4
1 ¼ ð1� bÞQt ¼ 3:0e-3

Q4
2 ¼

bð1� cÞQt

3
¼ 6:67e-4

Q4
3 ¼

bcð1� dÞQt

3
¼ 3:33e-4

Q4
4 ¼ bcdQt ¼ 2:67e-3

Alpha—Factor Model
The most widely used CCF model is the alpha factor model introduced by Mosleh
[21]. The application of alpha factor model include aerospace [3, 22] besides
nuclear PSAs. To overcome the difficulties in estimating the parameters for beta and
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MGL CCF models from operating experience, alpha factor model is recommended
because of its simpler statistical model.

In alpha factor model, CCF probabilities are defined as a function of failure
frequency ratios (αk

(m)
, alpha factor parameters) and the total component failure

probability, Qt. The failure frequency ratios or alpha factor parameters are defined
as the ratio of the probability of failure events involving any k components over the
total probability of all failure events in a group of m components, and Σkαk

(m) = 1.

amk ¼

m

k

 !
QðmÞ

k

Rm
k¼1

m

k

 !
QðmÞ

k

ð10:22Þ

The basic event probabilities can be expressed in terms of Qt and the alpha
factors as follows:

QðmÞ
k ¼ kaðmÞk

m� 1
k � 1

� �
at

Qt where at ¼
Xm
k¼1

kaðmÞk ð10:23Þ

CCF basic event probabilities for three components

Q1 ¼ a1
at
Qt; Q2 ¼ a2

at
Qt; Q3 ¼ 3a3

at
Qt

CCF basic event probabilities for four components

Q1 ¼ a1
at
Qt; Q2 ¼ 2a2

3at
Qt; Q3 ¼ a3

at
Qt; Q4 ¼ 4a4

at
Qt

Estimators for the α—Factor Model Parameters
The alpha factor model parameters (αk) can be estimated with the following
equation, which is based on its definition discussed earlier. As the equation indicate,
information regarding number of demands is not necessary to estimate the
parameters.

ak ¼ nk
Rm
k¼1 nk

ð10:24Þ
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Example 8 Assuming the data mentioned in Example 7, calculate the CCF basic
event probabilities for α Factor Model.

Solution:
Using Eq. (10.24), parameters of α Factor Model can be estimated as follows:

a1 ¼ n1
R4
k¼1 nk

¼ 0:6

a2 ¼ n2
R4
k¼1 nk

¼ 0:2

a3 ¼ n3
R4
k¼1 nk

¼ 0:0667

a4 ¼ n4
R4
k¼1 nk

¼ 0:1333

The total failure probability Qt is determined using Eq. (10.19)

Qt ¼ 1
mNd

Xm
k¼1

knk ¼ 8:67e-3=d

Basic event CCF probabilities are calculated using Eq. (10.23)

Using at ¼
Pm

k¼1 ka
ðmÞ
k ; at ¼ 1:733:

Substituting Qt and αi in Eq. (10.23) yields the CCF basic event failure
probabilities

Q1 ¼ a1
at
Qt ¼ 3:0e�3

Q2 ¼ 2a2
3at

Qt ¼ 6:67e�3

Q3 ¼ a3
at
Qt ¼ 3:33e�4

Q4 ¼ 4a4
at

Qt ¼ 2:67e�3

The results of alpha factor model matched with multiple Greek letter model
results obtained in Example 7.

Example 9 A power supply system (shown in Fig. 3.30) consists of four UPS and
3 Bus bars. Power supply at any of the three Buses is sufficient for feeding the
loads. UPS4 is standby for any failed UPS. Considering CCF basic event for both
UPS and Bus, develop the fault tree and calculate the system failure probability
from the given following information. Total unavailability of the each UPS and Bus
is 5.5e-4 and 1.6e-6 respectively. Assume the α factors for Bus as α1 = 0.95; α2 = 0.
04; α3 = 0.01 and for UPS as α1 = 0.95; α2 = 0.035; α3 = 0.01 and α4 = 0.005.
Calculate CCF basic event probabilities and unavailability of system?
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Fault tree for the given system is shown in Fig. 10.16. Minimal cut sets are
shown in Table 10.9. There are 43 cut sets. Using symmetrical assumption and as
the components are identical, the following notation is used.

For UPS:

U1I ¼ U2I ¼ U3I ¼ U4I ¼ P1
U12 ¼ U23 ¼ U24 ¼ U14 ¼ U13 ¼ U34 ¼ P2
U123 ¼ U124 ¼ U234 ¼ U134 ¼ P3
U1234 ¼ P4

MCPS

No supply from
MCPS

UPSFAIL
3

Failure of UPS

BUSFAIL
2

Failure of Bus

F2I

F2 independet
failure

r=0

F24

CCF leading to
failure of F2 and

F4

r=0

F26

CCF leading to
failure of F2 and

F6

r=0

F246

CCF leading to
failure of F2, F4

& F6

r=0

U1I

UPS 3
independent

failure

r=0

U12

CCF leading to
failure of U1

and U2

r=0

U13

CCF leading to
failure of U1

and U3

r=0

U14

CCF leading to
failure of U1

and U4

r=0

U123

CCF leading to
failure of U1, U2

& U3

r=0

U124

CCF leading to
failure of U1, U2

& U4

r=0

U134

CCF leading to
failure of U1, U3

& U4

r=0

U1234

CCF leading to
failure of U1,
U2, U3 & U4

r=0

U1

UPS 1 failure

U2

UPS2 failure

Page 4

U3

UPS 3 failure

Page 5

U4

UPS4 failure

Page 6

F2

F2 bus failure

F4

F4 bus failure

Page 2

F6

F6 bus failure

Page 3

Fig. 10.16 Fault tree of MCPS with CCF
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For Bus:

B1I ¼ B2I ¼ B3I ¼ Q1

B12 ¼ B23 ¼ B13 ¼ Q2

B123 ¼ Q3

The probability over sum of minimal cut sets using rare event approximation is
now simplified to

PðTÞ ¼ 4P3
1 þ 15P2

2 þ 12P1P2 þ 4P3 þ P4 þ 3Q2
1 þ 3Q2 þ Q3

CCF basic event probabilities for Bus:

at ¼
Xm
k¼1

kak ¼ a1 þ 2a2 þ 3a3 ¼ 1:06

Q1 ¼ a1
at
Qt ¼ 1:43e�6; Q2 ¼ a2

at
Qt ¼ 6:037e�8; Q3 ¼ 3a3

at
Qt ¼ 4:53e�8

Table 10.9 Minimal cut sets
of power supply system

No. Cut set No. Cut set

1 U123 23 U24. U13

2 U124 24 U24. U34

3 U134 25 U2I. U34

4 U234 26 U12. U34

5 U1234 27 U13. U2I

6 F24 28 U12. U3I

7 F246 29 U23. U4I

8 F26 30 U23. U14

9 F46 31 U23. U24

10 U1I. U24 32 U23. U34

11 U13. U23 33 U12. U13

12 U12. U4I 34 U12. U23

13 U12. U14 35 F2I. F4I

14 U12. U24 36 U14. U2I

15 U14. U3I 37 F2I. F6I

16 U14. U34 38 U14. U24

17 U1I. U34 39 F4I. F6I

18 U1I. U23 40 U1I. U2I. U4I

19 U13. U4I 41 U2I. U3I. U4I

20 U13. U14 42 U1I. U2I. U3I

21 U13. U34 43 U1I. U3I. U4I

22 U24. U3I
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CCF basic event probabilities for UPS:

at ¼
Xm
k¼1

kak ¼ a1 þ 2a2 þ 3a3 þ 4a4 ¼ 1:07

P1 ¼ a1
at
Pt ¼ 4:883e�4; P2 ¼ 2a2

3at
Pt ¼ 3:59e�5; P3 ¼ a3

at
Pt ¼ 5:14e�6; P4 ¼ 4a4

at
Pt ¼ 1:028e�5

Substituting all these CCF basic events in P(T), the unavailability of the system
is obtained as 3.129e-5.

10.8 Human Reliability Analysis

Risk contributors not only include hardware and software failures but also events
associated operator interactions. Traditional risk/reliability studies had assumed that
majority of system failures were due to hardware failures, but it was found from the
accident history that human error causes 20–90 % of all major system failures [12].
For example in aerospace industry 90 % of accidents were due to human error
where as in nuclear power plants it was 46 %. The contribution of human error has
grown to 60–80 % because of improvement in equipment reliability as well as
maintenance [23]. Human reliability analysis (HRA) is extremely important
because of significant human error contribution to risk. Human interactions are
considered with special emphasis while doing PSAs. HRA is a key task in PSA of
complex engineering systems such as NPPs and aerospace equipment.

10.8.1 HRA Concepts

HRA aims to identify human interactions, quantify the Human Error Probabilities
(HEPs), and provide insights to reduce human errors. For example, human per-
formance is enhanced by improved Man-Machine interface, procedures and train-
ing, increasing chance of recovery. The HEPs obtained from HRA are integrated
into the PSA models which subsequently quantify total system risk.

Classification of Human Actions
Due to complex nature of human behavior, there are several classifications available
in the literature. Rasmussen [24] classified human actions into three types based on
work complexities, viz., Skill based actions, rule based actions, and knowledge
based actions. Skill based actions are highly practiced activities, rule based actions
are related to procedures followed, and knowledge based actions are tasks in
unforeseen situations.

The most famous classification or taxonomy of human errors (by Swain and
Guttmann [25]) is: Error of Omission occurs when an operator omits a step in a task
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or the entire task, amounting to an unintended or unnoticed action. Error of
Commission occurs when the person does the task, but does it incorrectly,
amounting to an unintended action excluding inaction. Extraneous act—wrong
(unrequired) act performed.

In PSAs, human actions can be categorized into four types [26], types A, B, C,
and CR. Type ‘A’ actions are related to pre-accident initiator events or latent fail-
ures, resulting from test and maintenance actions, for example maintenance engi-
neer forgetting to keep diesel generators in auto mode after its maintenance. Type
‘B’ actions are the actions leading to initiating event, operator unintentionally
tripping a process system. Type ‘C’ actions are the actions required in response to
initiating events, for example, often the recirculation or depressurization actions are
manual actions required during accident scenarios in NPPs. Type ‘CR’ are the
recovery actions to mitigate the consequences in accident evolutions. Type ‘A’
actions are usually accounted in fault trees where as other actions are accounted in
event trees as initiators or headers. For key actions required by the process, it is
important to analyze what sub tasks need to be performed and by when (e.g. time
window—the latest time by which operator must intervene) these tasks to be
completed. Physical process simulations are usually performed to calculate the
available time for human actions.

Performance Shaping Factors
Performance shaping factors (PSFs) is an essential element in HRA, which are the
factors that influence human performance. PSFs can be categorized into three
classes, viz., external (outside the individual, e.g. quality of environment), internal
(that operate within the individual, e.g. cultural background, training, experience,
motivation), and stressors (factor directly affecting mental and physical stresses,
e.g. task speed and load, fatigue).

Dependence Analysis
A typical human action during an accident scenario encompasses detection/cue (e.g.
see an alarm), diagnosis (assess the plant condition), decision (what to do), and
execution (actual action affecting the system or plant). In a typical accident scenario
in NPP, several such actions are required to be performed. Considering the possible
dependence among the human actions ensures correct modeling in assessing HEPs.
Dependence analysis explores how the failure of one task impacts the performance
of another task.

10.8.2 HRA Process, Methods, and Tools

10.8.2.1 HRA Process

HRA process determines the contribution of human errors to system failures.
A stepwise structured process of HRA was presented in [27] named systematic
human action reliability procedure (SHARP, 1984). Briefly, the steps involved in
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the methodology are definition, screening, qualitative analysis, Representation and
Model integration, quantification, and documentation. The interface between PSA
and HRA is defined clearly. Screening is to identify human actions significant to
safety of the plant/system. Detailed HRA methods such as technique for human
error rate prediction (THERP), human cognitive reliability (HCR), and operator
action tree (OAT) are applied to model the human actions and quantify HEPs.

IEEE standard 1082 [28], IEEE Guide for Incorporating Human Action
Reliability Analysis for Nuclear Power Generating Systems (1997), gives a more
detailed methodology for conducting HRA. Briefly, the steps in this HRA process
are select and train HRA team, familiarize the team, build initial plant model, screen
human interactions, characterize human interactions, quantify human interactions,
update plant model, and review results. The additional feature of this process is
building (or rebuilding) plant model by developing event sequence diagrams, which
can lead to improvement in plant logic models and understanding of transient
behavior. In quantifying human errors, this process does not select a specific HRA
model as they depend on the specific needs and requirements. Despite the IEEE
standard had been developed for NPP applications, it was also used in space
application by National Aeronautics space administration (NASA) [26].

10.8.2.2 HRA Methods

Numerous HRA methods are available in the literature. Two methods are discussed
briefly here.

The Technique for Human Error Rate Prediction (THERP)
The THERP method was developed by Swain and Guttmann in 1983 [25], which
has been widely used in industrial applications and accepted by PSAs. The engi-
neering approach of task analysis and the large human error database are the
reasons for its popularity [23].

Failure to see alarm 

Failure to diagnosis 

Failure to actuate manual signal 

Alarm noted 

Diagnosis  
successful 

Signal  
actuated

Fig. 10.17 A simplified
HRA event tree for manual
safety signal actuation
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THERP is based on task analysis which divides each task into subtasks for
which basic HEPs are available in the database. The task and subtasks are repre-
sented with a HRA event tree (HRAET) as shown in Fig. 10.17. PSFs are used to
adjust the base probabilities considering the scenario conditions. The concept of
dependence model was introduced by THERP to modify HEPs according to
dependencies involved. THERP also introduced recovery paths to account for
corrective actions. The evaluation of HRAET gives overall HEP of the task.

THERP uses time reliability curves to model diagnosis and assigns a HEP value.
The estimate of time window for diagnosis is the input to determine its failure
probability. Figure 10.18 shows THERP’s nominal diagnosis model giving median,
upper bound and lower bound. THERP gives guidelines to use which of the three
curves; for example, upper bound is used if the event is not covered in training,
lower bound is used if the event is a well-recognized classic, and median if the
event is well trained.

Example 10 In MLOCA scenario of NPPs, two operator actions, namely, recir-
culation and cooldown are often analyzed. Both actions are manually performed.
Using THERP diagnosis model, determine HEP of diagnosis for both actions?
Assume a diagnosis time window of 30 min for each action.

As recirculation is usually part of emergency operating procedures and a cue as
an alarm is present, nominal median curve in THERP can be considered. Using the
THERP’s nominal diagnosis model as shown in Fig. 10.18, HEP for recirculation is
obtained as 1.0e-3.

Fig. 10.18 THERP’s nominal diagnosis model
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The cue for cooldown action comes not as an alarm rather a step in procedure
that has to be determined. Considering its complexity, the upper curve in THERP is
used, thus HEP for cooldown action is obtained as 1.0e-2.

The SPAR-H HRA Method
Idaho National Laboratory developed the standardized plant analysis risk human
reliability analysis (SPAR-H) to support development of plant-specific PRA models
of NPPs for the US NRC [29]. As mentioned in the NUREG report, this method is
straight forward, easy to apply, and simple HRA method intended mainly for
review of plant PSAs. When more detailed HRAs are necessary, the report suggests
the HRA method ATHENA [30].

In SPAR-H method, the probability is decomposed into contributions from
diagnosis and action (execution) failures. This method accounts for the context
associated with human failure events by using performance shaping factors to
adjust base probability. The dependency is accounted by adjusting base-case HEPs
using decision trees and Swain weighing factors, which is a THERP-based
numerical impact. To account for uncertainty, this method uses a beta distribution.

The method uses base HEP values for diagnosis and action as 1.0e-2 and 1.0e-3
respectively. An essential element of the method is worksheets, consists of 2 sets of
worksheets (full power and low power/shutdown). In each set, there are worksheets
for diagnosis, action, and dependency condition table. The multiplicative factors
which characterize PSFs are defined in eight categories, namely, available time,
stressors, complexity, experience/training, procedures, ergonomics/human machine
interface, fitness for duty, and work processes. In each category, the analyst has to
choose one of available PSF levels, which gives a multiplier. For example, there are
four options for PSF category stress, namely, extreme, high, nominal, insufficient
information; the multipliers are 5, 2, 1, and 1 respectively. After evaluating each
PSF, diagnosis or action failure probability is calculated by the product of base
probability and multiplicative factors:

Diagnosisfailureprobability=1.0e-2×time×stressors×complexity×experience×pro-
cedures × ergonomics or human machine interface × fitness for duty × work
processes

In case of action failure probability, as mentioned earlier, the base failure
probability is 1.0e-3. The formulation is same as diagnosis failure probability
except base failure probability value. Since highly negative situations (assignment
of larger values for several PSF factors) results in a numerical value larger than 1,
an adjustment factor is used.

Comparison of HRA methods and tools
There are many HRA methods available in the literature. Besides THERP and
SPAR-H, other methods include accident sequence evaluation program HRA
procedure (ASEP), human error assessment and reduction technique (HEART),
human cognitive reliability model (HCR), absolute probability judgment (APJ),
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success likelihood index method (SLIM), a technique for human event analysis
(ATHENA), etc. The results from these methods differ considerably as the results
depend on applicability of the method to given situation, analyst, and available data.
Comparison of merits and demerits of these methods and tools is beyond the scope
of this book. Interested reader may refer to specialized books on HRA for detailed
comparison [23, 26]. To improve the consistency and capability of HRAs, a soft-
ware tool the EPRI HRA calculator [31] was designed to facilitate a standardized
approach to HRA. This tool uses different methods for various types of events; for
example, user can select ASEP or THERP for pre-initiator human failure events,
HCR or SPAR-H for cognitive actions, and THERP for execution.

Recently, an international empirical study was performed to validate the HRA
methods and their predictions with empirical results obtained from a full-scope
simulator (HAMMLAB). The NUREG/CR-6883 report gives results and discus-
sions of the study [32] in detail. Fourteen crews addressed fifteen human failure
events in the simulator. Thirteen analysis teams were involved in performing
fourteen HRA analyses. The results provide clear evidence of method limitations
and indicate specific ways to improve individual methods. The report clearly states
‘No method showed consistently conservative or optimistic tendencies in the HEPs
obtained in this study’. All methods were found to have limitations in qualitative
analysis and also the interface with quantitative models. To address the issue of
variability in HRA results, a hybrid method called the integrated decision-tree
human event analysis system (IDHEAS) is being pursued by USNRC and EPRI
[33, 34].
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Chapter 11
Dynamic PSA

This chapter first introduces dynamic Probabilistic Safety Assessment (PSA)
emphasizing its need and gives a brief overview of the dynamic methods in the
literature. Dynamic event tree method, one of main dynamic PSA approaches, is
primarily focused in the chapter. The elements involved in dynamic event tree and a
comparison among its implementations are presented. Application to a simple
depleting tank problem explores the quantitative aspects of the method. Finally, to
quantify risk in the light of uncertainties and dynamics, the practical issues and
possible solutions are briefly discussed.

11.1 Introduction to Dynamic PSA

11.1.1 Need for Dynamic PSA

Probabilistic Safety Assessment (PSA) is extensively used to evaluate the risks
associated with complex engineering systems like nuclear power plants, chemical
and process plants, aeronautical systems, etc. The classical combination of fault tree
and event tree analyses is used to develop risk models in PSA. Fault tree and event
tree analyses are static and Boolean logic based approaches. Incorporating dynamic
(time dependent) interactions into PSA models is difficult. Such challenges can
arise due to human interactions [1, 2], digital control systems and passive com-
ponents [3, 4], etc. Increasing the realism in modeling of time dependent interac-
tions in quantifying risk is the objective of Dynamic PSA approaches.

In the current PSA practice, accident sequence outcomes (for event tree devel-
opment) and success criteria requirements (for fault tree development) are derived
based on plant simulations with thermal-hydraulic codes in nuclear industry and
process dynamics codes in the chemical industry. Such calculations must account
the dynamic interactions among the physical process, safety system and operator
responses. When stochastic variabilities in these responses and their impact on the
scenario dynamics and outcomes are considered, defining success criteria and event
tree models may become cumbersome and complex [5]. In such a case, Dynamic
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PSA framework can provide computationally efficient framework for integrated
simulations.

The quantification of risk in PSA framework normally requires grouping of
sequences and defining bounding success criteria. Bounding assumptions are
essential in this process of developing accident sequence model. Although the
bounding helps to simplify the accident sequence model to get a compact tree for
practical use, in certain cases it may inadvertently introduce either unnecessary
conservatism or even underestimation of risk estimate in some other cases. One way
in which underestimation may occur is if the most challenging conditions for one
safety function correspond to non-limiting conditions for other safety functions due
to accident dynamics and the success criteria is identified without accounting such
conditions. In contrast, the Dynamic PSA does not require sequence grouping and
success criteria analysis, thus bypassing the issues associated with them in risk
quantification [6].

In addition to accident dynamics, uncertainties that are present in model
parameters, can significantly impact the simulated accident dynamics and ultimately
the risk estimate; for example, uncertainty in model parameter of the physical
process or operator action can change the outcome of an accident sequence
affecting the final risk estimate. Dynamic PSA provides a framework to consider
epistemic and aleatory uncertainties in physical process and safety system
responses [7, 8].

11.1.2 Dynamic Methods for Risk Assessment

The term Dynamic PSA/PRA has been used with several different meanings. It is
clear that accounting for time variations is an essential feature of a dynamic PRA.
Mosleh [2] classified the time dependent effects in reference to the time duration of
typical accident conditions. The dynamic effects with a long time constant can be
addressed within the existing framework of PSA; for example, aging, plant con-
figuration changes, environmental variations, and organizational changes.
Treatment of dynamic effects with short time constants is not possible with con-
ventional PSA. Some of the examples include time dependency of physical, sto-
chastic processes, and operator response time. Mosleh [2] defines Dynamic PSA as
“A PRA that models accident sequences and calculates their probabilities through
integrated, interactive, time dependent, probabilistic and deterministic models of
(1) plant systems, (2) thermal-hydraulic processes, and (3) operator behavior in
accident conditions”.

As per NUREG/CR-6942 [9], dynamic interactions can be classified into two
types. Type I Interactions—Dynamic interactions between physical process vari-
ables (e.g., temperature, pressure, etc.) and the I&C systems that monitor and
manage the Process—dynamic interactions between the different systems
(process/safety/control). The methods focused on type I interactions are classified
into continuous time (e.g. continuous event tree, continuous cell to cell mapping
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technique), discrete time (dynamic event tree, cell to cell mapping technique), and
methods with visual interface (petrinets, dynamic flow graph methodology, event
sequence diagram, and GO-FLOW). Type II Interactions are the dynamic interac-
tions within I&C system itself due to the presence of software/firmware (e.g.,
multi-tasking and multiplexing)—dynamic interaction between the components
with in a system. For example, markov methodology, Dynamic Flow Graph
Methodology, Dynamic Fault Trees, Petrinets, Bayesian methods, etc. are methods
focused on type II interactions.

Table 11.1 gives a summary of dynamic methods in PSA. The Continuous Event
Tree method models dynamic interactions by obtaining a set of partial differential
equations under a Markovian assumption from the Chapman-Kolmogorov equation
and the integral form is equivalent to an event tree where branching occurs con-
tinuously [10–12]. Application to large scale practical problems is difficult because
of the need for problem specific algorithms [13]. The most widely used approach is
the dynamic event tree method. The popularity of this method is due to its ease for
practical implementation in solving large scale problems (complex systems like
NPPs) and also computational advantages. The method Analog Monte Carlo sim-
ulation [14–18] estimates the risk measures from a randomly chosen sample of
sequences. Monte Carlo method is insensitive to the size of the application, com-
plexity, and modeling assumptions. As failure region depends on rare events,
exhaustive sequence exploring (like DETs) is difficult and needs intensive com-
putations than any other method.

Dynamic Flow graph methodology [19, 20] provides a system modeling envi-
ronment that has some of the advantages of the full physical models used in
simulation approaches, but that can be analyzed both deductively and inductively.
This is achieved by using a multi valued and time dependent discrete logic mod-
eling paradigm. The applications demonstrated its capability to integrate its results
in existing PSA framework. The method needs physical process response as a
pre-requirement before analysis.

Table 11.1 Summary of dynamic methods in PSA

Method Key features Remarks

Monte Carlo
Simulation

Simulates the actual process and
random behavior

Intensive computations

Continuous Event
Trees

Models event dependencies in a
single integral equation

Need for problem specific
algorithms

Discrete Dynamic
Event Trees

Simulates in the time discretization
space

The most widely used

Dynamic Flow graph
methodology

Digraph based technique Pre-requirement of physical
process response

Markov
Modeling/Petri Nets

State space diagrams and analytical
solutions

Difficult to solve large scale
problems

Dynamic Fault Trees Dynamic Gates (PAND, SEQ, etc.) Pre-requirement of physical
process response

11.1 Introduction to Dynamic PSA 375



The behavior of components (basic events) of complex systems and their
interactions such as sequence- and functional-dependent failures, spares and
dynamic redundancy management, and priority of failure events cannot be ade-
quately captured by traditional FTs. Dynamic fault tree (DFT) extend traditional FT
by defining additional gates called dynamic gates to model time varying depen-
dencies between basic events. The dynamic gates were solved by Markov models
[21], Bayesian Belief Networks [22] time dependent Boolean logic [23], and Monte
Carlo simulation [24] approaches. DFT is limited to addressing type II interactions.

Further, interested readers may refer Labeau et al. [4] and Aldemir [13], which
gave a detailed overview of some of these methods. Comparison of these methods
is beyond the scope of the chapter. Next sections of this chapter are focused on DET
method.

11.2 Dynamic Event Tree Analysis

11.2.1 Event Tree versus Dynamic Event Tree

Event trees are used to determine the sequences of system failures that can lead to
undesired consequences. Event trees are graphical models that order and reflect
events according to the requirements for the mitigation of initiating events. The
order of events is usually preset by the analyst in the event trees. On the other hand,
A DET is an ET in which branching is allowed to occur at different points in time.
A DET simulation framework integrates both deterministic and probabilistic
models. In response to an accident in the plant, several safety systems and crew
actions are demanded by the process/plant. The branches represent the possible
states of the safety systems or/and crew. The sequences and plant parameters with
respect to time are obtained from the DET simulations.

11.2.2 DET Approach—Steps Involved

In a DET, the accident transient is simulated in deterministic dynamic model
(physical) and the process parameter values are obtained from plant dynamic model
with respect to time. A DET scheduler has the integrated model of the plant
describing the behavior of the various elements as a set of rules. When the process
parameter demands intervention of safety system or human action, one of the rule in
scheduler gets fired, and branching takes place in the DET. As a result, event
sequences are generated based on the rules in scheduler.

The DET simulation framework adapted from ADS implementation of DDET
[2, 25–28] is shown in Fig. 11.1. Deterministic model has plant physics and sto-
chastic model has control panel, safety system, and crew models. Figure 11.1b
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shows a typical DET generated from simulation and the profiles of process
parameters is shown in Fig. 11.1c.

The elements required for DET implementation are shown with a flow chart in
Fig. 11.2. The prerequisite for DET analysis is preparing the DET models, where
the following tasks are involved. The variables (physical process and safety sys-
tems) of system or plant to be analyzed are identified. The DET scheduler rules are
developed based on the plant behavior and accident dynamics involved. The dif-
ferent states (discrete or continuous) of safety system responses and their likelihood
are also obtained. The physical model, where time dependent relationship between
variables of plant is present, is an essential input.

The first step in DET analysis is initialization of the variables and initiating the
accident. Physical module is a system code (e.g. RELAP or TRACE in case of nuclear
plant simulations) takes the initial conditions (say at a time t) and gives the evolution
of physical variables after a time interval Δt. The DET scheduler gets this update of
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Fig. 11.1 Dynamic Event Tree framework

11.2 Dynamic Event Tree Analysis 377



physical variables. The scheduler rules are scanned and checked if any of these rules
are fired or not. If none of the rules are fired, the simulation goes back to physical
module for simulating the next time step. If any one of the rules is fired, it indicates the
need for branching. Depending on the rule, which indicates the need for response of
safety equipment or operator action, safety system module or operator response

Initialization: Rules of System/Plant behavior, initial values of variables – physical, hardware, 
and operator action; the branching information- possible variables and their likelihood. Time=0 

Call Physical Module 

Update from physical module after t: P(p1, p2,…,pm) 

Check if any rules are fired? 

Call safety system modules, which provides no of branches and the associated safe-
ty variables to be changed 

Store the restart point information (physical variables), branches and the variables 
to be updated  

Is termination criteria of sequence 
met? 

Retrieve the next branch point from restart stack 

Are all sequences simulated? 

End of DET simulations. Output files are created. 

Fig. 11.2 Flow chart showing the required elements for DET implementation
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module is called. These modules provide the safety system response in the form of
number of branches and associated safety variables to be changed. The information
about each branch to be simulated is stored as a restart point, which also includes the
history of the current sequence and conditions at the branching time.

All the branches except the first branch are kept in waiting in a queue until the
end of current sequence. After storing the restart point and its branches, the first
branch is continued to be simulated. Before simulating the new branch, a termi-
nation criteria is checked, for instance the likelihood of the sequence, total mission
time of the sequence, etc. The simulation continues in the current sequence only if
the criterion is not met. Otherwise, the next sequence waiting in the queue will be
considered. Each sequence may have multiple restart (branching) points due to
demand of several safety functions. After the end of current sequence, simulation
switches to next sequence. The next sequence begins from the restart point, whose
information is retrieved from the queue in restart stack. It is important to note that
the restart stack is stored such that last branching point is on the top of the queue, in
other words, the latest is simulated first. This ensures the simulation of sequence is
as per the sequence number in resulting DET. The simulation continues until all
branches are simulated or in other words until the restart stack is empty. After
simulating all the sequences, the sequences, their likelihoods, the profiles of
physical and safety variables in each of the sequences are analyzed.

11.2.3 DET Implementation—Comparison Among Tools

Several DET implementation tools can be seen in the literature. DYLAM (Dynamic
Logical and Analytical Methodology) was first proposed approach for DET by JRC,
Italy in 1986 [29–31]. DETAM (Dynamic Event Tree Analysis Method)—By
generalizing DYLAM, Siu proposed DETAM for accident scenario analysis in NPP
[1, 32]. ADS (Accident Dynamic Simulator)—Mosleh and his team developed a
simulation tool for large scale dynamic accident sequence analysis [2, 25, 26]. It is
the first tool to integrate a general thermal hydraulics code in the simulator.
MCDET, ADAPT and SCAIS are some of more recent DET tools.

Table 11.2 gives a summary of comparison between four DET tools, viz., ADS,
MCDET, ADAPT, and SCAIS. DET tool ADS incorporates discretization approach
in treating continuous safety functions. This tool was applied to the accident scenario
whose initiating event is steam generator tube rupture in a NPP [2]. This tool was
coupled with thermal-hydraulics codes RELAP [26], TRACE [33], and MELCOR.
Themain focus of ADS has been on level-1 PSAwith emphasis on operator modeling
and its support in human reliability analysis [26]. ADS coupled with TRACE was
applied to MLOCA scenario of Zion in success criteria analysis and DET informed
PSA [34] and DET quantification of MLOCA risk [35]. Some work was also done in
the post processing of analysis [36, 37]. Treating epistemic variables and direct
quantification of risk are under investigation [38]. The DET tool SCAIS has been
developed in Spain [39, 40]. This tool is based on integrated safety assessment
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methodology using discrete DET approach. This tool is intended as a regulatory tool
to evaluate safety criteria and assumptions of PSA. This tool was coupled with TH
code MAAP4. The unique feature of this tool as claimed by the developers is fault
trees being integrated into DET and binary decision diagrams for final cut set anal-
ysis. A tool aiming at simulating events related to human actions and able to interact
with a plant simulation model, simulator of procedures (SIMPROC), has been
recently coupled with SCAIS [41]. This tool also implemented distributed comput-
ing. Applications to NPP scenarios with this tool were on LOCA scenarios. However,
the treatment of epistemic uncertainties is not addressed yet.

ADAPT tool has been developed by Ohio State University and Sandia National
Laboratories, USA [8, 42, 43]. This tool is primarily focused on level-2 PSA,
analysis of accident progression event trees. The TH code MELCOR was coupled
to ADAPT. This tool was applied to evaluate containment response for station
black out with auxiliary feed water system failure. The unique feature of this tool is
handling passive components and treating epistemic variables. This tool has rela-
tively better sophisticated computational infrastructure, which allows for flexibility
in linking with different simulation codes, parallel processing, online scenario
management, and user-friendly graphical capabilities [43]. Direct quantification of
risk considering dependencies and also considering detailed operator modeling can
be some of desirable features of the tool.

MCDET tool has been developed at GRS, Germany [7, 44–46]. MCDET is
different from other DET tools in treating continuous safety functions; for example,

Table 11.2 Comparison of DET Tools

Tool Features “Unique” feature Desirable features

ADS • Level 1 PSA • Sophisticated
operator modeling

• Epistemic uncertainty
treatment

•
RELAP/TRACE/MELCOR

• Post processing
analysis

MCDET • Level 1 PSA • Continuous aleatory
variables (MC)

• Detailed treatment of
operator actions

• Epistemic & Aleatory
variables

• MELCOR

ADAPT • Level 2 PSA • Passive components
handling

• Operator modeling

• Epistemic & aleatory
variable

• Parallel processing

SCAIS • Intended for regulatory
decision support

• FTs integrated into
DET

• Epistemic uncertainty
treatment

• Operator modeling • BDD for final cut set
analysis

• Parallel processing
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discrete DET tools discretize continuous aleatory variables. In MCDET method-
ology as shown in Fig. 11.3, the continuous aleatory variables are sampled with
Monte Carlo simulation while discrete aleatory variables are treated the same as
Discrete DET approach. Approximate epistemic uncertainty quantification was also
proposed for applications of large scale problems, where the performance of
two-loop Monte Carlo sampling would be impractical [47]. This tool coupled with
MELCOR was applied to station blackout scenario. Quantification of risk measure
directly from DET tool is also a desirable feature in this tool.

Recent DET implementations include Genetic Algorithm based approach [48]
for intelligent and adaptive resolution in the exploration of the plant scenario space
and the DET tool RAVEN [49] coupled with the newly developed TH code
RELAP-7.

Epistemic Variables 

Aleatory Variables - Continuous

Aleatory Variables - Discrete

Simulation of Accident 

DDET

n2* DDET 

n1*n2*DDET 

Monte Carlo Sampling (n1)

Monte Carlo Sampling (n2)

. . .

Fig. 11.3 MCDET approach—steps involved
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11.3 Example—Depleting Tank

11.3.1 Description on Depleting Tank Problem

A tank problem was derived by [38] from a similar one defined for control system
failures and dynamic reliability [50]; an operator response was introduced to con-
sider stochastic timing. Detailed analysis of the results including epistemic treat-
ment can be found in [38]. Here the focus is on aleatory results.

A cylindrical tank of diameter ‘D’ with an initial water level of Hi begins to
deplete due to a spurious signal that opens a valve, which has a diameter of the leak
as ‘d’ (Fig. 11.4). Operator has to close the valve before the tank level reaches a
critical level Hf. The objective is to estimate the likelihood of the tank reaching a
critical level considering aleatory uncertainties in the scenario. Time taken for a
depleting tank to reach a level Hf based on Bernouli’s equation is [51, 52]:

TW ¼ A
aC

ffiffiffiffiffi
Hi

p � ffiffiffiffiffiffi
Hf

p� � ffiffiffi
2
g

s
ð11:1Þ

Nomenclature
TW Time (time window-OA)
A area of tank
a area of the hole
Hi Initial tank level
Hf Critical tank level
C discharge coefficient
g gravitational force
TOA Response time of operator
P(V) Valve failure prob

The tank depletes to critical level when the operator does not act before a time
window, which is the time taken for the tank to reach the critical level. Operator has

Hi

Hf

Fig. 11.4 A depleting tank
with an initial level Hi and a
critical level Hf
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a cue from an alarm, which is due to fall of level, and in response operator needs to
close the valve. The valve needs to function on demand to stop the leak. The failure
probability (FP) depends on the failure probabilities of alarm, human error, and
valve. Human error probability (HEP) depends on the available time (Eq. 11.1),
which depends on initial level and other constants. This is the time dependent
(dynamic) element in the problem.

Table 11.3 gives the summary of aleatory uncertainties assumed in the analysis.
In physical process model, tank level is an aleatory variable. In safety system
models, demand failure probabilities of valve and alarm, and operator response time
are aleatory variables.

11.3.2 Analytical Solution

Tank failure probability FP can be expressed as a function of failure probabilities of
alarm, valve, and human response, which is shown in Eq. (11.2).

FP ¼ f ðP Að Þ;HEP;P Vð ÞÞ ð11:2Þ

The failure probability of alarm and valve are independent of physical param-
eters or time dependent elements. But the HEP is the probability of the aleatory
variable response time (R) exceeding another aleatory variable time window (W) or
time taken for the tank level to reach the critical level (see Fig. 11.5). The time
window is an aleatory variable as it is a function of initial level, which is an aleatory
variable. HEP is shown in Eq. (11.3), which can be simplified using reliability
theory on load-resistance or stress-strength concept [53] as shown below:

HEP ¼ P R[Wð Þ ð11:3Þ

Probability of response time falling in a small interval ‘dr’ around r is

Table 11.3 Aleatory uncertainties in the model

Aleatory variables

Safety system models Demand failure probability of Valve (2e-4)

Response time of OA—g(tOA)

Lognormal (median: 360 s, error factor: 2)

Physical process models Initial tank level Hi—Normal (10, 0.3) m

Other data used in calculations Discharge coefficient—0.85

Diameter of the tank—2 m

Critical tank level—2 m

Diameter of the hole—0.05 m

g—9.8 m/s2
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P r � dr
2

�R� r þ dr
2

� �
¼ fR rð Þ � dr

Differential HEP is the probability of response time falling in the interval ‘dr’
around r and the time window being smaller than the value ‘r’ simultaneously is

d HEPð Þ ¼ fR rð Þdr
Z r

0
fW wð Þdw

The HEP is given as the probability of time window ‘W’ being smaller than the
response time ‘R’ for all possible values of R.

HEP ¼
Z 1

0
fR rð Þdr

Z r

0
fW wð Þdw ¼

Z 1

0
fR rð ÞFW rð Þdr ð11:4Þ

PDF of response time is known, but PDF of time window is not known; as time
window is a function of core level whose pdf is known, we can derive its PDF using
transformation of random variables [54] as shown below:

Equation (11.1) can be simplified to

W ¼ A
aC

ffiffiffiffiffi
Hi

p � ffiffiffiffiffiffi
Hf

p� � ffiffiffi
2
g

s
¼ k1

ffiffiffiffi
H

p
� k2 ð11:5Þ

where k1 ¼ A
aC

ffiffiffi
2
g

s
and k2 ¼

ffiffiffiffiffiffi
Hf

p � k1

As mentioned in Table 11.2, Hi is a normal distribution, we have to find
probability density or cumulative distribution function (CDF) of ‘W’. The CDF of
W can be expressed as

Time 
window 

Response 
time of 
Operator

Fig. 11.5 Operator response
time and time window
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FW wð Þ ¼ PðW �wÞ ð11:6Þ

Equation (11.5) can be rearranged to derive H as a function of w:

H ¼ wþ k2
k1

� �2

Substituting Eq. (11.5) in Eq. (11.6) and expanding further:

FW wð Þ ¼ P k1
ffiffiffiffi
H

p
� k2 �w

� �
¼ P H� wþ k2

k1

� �2
 !

¼
Z wþk2

k1

� �2

0
fH hð Þdh

FW rð Þ ¼
Z rþk2

k1

� �2

0
fH hð Þdh

ð11:7Þ

Substituting Eq. (11.7) in Eq. (11.4) gives the HEP for final calculations:

HEP ¼
Z 1

0
fRðrÞ

Z ðrþk2
k1

Þ2

0
fH hð Þdh � dr ð11:8Þ

Numerical integration method can be used to solve for HEP and with the data
mentioned in Table 11.3.

11.3.3 Discrete DET Solution

This section presents the application of discrete DET solution as explained in the
Sect. 11.2.2 on the tank problem. The resulting DDET is shown in Fig. 11.6.

Fig. 11.6 Discrete DET of
the tank problem considering
aleatory uncertainties
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Continuous aleatory variables, viz., tank level and operator response times are
discretized. The alarm and valve have two branches either success or failure.

The initial tank level and operator response time are discretized as they are
continuous random variables. The discretization strategies used in the literature
[8, 28] are 3 percentiles which normally represent low, median, and high values.
This strategy is ok in exploring the sequences, but overestimates in quantification. It
is also important to know if the variable to be discretized is sensitive as a whole or
in certain parts (e.g. upper or lower tails) of the distribution. Since the tank level is
sensitive for all the values, it was discretized linearly on the whole distribution. The
log discretization strategy [38] is used in case of operator response distribution on
the upper tail (between 0.9 and 1.0 in cum. prob.). As a generalization of discret-
ization approach and to improve the accuracy of the results in general with few
runs, ‘Log discretization approach’ having 7 branches was proposed [38]. The
premise of this discretization approach is based on assigning a human error prob-
ability over a range of (1e-4, 1e-3, 1e-2, 1e-1, 0.5, 0.95, 1.0); the lower values than
this range would not contribute significantly compared with other risk contributors.

Five different discretization strategies (4, 5, 7, 10, and 20 Branches; the last 3
with log strategy, see Table 11.4) are considered and their results are compared with
analytical result. Fig. 11.7 shows the 7 Br. log strategy, where the tail is divided into
3 branches (intervals) in log scale; the remaining 4 branches correspond to 5, 50,
90 %, and skip, which are necessary to see quick, normal, late, and never actions.
Like the 7 br. log strategy, 10 and 20 br. strategies discretize cumulative proba-
bilities between 0.9 and 1.0 in log scale into 6 and 16 branches respectively.
Table 11.4 shows the discretization strategies for 4, 5, and 7 branches used in the
calculations. The percentiles of response time and the branch probabilities are also
shown. Figure 11.8 shows the branch percentiles and their probabilities.

Both analytical and DDET methods have been applied on the tank problem to
determine the failure probability. In these calculations, aleatory uncertainties are
only considered and epistemic parameters are kept at their mean values. The
comparison between analytical and DDET aleatory results are shown in Table 11.5.
The analytical method solved with numerical integration technique is the reference
result. Several discretization strategies are compared with the reference result.
DDET with 3 and 4 %tile methods that were used in the literature are found to be
conservative in estimation. The former overestimates by 83.9 times and the latter
depend on the percentile assigned to skip action giving different results. The sen-
sitive to skip percentile indicates it may change from case to case. Although it is
obvious that larger the number of discretization levels the better accuracy in DDET

Table 11.4 Discretization strategies for OA in DET simulations

4 Br. 5 Br. 7 Br.

Operator
response time

(5, 50, 95)
tiles, skip

(5, 50, 95, 99.9)
tiles, skip

(5, 50, 90, 99, 99.9, 99.99) tiles, skip

Branch
probability

0.05, 0.45,
0.45, 0.05

0.05, 0.45, 0.45,
4.9e-2, 1e-3

0.05, 0.45, 0.4, 9e-2, 9e-3, 9e-4, 1e-4
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Fig. 11.7 Log discretization strategy for operator response time

Fig. 11.8 Different DET discretization strategies
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calculations, log discretization strategy is found to give satisfactory results with few
number of branches; for example, the percentage errors are 98 and 31 % for 7 and
10 log branches respectively and the 20 branch (log) case converged with the
reference result.

11.4 DET Quantification of Risk—Practical Issues
and Possible Solutions

11.4.1 Challenges in Direct Quantification of Risk
with DET

Dynamic interactions among physical process, safety systems, and operator actions
can be accounted in risk assessment with DET informed PSA, by means of addi-
tional sequences and appropriate success criteria definitions. Besides the accident
dynamics, bounding issues that are inevitable with classical PSA approaches can be
addressed with DET quantification. Nevertheless, direct quantification of risk with
DET has a few challenges in practical implementation, which include dealing many
sequences, treating dependencies by coupling Boolean algorithms with dynamic
simulations, and better discretization approaches for treating overestimation of
continuous variables. The first two issues depend on their implementation in the
specific DET tool and available computational resources. The accuracy of dis-
cretization approach depends on number of discretization levels of continuous
variables. It is also important to know if the variable to be discretized is sensitive as
a whole or in certain parts (e.g. upper or lower tails) of the distribution. A few
limiting calculations are necessary to provide information to decide the important
parts of the distributions. It is also worth noting that limiting calculations should
consider the relation between the system responses (e.g. critical level or tempera-
ture) and the variable; for example, lower the initial level higher the risk or later the
operator response higher the risk. The intervals in discretization should be repre-
sented accordingly. In tank problem discussed in previous section, the discretized
intervals are represented with the lower bound in case of level variable and upper
bound of response time variable. Unless the relation between a variable and system

Table 11.5 Comparison of failure probability without considering epistemic uncertainties

Analytical DDET-discretization

Numerical
Integration

4 Br. 5 Br. 7 Br. 10 Br. 20 Br.

99 %
tilea

99.9 %
tile

99.99 %
tilea

Failure
probability

5.98e-4 5.02e-2 1.02e-2 1.19e-3 5.02e-2 1.19e-3 7.83e-4 6.43e-4

Overestimation 83.9 17 1.98 83.9 1.98 1.31 1.07
aSensitive cases for 5 branch discretization
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response is non-monotonic, discretization approaches will not underestimate the
risk as the intervals are represented conservatively.

In case of operator response time distribution, ‘Log discretization approach’ [38]
reduces conservatism in risk estimate compared to discretization strategies used in
the literature.The premise of this discretization approach is based on assigning a
failure probability over a range of (1e-4, 1e-3, 1e-2, 1e-1, 0.5, 0.95, 1.0) in case of 7
branch discretization approach. This log strategy with 10–20 branches fairly con-
verges with analytical result. Caution should be exercised about trade-off between
accuracy and number of levels as further increase of levels could lead explosion of
sequences when the number of continuous variables is large. Another alternative is
use of Monte Carlo simulation as proposed by MCDET [7] in sampling aleatory
continuous variables provided it has sound convergence criteria implemented,
which needs a larger number of simulations.

11.4.2 Uncertainties and Dynamics in Risk Assessment

Typical accident scenario in a NPP involves complex interactions between physical
process and safety systems (safety equipment and operator response). The response
of a safety system is inherently random in nature, which is often referred as aleatory
uncertainty. The response of physical process can also have aleatory elements; for
example, initial level, break size, break location, etc. DET analysis provides a
framework to simulate the accident scenario considering the dynamic interactions,
where mathematical models of physical process and safety systems are used. The
limitations in assessing the parameters of these models introduce another type of
uncertainty, which is often referred as epistemic uncertainty [55]; for example,
demand failure probability of safety equipment, human error probabilities, and
thermal hydraulic parameters. These epistemic variables can significantly impact
the simulated accident dynamics and ultimately the risk estimate; for example,
uncertainty in TH parameter or operator response can change the outcome of an
accident sequence affecting the final risk estimate. Hence risk quantification must
consider both epistemic and aleatory uncertainties in both physical and safety
system models along with their dynamic interactions.

In the current PSA practice [56], first accident sequence models are developed
and then solved for a cut set equation. Best estimate of risk (e.g. Core Damage
Frequency for level-1 PSA) is obtained using mean PSA parameters. A Monte
Carlo simulation is run to propagate epistemic uncertainty in PSA parameters. The
obtained CDF distribution has already considered epistemic and aleatory uncer-
tainties of safety system responses. But the success criteria definitions are the
interface between plant simulations and the PSA models, which are normally
derived with mean values of Thermal-Hydraulic (TH) parameters. The current
approach does not consider propagating uncertainties in TH parameters and its
impact on risk models. The two-loop Monte Carlo simulation was used in the
literature for similar problems [47, 57], sampling epistemic variables in the outer
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loop and sampling aleatory variables in the inner loop. In the problem of accident
dynamics and uncertainties in risk quantification, the inner loop dealing with ale-
atory variables is a DET simulation. The DET approach along with an epistemic
loop can also provide a framework to consider epistemic and aleatory uncertainties
[38].
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Chapter 12
Applications of PSA

Probabilistic safety assessment (PSA) studies not only evaluate risk but also their
results are very useful in safe, economical and effective design and operation of the
engineering systems. This chapter presents various practical applications of PSA.
The use of PSA in evaluating surveillance test interval and in-service inspection
intervals at acceptable risk and reduced cost for nuclear power plant (NPP) is
discussed.

12.1 Objectives of PSA

PSA is one of the most efficient and effective tools to assist decision making for
safety and risk management in nuclear power plants. As per the PSA base resource
document IAEA 50 P-4 [1], it can have one or more of the following three major
objectives:

1. To assess the level of safety and compare it with explicit or implicit standards;
The first objective contains the element of overall adequacy, in that it is deemed
desirable to compare the assessed safety related capabilities of plant against
standards. These standards might be explicitly defined (fixed) criteria, as for
example is the comparison is made against existing ‘accepted as safe’ plants
and/or designs.

2. To assess the level of safety of the plant and to identify the most effective areas
for improvement;
The Second general objective aims at extending and widening the understanding
of the important issue that affect the safety of nuclear power plant. By so doing,
design or operational problem can be identified and areas for improvement or
future study can be identified.

3. To assess the level of safety to assist plant operation.
The Third general objective aims at providing information that can assist plant
operations. For example, this may be in form of improved technical specifica-
tions, models and criteria for monitoring operational reliability, or advice for
accident management.
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Specific objectives and corresponding uses of PSA related to all the three general
objectives are summarized in Table 12.1.

12.2 PSA of Nuclear Power Plant

12.2.1 Description of PHWR

Pressurized Heavy Water Reactors (PHWR) are horizontal pressure tube reactors
using natural uranium oxide fuel in the form of clusters. The fuel is cooled by a
high pressure, high temperature circulating heavy water system called the primary
heat transport (PHT) system. Heavy water is also used as moderator in a separate
low-temperature, low pressure moderator system. Refueling of the reactor is carried
out ‘on power’ by the fuel handling system. The heat from the reactor is carried
away by the heavy water coolant in the PHT system and is given away to the
secondary side in the steam generators (SG). The steam from SGs is fed to the
turbine-generator in the conventional island for production of electricity. The
nuclear island is described briefly below [2].

Table 12.1 Summary of objectives of PSA

General objectives

1. Compare it
with explicit or
implicit standards

2. Identify the most effective
areas for improvement

3. Assist plant operation and
maintenance

Specific
objectives

1.1. Comparison
with target values

2.1. Identification of dominant
accident sequences

3.1. Evaluation of plant
technical specifications and
conditions of operations1.2. Comparison

with ‘accepted’
design

3.2. Prioritization of
inspection/testing activities

2.2. Identification of systems,
components and human action
important for safety 3.3. Evaluation of operating

experience

3.4. Accident management1.3. Comparison
of ‘alternative’
design

2.3. Assessment of important
dependences

2.4. Identification and
evaluation of new safety issues

2.5. Analysis of severe
accidents

2.6. Decisions on backfitting
of generic and plant specific
items

2.7. Design modification

2.8. Prioritization of
regulations and safety research
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Reactor Process System
The PHT system circulates high pressure coolant through the fuel channels to
remove the heat generated in fuel. The major components of this system are the
reactor fuel channels, feeders, two reactor inlet headers, two reactor outlet headers,
four pumps and interconnecting pipes and valves. The headers, steam generators
and pumps are located above the reactor and are arranged in two symmetrical banks
at both ends of the reactor. The headers are connected to fuel channels through
individual feeder pipes. Figure 12.1 depicts simplified flow diagram of
Indian PHWR.

The coolant circulation is maintained at all times during reactor operation,
shutdown and maintenance. The PHT pumps are provided with flywheels to pro-
vide better flow coast down after pump trip. A separate showdown cooling system
is provided to remove reactor decay heat during cold shutdown conditions. An
emergency core cooling system provides adequate flow to prevent overheating of
the fuel in the unlikely event of loss of coolant accident.

Reactor Protection System
The shutdown function in PHWRs is achieved by the reactor protection system
which is capable of completely terminating any of the postulated reactivity tran-
sients in the most reactive state of the core. In PHWRs, the voiding introduced
during large break loss of coolant accident (LOCA) gives rise to the highest rate of
positive reactivity addition. The delay in actuation and the rate of insertion of
negative reactivity provided by reactor protection system meets the requirements of
terminating the effects of the positive reactivity transients caused by large break
LOCA. These shutdown requirements are met by primary shutdown system com-
prising cadmium shutoff rods and a redundant, diverse secondary shutdown system
comprising liquid shutoff rods.

Reactor 

South North

Steam Generator
PHT Pump

Fig. 12.1 PHWR simplified flow diagram
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Electrical Power System
The station service power supplies are classified on order of their level of reliability
requirements. These differ in their nature and consequent security of their supply.
Four classes of power are used to supply station requirements. 1. Class IV power
supply: derived from grid and prone to long duration interruptions. 2. Class III
power supply: Alternating current (AC) supply to connected auxiliaries available
after short interruption (of the order of one to two minutes) in their normal power
supplies. On-site standby generators provide an alternative power source to the
Class III system. 3. Class II power supply: uninterruptible, AC supplies for essential
auxiliaries, dedicated to match the redundant channels of station instrumentation
and control systems. 4. Class I power supply: uninterruptible, direct current
(DC) supplies for essential auxiliaries, triplicated and channelized to match the
redundancy requirements of control logic and reactor safety circuits.

12.2.2 PSA of Indian NPP (PHWR Design)

PSA in the context of Nuclear Power Plants (NPPs) is associated with the models
that predict the off site radiological release resulting from the potential reactor
accidents. In its entirety, it comprises the following levels:

1. Identification of accident sequences and quantitative estimates of the frequency
of each i.e. System Analysis

2. Radiological release to the environment associated with each class of accident
sequence i.e. Containment Analysis

3. Analysis of the off-site consequences of the release i.e. Consequence Analysis

A full scope probabilistic model of a Pressurised Heavy Water Reactor (PHWR)
which would be used in the safety and operational analysis of the reactor is briefly
explained here. Interested reader can refer [3] for detailed information. The model
would be a risk management tool to meet the following objectives.

a. Determining the core damage frequency using a set of internal Initiating Events
(IEs) and external IEs like loss of off-site power

b. Identification and quantification of the dominating accident sequences, uncer-
tainties and specific contributors to system failures

c. Identifying design and operational weaknesses
d. Supporting decisions on safety issues
e. Developing test and maintenance schedules and determining allowable outage

times to assist in the establishment of criteria for Technical Specifications
f. Correlating accident sequences to release categories
g. Consequence modelling and risk estimation
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The typical results of level-1 PSA contain the following information

a. Identification of dominating Initiating Events
b. Reliability analysis of various IEs and the Engineered Safety Functions (ESFs)

using Fault Tree methods.
c. Identification of accident sequences leading to core damage using Event Tree

methods
d. Quantification of accident sequences to obtain dominating accident sequences
e. Core Damage Frequency (CDF)
f. Uncertainty analysis and error propagation to account for the variability in

component failure data, accident sequence and core damage frequency etc.

12.2.2.1 Dominating Initiating Events

Many important studies [4] have been performed on the use of PSA in case of Nuclear
Power Plants (NPPs). In order to identify the IEs applicable to an Indian PHWR, it
would be worthwhile to list the different design features. The PHWR is a heavy water
cooled, heavy water moderated, natural uranium fuelled reactor which utilises the
pressure tube concept. The pressure tubes containing the fuel run horizontally through
the reactor core. Each pressure tube is isolated and insulated from the heavy water
moderator by a concentric calandria tube and a gas annulus. Themoderator is operated
at low temperature and pressure. The reactivity control and shutdown mechanisms
reside in the low pressure moderator, thus simplifying their design, construction and
maintenance and eliminating virtually, the possibility of their ejection in an accident
situation. In the standardised design, two fast acting, independent, diverse shutdown
systems are provided and on a reactor trip, the moderator is not dumped. Thus, in case
of loss of coolant accidents, the cool moderator can act as a heat sink.

The IEs can be generally classified into the following main groups

1. Decrease in reactor coolant inventory
2. Increase in reactor coolant inventory
3. Decrease in reactor coolant system flow rate
4. Decrease in heat removal by secondary system
5. Increase in heat removal by secondary system
6. Reactivity and power distribution anomalies
7. Anticipated transients without scram (ATWS)
8. Radioactivity releases from a sub-system or component
9. Others

Annex. 2 of Safety Guide SGD11 [5] gives a list of IEs generally analysed for
the application of a license for LWRs in USA. A number of IEs listed below were
added to account for the design differences between PHWRs and LWRs.

1. Leakage from the seal plug after refuelling (group 1)
2. Bleed valve stuck open (1)
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3. Failure of a limited number of tubes in any heat exchanger other than steam
generator in PHT system (1)

4. Failure of coolant channel including its end fitting (1)
5. Feed valve stuck open (2)
6. Bleed valve stuck closed (2)
7. Bleed isolation valve closed (2)
8. Flow blockage in any coolant channel assembly/any feeder (3)
9. Failure of reactor moderator flow (6)

10. Failure at any location of moderator system piping (6)
11. Failure of fuelling machine when off the reactor and full of irradiated fuel (8).

1. Decrease in reactor coolant inventory

• Inadvertent opening of a relief valve in PHT system.
• Feed water tube or instrument tube breakage.
• Steam generator tube/tubes failure.
• End plug fails to close after refuelling.
• PHT header and piping failure.
• Bleed valve stuck open.
• Pressure tube failure (followed by calandria tube failure releasing PHT

coolant to the moderator).
• Failure of large number of tubes in any heat exchanger (other than steam

generator) in PHT system (bleed cooler, gland cooler, shutdown cooler).
• Failure of end fitting of any channel assembly followed by the failure of

lattice tube of end shield through which the end fitting runs.
• Failure of mechanical joint between pump cover and pump casing of main

coolant pumps.
• Massive failure of a pump cover/casing of main coolant pump.

2. Increase in reactor coolant inventory

• Feed valve stuck open.
• Bleed valve stuck closed.
• Bleed isolation valve closed by mistake by the operator.

3. Decrease in reactor coolant system flow rate

• Single and multiple reactor coolant pump trips.
• Coolant pump shaft seizure.
• Coolant pump shaft breakage.
• Flow blockage in any reactor fuel channel assembly.
• Failure of all mechanical seals on PHT pump(s).
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4. Decrease in heat removal by the secondary system

• Boiler pressure control (BPC) system malfunction resulting in decrease in
steam flow.

• Loss of external electrical load.
• Turbine trips
• Inadvertent closure of main steam isolation valve.
• Loss of condenser vacuum.
• Class IV power failure i.e. coincident loss of station as well as grid supply.
• Loss of normal feed flow.
• Feed water piping break

5. Increase in heat removal by secondary system

• Feed water system malfunction that results in decrease in feed water
temperature.

• Feed water system malfunction that results in an increase in feed water flow.
• Steam Pressure Regulator (Regulating system) malfunction or failure that

results in increasing steam flow.
• Inadvertent opening of a relief valve resulting in steam flow increase.
• Spectra of steam system piping failures inside and outside containment.

6. Reactivity and power distribution anomalies

• Uncontrolled withdrawal of control rod (Reactivity control mechanism)
assembly from a sub-critical or low power start up condition (assuming the
most unfavourable conditions of the core and reactor coolant system).

• Uncontrolled withdrawal of control rod assembly at a particular power
(assuming the most unfavourable reactivity conditions of the core and the
reactor coolant system) that yields the most severe result (low power to full
power).

• Chemical control (composition) system malfunction that results in a decrease
in boron concentration in reactor coolant.

• Fuel bundle ejection accident.
• Failure of reactor moderator flow.
• Failure at any location of any pipe of reactor moderator system.
• Drop of a load on reactivity mechanisms.

7. Anticipated transients without scram (ATWS)

• Inadvertent withdrawal of control rod (like 6.1 and 6.2 plus failure of trips).
• Loss of feed water.
• Loss of class IV power.
• Loss of electrical load.
• Loss of condenser vacuum.
• Turbine trip.
• Closure of main steam line isolation valve.
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8. Radioactivity release from a subsystem or component

• Tritium leakage.
• Radioactive gas waste system leak or failure.
• Radioactive liquid waste system leak or failure.
• Postulated radioactive releases due to liquid tank failures.
• Design basis fuel handling accident.
• Accidental dropping of spent fuel cask (during transfer of fuel to repro-

cessing plants).
• Failure of fuelling machine when off-reactor containing full complement of

irradiated fuel.
• Containment and associated system failure.
• One door open of air lock or transfer chamber most critical for radioactive

release from containment and seals on second door deflated (its impact, for
example, when PHT system is leaking or has broken).

• Failure to close any containment isolation device.

9. Others

• Failure of instrument air.
• Design basis fire.
• Design basis earthquake.
• Degraded operation of containment atmosphere cooling equipment (coupled

with PHT failure).
• Leaking containment (coupled with radioactive release from any other

systems).
• Turbine over speed protection failure.
• Turbine break up.
• Design basis tornado.
• Failure of steam generator support.
• Massive failure of station cooling water tunnel/discharge duct.

Detailed analysis of various IEs listed above has been carried out. Based on the
analytical study of the causes and consequences, the following events are consid-
ered important for further studies.

1. PHT header and piping failure (group 1)
2. Steam generator tube(s) failure (1)
3. Coolant channel failure(s) (1)
4. Spectrum of steam system piping failure inside and outside containment (5)
5. Loss of normal feed flow (4)
6. Feed water pipe breaks (4)
7. Class IV failure i.e. coincident loss of station as well as grid supply (4)
8. Compressed air failure
9. Fuelling machine induced LOCAs (1)

10. Leakage from the seal plug after refuelling (1)
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11. Loss of regulation (6)
12. Flow blockage in any coolant channel assembly/feeder (3)
13. Process water system failure (9)
14. Failure of moderator flow (6)

As can be inferred from the list above, the effect of internally generatedmissiles,man
induced events (air craft crashes) and natural phenomena on the reactor and its asso-
ciated systems is not considered in this analysis. Turbine trip is covered by other events
(partly byclass IV failure andpartly by InstrumentedReliefValve (IRV) opening and/or
secondary steam relief). Failure ofmoderatorflow is not important as an initiating event.
However moderator system is important in those situations where core cooling is
impaired due to failure of other means of cooling. Generally, the factors considered in
omitting an IE from the list of dominating events could be,

• An enveloping IE exists
• Slow transient, operator action is feasible
• Low frequency
• Consequences are not very significant.

The remaining events are analysed, in the subsequent sections, regarding their
frequency and possible impact on the core depending upon the operability states of
the various ESFs provided. Further, IEs included in group 7 are not considered
since these correspond to radioactivity leakages from out of core components.

12.2.2.2 Reliability Analysis

It is important to differentiate between different categories of systems from the
reliability viewpoint.

• Process Systems: Process Systems which are active during normal functioning
of the reactor, e.g. Reactor Regulating System, Primary Heat Transport System
etc. IEs are generally associated with failures in process systems.

• Safety Systems (ESFs): Safety systems are not active during the normal reactor
operation but act following failure of a process system to limit the consequences
thereof, e.g., Protective and Containment Systems.

• Support Systems: These are active during normal operation and are also
essential for the functioning of the ESFs, e.g., Station Electric Supply,
Compressed Air System.

Since process systems play an active role in plant operation, any process
equipment failure would be immediately annunciated. But in case of protective and
containment systems, being normally standby, there may be component failures
which will be unrevealed till there is a demand on the system to function or it is
tested. As a result a safety system will remain in a failed condition over the period
of time from the occurrence of the failure till it is revealed by the test and repairs are
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affected. A process system failure during this interval would result in a dual failure.
Thus, an accident sequence would arise if a process failure is coupled with the
unavailability of one or more ESFs. Since redundancies are provided within every
process and safety system to meet the single failure criteria, the frequency of an
accident sequence is generally low.

Reliability Criteria
Based on the system definitions above, the reliability index of process systems or
IEs has been computed in terms of frequency i.e. the probable number of failures
per year while for the safety systems, the term unavailability is used which is the
probable fraction of the time during which the system is not available. The
unavailability is further related to component failure rates and test frequencies by
the following equation,

Unavailability ¼ Failure rate per year � Failure� duration ðYearsÞ

where, the failure duration is assumed to be equal to half of the time between tests
since the failure at any time between tests is equally probable. The contributions
due to scheduled and breakdown maintenance are also incorporated. The distri-
bution of downtime is assumed as lognormal, with a median duration of 24 h and a
maintenance action rate of once in 6 months.

Failure Rate Data
The input data required for reliability analysis comprises of the following:

1. Component Failure Data
2. Component Maintenance Data
3. Human Error (HE) Data
4. Common Cause Failure (CCF) Data

The confidence in reliability analysis is determined to a large extent by the
accuracy in failure rate data of the constituent components. It would be ideal to use
data based on the operational experience. The other alternative is to use data from
established sources which may not be always applicable due to variations in design,
quality, operating environment etc. Bayesian techniques are used to obtain better
estimates by using the limited information based on PHWRs experience and
WASH-1400 as prior for a number of components like DGs, Transformers etc.

Common Cause Failures
The common cause failures are dependent, multiple failures arising from a common
initiating cause. The main categories of CCFs considered in the analysis are:

• Design Errors
• Manufacturing Errors
• Test and Maintenance Errors
• Effect of External Environment.

402 12 Applications of PSA



As far as practicable, care is exercised to keep the process and safety systems
independent of each other and safety systems among themselves to minimise the
incidence of CCFs. Special qualification procedures where applicable, are adopted
for the components to withstand the common causes such as earthquake, acceler-
ated environment following an accident like LOCA etc. Beta factor or Alpha factor
model are used for the analysis of CCFs and the plant specifics are considered in
arriving at the appropriate beta/alpha factors. An extensive qualitative analysis of
common cause failures with respect to independence in electrical supplies, process
water cooling etc. and provision of physical diversity in case of various safety
systems (e.g., Fire Fighting Water, Emergency Core Cooling and Class III Power
Supply System etc.) has been carried out.

Human Reliability Analysis
Human Reliability Analysis deals with the identification of potential Human Errors
(HEs) both during normal reactor operation and the post accident situations. During
normal operation, HEs arise from the test and maintenance actions and are repre-
sented in the corresponding FT of the system, where as, the post accident HEs are
associated with detection of the failure situation (IE), diagnostics and subsequent
actions for mitigation of the IE and are represented in the ETs. An attempt has been
made to identify the human actions called for, and carry out a detailed qualitative
analysis to estimate the time required for doing the same so as to identify the critical
human actions in the reactor during postulated accident conditions. It is important to
realize that human actions can be characterized into the following categories:

1. Skill Based Actions
2. Rule Based Actions
3. Knowledge Based Actions

Obviously, the Human Error Probability (HEP) is minimum with skill based
actions and becomes prohibitively large in case of knowledge based actions, with
Rule Based HEP being a compromise or a median value. It is usually the objective
of HRA to ensure that all human actions are skill/rule based and in case, the
available time is too short, the actions must be performed automatically. This
necessitates proper procedures and operator qualifications to be followed in the
plants. HRA based on Systematic Human Action Reliability Procedure (SHARP)
[6], as developed by Electric Power Research Institute (EPRI) of USA and rec-
ommended by IAEA, has been used in quantifying the HEPs in the study.

12.2.2.3 Accident Sequence Identification

In view of the ‘Defence in Depth’ approach applied in the design of reactor sys-
tems, an accident situation arises only when an IE is coupled with the unavailability
of one or more ESFs. Thus dual or multiple failures are necessary for an accident to
occur. These dual or multiple failures are known as Accident Sequences in PSA
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parlance. The significance of accident sequences can be understood from the def-
inition of risk as follows:

Risk ¼ Probability of occurrence � Consequences

In a NPP, the probability of occurrence signifies the probability of all the
accident sequences and the consequences are measured in terms of radioactivity
releases. Thus risk from a NPP is

Risk ¼
X

Probability of accident sequence

� Consequences All Accident Sequences

and the overall risk can be quantified if we can identify all the accident sequences
and evaluate their consequences. In level I PSA, the requirement is to identify all
the accident sequences and relate them to component failures and human errors. In
the present study, accident sequences relevant to the PHWR have been identified
using Event Tree methodology. Event Trees for all the dominating IEs have been
drawn, the brief details of important ETs are given in next section.

Accident Sequence Quantification
The accident sequence as identified by the Event Tree may be expressed as follows.

Accident Sequence ¼ Initiating Event� ESF(s) Failure

Obviously, in an accident sequence there are other terms implying the success of
other systems. However, these can be ignored since the success probabilities are
approximately 1.0. In terms of probabilities, the accident sequence frequency may
be written as;

P ¼ PIE � PESF1 � PESF2 � . . .

where, PIE is the frequency of the Initiating Event and PESFi is the unavailability of
that particular ESFi which is obtained form the respective Fault Tree. In order to
obtain correct accident sequence probability, the correct probabilities of the indi-
vidual factors must be used, incorporating any dependency among the factors. Thus
various system probabilities are treated as conditional probabilities and expressed as

PESF1 ¼ PESF1=IE and PESF2 ¼ PESF2=ESF1�IE etc:

where, PESF1=IE denotes the probability of ESF1 failure given that the initiating
event has occurred and so on. A simple multiplication of the probabilities can only
be used when the various factors are independent. The dependencies, if any, are
included in the discussion on the individual Event Trees.
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System Dependencies
As mentioned before, various ESFs have been designed to operate independently—
both among themselves and also, with respect to the IE. However, some form of
dependency has been observed. Normally, it is expected that various components
and equipment are designed to operate in the accelerated environmental conditions
generated by the IE. In case of LOCA, an environment of high temperature,
pressure, radiation and humidity prevails in the containment and various compo-
nents e.g. pump seals, pump motors, junction boxes, coolers etc. are susceptible to
it. Further, the presence of moderator as a heat sink is very important in case of
PHWRs to prevent fuel failures if ECCS fails but the efficacy of the system need be
ensured when a significant amount of energy is added into the moderator. The
reliability of the moderator pumps, flange joints etc. will be affected in such cases.
The effects of such common causes have been incorporated in the accident
sequence quantification.

12.2.2.4 Event Trees

As explained before, ETs have to be developed to study the consequences of an IE
on the core, PHT systems and containment etc. and also to determine the efficacy of
various safety systems required to mitigate the effects of the IE.

Loss of Coolant Accident (LOCA) Event Trees
Unlike in Pressurized Water Reactors (PWRs) and Boiling Water Reactors (BWRs)
the diameter of the largest piping in PHWRs is much smaller, thereby limiting the
coolant discharge rate in case of LOCAs. The coolant activity discharged into the
containment is smaller due to the smaller PHT inventory in PHWRs. Depending
upon the physical phenomena involved, LOCAs can be divided into;

1. Large LOCA—e.g. PHT header rupture
2. Medium LOCA—e.g. End fitting failure, Feeder rupture etc.
3. Small LOCA—e.g. Instrument tube rupture, SG tube rupture etc.,

and as a consequence the ESFs required to act upon are also different.
Large LOCAs are characterised by break areas greater than 10%of 2A (A= area of

the pipe). These lead to fast depressurisation of the PHTSwhich results in subsequent
ECCS injection and recirculation. However, the initiation of light water injection also
depends on the availability of the signal-pump room pressure high or high moderator
level in calandria. Because of the speedwithwhich the IE propagates, operator actions
are not expected/anticipated and accordingly all the ESFs that have to be operated are
designed to cut in automatically. Because of the fast depressurisation and subsequent
low PHT pressure ECCS cuts in and continues to provide cooling.

The ET for the initiating event large LOCA is shown in Fig. 12.2. It is important
to note that the coolant void coefficient of reactivity is positive in a PHWR and this
warrants a fast shutdown in the present case. Since the moderator is not dumped on
a reactor trip, the presence of a large volume of moderator which is cooled by an
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independent circuit of pumps and heat exchangers acts as an ultimate heat sink.
Various studies [7, 8] indicate that no fuel melting is likely to occur even if ECCS
fails on LOCA. Thus fuel melting in a PHWR can be postulated to occur when
there is a breach in the moderator circuit in conjunction with LOCA and emergency
core cooling injection failure.

Class IV Power Supply Failure
Class IV is the main power supply provided both by the grid and generated by the
station. This IE is significant in our context due to high frequency of class IV
failure. Based on the operating experience, it is observed that the frequency is
>1.0/year which is relatively high. It is usually 0.1–0.3/year in many other coun-
tries. Interdependence (common cause failure) of station supply on grid fluctuations
and vice versa is a significant contributing factor to the class IV failure frequency.

The ET and the various ESFs required to mitigate the effects of the transient are
shown in Fig. 12.3. The Secondary Steam Relief (SSR) is provided by a redundant
configuration comprising Steam Discharge Valves (SDVs) and safety relief valves.
Here, no credit for the safety relief valves is taken as these are meant for the
protection of steam generators. On class IV failure, secondary cooling is provided
by auxiliary feed water system which is further backed up by the firefighting system
(FFS) comprising three dedicated diesel pumps. In case of loss of all secondary
cooling, SG hold-up would last for about 30 min and by this time, the shutdown
cooling system must be valved in. Similar criteria are applicable to valving in of
FFS in case auxiliary feed water system (AFWS) is not available.

LLOCA RPS TPS ECCS 

1

2 

4

3 

RPS – Reactor Protection System; TPS: Total Power Supply System; 

ECCS – Emergency Core Cooling System

Fig. 12.2 Event tree for LLOCA
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Accident sequences which depict the failure of both class IV and class III leading
to the situation of Station Blackout are critical. The station batteries are usually
rated for a duration of about 30 min and this primarily sets the limit to the available
time within which the power supply must be restored. The probability of restoring
the supplies in 30 min is low. NUREG-1032 of USNRC quotes a median value of
(a) 30 min for the restoration of off-site power and (b) 8 h for DG downtime. In case
of an extended blackout, it could result in a critical situation since AFWS, shutdown
cooling system (SDC) would not be available. Also, the supply to control and
protective systems (class I) would be lost, resulting in a total loss of monitoring and
indication of the plant status. It may be essential to crash cool the primary which
would result in large scale voiding in the system. However, with secondary cooling
available, provided by the FFS, thermosyphoning would be effective. The reliability
of FFS is thus crucial for mitigating the station blackout situation. In addition, FFS
is essentially a low pressure system and manual actions are involved in ‘valving in’
of the same. In case of a station blackout, which is definitely an unusual situation,
the stress on the operator is likely to be high and the time available is also *half an
hour. Hence the probability of the human error could be significant. However, since
FFS is the only safety system available the chances of recovery would be high and
the system could be ‘valved in’ after some delay.

It may be further inferred that in a PHWR a large coping time may be available
during station blackout as long as thermosyphoning holds good on the primary side
and fire water is injected into the SGs. Thus, a coping time of *4 h may be
assumed during which class IV or class III supply must be restored. This will
reduce the contribution of this IE to CDF significantly.

Class IV  RPS  Class III  SSR AFWS SDCS FFS Consequence Frequency 

Fig. 12.3 Event tree for CLASS IV failure of PHWR
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12.2.2.5 Dominating Accident Sequences

The overall number of accident sequences identified through ET analysis is very
large as described in the previous section. However, based on the probabilistic and
analytical assessment of the consequences of the accident sequences, a relatively
small number of accident sequences which are likely to result in varying degree of
core/clad damage, are identified for further analysis. The extent of core damage is
not assessed and in the next phase of the study wherein, the consequences in terms
of the effect on the core, radioactivity released, effect on the containment and its
failure modes etc. would be discussed. Accident sequences, where, some clad
damage only is expected, are not included in CDF calculations. The accident
sequences contributing to CDF known as dominating accident sequences are
included in Table 12.2. Accident sequences initiated by class IV failures are highly
significant due to high frequency of this IE (2/Yr). In case of failure of FFS
following a station blackout sequence, FFS or class IV recovery over a period of 1 h
may be considered. Failure probability of FFS is high because of the observed large
downtime of the pumps. In fact, the CCFs have also been observed in the system
due to failure in the DC supply. It is seen that accident sequences initiated by active

Table 12.2 Percentage contribution of accident sequences

Initiating event Safety systems % Contribution to CDF

1 CLASS4 CLASS3 CLASS4RE HEFFS 32.0336

2 APWCS HEFFS 29.7723

3 CLASS4 CLASS3 CLASS4RE FFS 10.2507

4 APWCS FFS 9.5271

5 MSLB HEECR ML 7.9973

6 CLASS4 SSR SDC 3.3864

7 CLASS4 RPS 1.8871

8 MLOCA ECCI ML 1.4217

9 CLASS4 SSR HESDC 1.1870

10 MLOCA ECCR ML 0.5332

11 CLASS4 CLASS3 CLASS4RE SSR 0.4741

12 APWS AFWS HEFFS 0.4019

13 FWS RPS 0.2602

14 CLASS4 AFWS HEFFS HESDC 0.2165

15 CLASS4 AFWS SDC FFS 0.1977

16 FWS SSR HESDC 0.1636

17 APWS AFWS FFS 0.1286

18 CLASS4 AFWS HESDC FFS 0.0693

19 MLOCA RPS 0.0458

20 FWS AFWS HESDC HEFFS 0.0299

21 FWS AFWS HESDC FFS 0.0096

22 SLOCA RPS 0.0064
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process water cooling system (APWCS) which is used for cooling the DGs,
Compressors, etc. and also the APWS itself, are also dominating. The failure of
APWCS and human error in firefighting system (HEFFS) is a significant contrib-
utor. However, it would be delayed core damage since the moderator pool is
available till it boils off. As mentioned before, the presence of moderator in the core
prevents fuel melting in case of LOCA and unavailability of the ECCS. Thus, all
accident sequences originating from LOCAs, main steam line break (MSLB) and
others resulting ultimately in LOCA would result in core damage only if the
moderator is not available as a heat sink. The overall core damage frequency is
found to be *3.2E-06/Yr.

12.2.2.6 Risk Importance Measures

The results of PSA level-1 study can be utilised to derive the importance of various
systems and components in terms of their contribution to risk/core damage fre-
quency. Obviously, CDF is obtained from the accident sequences which are related
to IEs and safety system failures which can be further expressed as a function of
component failures and HEPs. This helps in adopting risk importance measures in
an optimal way. Following risk measures have been considered in this context:

Risk Achievement Worth (RAW) of a system is defined as the increase in risk (or
CDF) when this system has failed or is removed from service.
Risk Reduction Worth (RRW) of a system is defined as the reduction in risk (or
CDF) when the system is fully reliable.

Thus, RAW signifies the importance of a system in achieving the present level of
safety whereas RRW suggests the system/components which can reduce the risk
effectively if modified suitably. It is seen that RPS has the highest RAW and this
implies the high safety significance of the system. Emergency power supply (class III),
FFS and human error in FFS are both significant in terms of their high RAWandRRW
values. Thus improving the reliability of these systems or human actionswould reduce
the CDF. Moderator circulation and SSR also have significant RAW values. In
addition, the contribution of each IE to CDF has also been obtained and the same is
shown in Table 12.3. It is seen that APWCS and class IV contribute very significantly
to CDF.

Table 12.3 Contributions of
initiating events to core
damage

Initiating event Frequency Percentage contribution

Small LOCA 1.42E-09 0.007

Medium LOCA 4.44E-07 2.027

CLASS 4 1.09E-05 49.77

APWCS 8.59E-06 39.21

APWS 1.15E-07 0.524

MSLB 1.75E-06 7.988

FWS 1.02E-07 0.467
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12.3 Technical Specification Optimization

Probabilistic Safety Assessment (PSA) is performed to assess the risk of complex
engineering systems like nuclear power plants (NPPs). PSA studies not only
evaluate risk/safety of systems but also their results are very useful in safe, eco-
nomical and effective design and operation of NPPs. The latter application is
popularly known as “Risk-Informed Decision Making”. Evaluation of technical
specifications is one such important application of Risk-Informed decision making.
Technical specifications represent a set of parameters according to which systems
should be operated, tested, maintained and repaired. Deciding Test Interval (TI),
one of the important technical specifications, with the given resources and risk
effectiveness is an optimization problem.

The criterion for regulation of the design and operation of NPP has been derived
from deterministic engineering analysis methods. This traditional defence-in-depth
philosophy continues to assure a safe condition of the plant following a number of
postulated design basis accidents and also achieving several levels of safety. During
recent years, both the nuclear utility and nuclear regulatory bodies have recognized
that PSA has evolved to the point that it can be used increasingly as a tool in
decision making. The key to this risk-informed approach to decision making is that
it is complementary to the defence-in-depth philosophy. This has given rise to the
advent of various methodologies for optimizing activities related to NPP operation
and maintenance. Thus the risk-informed applications emphasize both effective risk
control and effective resource expenditures at NPPs by making use of PSA results
to focus better on what is critical to safety.

Several studies have emphasized the potential of risk-informed approach and its
application to nuclear as well as non-nuclear/chemical industries also. The specific
activities related for their resource effectiveness in risk-informed applications are
evaluation of technical specifications, in-service inspection, and preventive main-
tenance. Evaluation of technical specifications is one of the important applications of
Risk-Informed decision making. Technical specifications represent a set of param-
eters according to which systems should be operated, tested, maintained and
repaired. Deciding Test Interval (TI), one of the important technical specifications,
with the given resources and risk effectiveness is an optimization problem.
Nowadays, special attention is being paid on the use of PSA for risk-informed
decision making on plant specific changes to test intervals in technical specifications.

12.3.1 Traditional Approaches for Technical Specification
Optimization

The various risk measures and methodology for TS modifications related to
Allowed Outage Times (AOTs) and Surveillance Test Intervals (STIs) are discussed
here [9]. The steps include the following. (a) identify the STIs and AOTs to be
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evaluated for consideration of changes, (b) determine the risk contribution asso-
ciated with the subject STIs and AOT, (c) determine the risk impact from the
change of proposed AOTs and STIs by evaluating risk measures of structure,
system, and component (SSCs) for which change in AOT/STI is sought,
(d) ascertain the acceptability or otherwise of the risk impact (e.g., change in system
unavailability, CDF, release frequency, etc.) from target value established for risk
informed decision (e) perform sensitivity and uncertainty evaluations to address
uncertainties associated with the STI and AOT evaluation.

12.3.1.1 Measures Applicable for AOT Evaluations

Conditional Risk Given the Limiting Condition of Operation (LCO)
Increase in risk (ΔCDF or ΔLERF—large early release frequency) associated with
component outage is shown in Fig. 12.4.
Incremental Conditional Core Damage Probability (ICCDP) or Single Downtime
Risk

Increase in risk (e.g. single down time risk ri of ith component is obtained by
multiplying the increase in CDF by the duration of the configuration for the
occurrence of a given configuration i.e., outage of ith component only).

ri ¼ DCi � d ¼ Cþ
i � C0

i

� �� di ð12:1Þ

ri Single downtime risk of the ith component
Cþ
i CDF when component is known down including reconfigurations

C0
i CDF when component is known up

di downtime

    Operating time

Down
time

Ci
+ 

Risk level

(ΔCDF) 

Component 
goes down

Component is 
restored 

Ci
0 

(ΔCDF) 

Fig. 12.4 Increase in risk associated with component outage

12.3 Technical Specification Optimization 411



By imposing an acceptable limit (i.e., target or reference value for risk informed
decision process) to the risk contribution of an AOT, a risk based AOT can be
calculated, dmax = rmax/ΔR where ΔR is the change in risk (change in system
unavailability, change in CDF (ΔCi) or change in LERF). Then the risk based AOT
can be compared to the real time duration of maintenance and to the AOT estab-
lished in the TS.

Yearly AOT Risk
Risk increase from the projected (or expected) number of downtimes over 1 year
period is yearly AOT risk. Figure 12.5 shows the single down time risk and
cumulative downtime risk over some time period.

Ri ¼ Niri ð12:2Þ

Ri Yearly downtime risk for ith component
N Expected number of downtime occurrences in a year = wT
w downtime or maintenance frequency = kλ

where
k maintenance factor,
λ failure rate and
T time period, 1 year.

Down time

ΔCDF CDF 

Nominal CDF

ICCDP

Cumulative Downtime Risk (ac-
cumulated CDF increase over 
some time period)

Operating time

Fig. 12.5 Illustration of the different risks associated with downtimes
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Maintenance frequency includes failure frequency and the frequency of main-
tenance due to degraded or incipient conditions.

When comparing the risk of shutting down with the risk of continuing power
operation for a given LCO, the applicable measures are:

• risk of continued power operation for a given downtime, similar to ICCDP and
• risk of shutting down for the same downtime

The risk associated with simultaneous outages of multiple components, called
configuration risk, is calculated as part of AOT changes. The applicable measures
are similar to the AOT measures stated above.

12.3.1.2 Measures Applicable for STI Evaluations

Test-Limited Risk
The analysis of STIs is based on the risk contributions arising from failures
occurring between tests and detected at the moment of the test. The STI risk
contribution of a component is given by

RD ¼ 1=2 ksTDR ð12:3Þ

where ΔR is the risk increase when the component is found failed at the moment of
the test, λs is the standby constant failure rate and T is the STI. Similar to the AOT
risk contributors, the STIs can be classified and set to a limiting value to the risk
contribution,

Tmax ¼ 2RDmaxð Þ=ðksDRÞ ð12:4Þ

Test-Caused Risk
To evaluate and identify the test-caused risk, events should be analysed and those
caused by a test should be identified. These could be due to failure in human
interactions or component wear out on testing. Failure due to Human Error
Probability can be modelled and quantified from detailed Human Reliability
Analysis. Component wear out can be addressed by ageing risk analysis. However
an integrated approach to work out such test caused risk is a developing subject and
presently is beyond the scope of this chapter.

12.3.2 Advanced Techniques for Technical Specification
Optimization

The issue of risk effectiveness versus resource utilization is an optimization prob-
lem where the resources, viz., number of tests conducted, working hours required,
costs incurred, radiation exposure, etc., is to be minimized while the performance or
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unavailability is constrained to be at a given level. As mentioned by Martorell [10],
in optimizing test intervals based on risk (or unavailability) and cost, one normally
faces multi-modal and non-linear objective functions and a variety of both linear
and non-linear constraints. In addition, requirements such as continuity and dif-
ferentiability of objective and constraints functions add yet another conflicting
element to the decision process. Resolution of such complex optimization problems
requires numerical methods. However, as traditional approaches usually give poor
results under these circumstances, new methods based on Genetic Algorithms
(GAs) were investigated in order to try to solve this kind of complex optimization
problems [10–13]. This section presents a solution to test interval optimization
problem with genetic algorithm along with a case study of a safety system for
Pressurized Heavy Water Reactor (PHWR).

12.3.2.1 Mathematical Modeling of Problem

Notations:
T Surveillance test interval
t Mean time to test
Λ Standby failure rate
ρ Per-demand failure probability
d Mean time to repair
M Mean time to preventive maintenance
M Maintenance interval
cht Testing cost per hour
chm Preventive maintenance cost per hour
chc Corrective maintenance cost per hour

System unavailability model in the PRA is adopted to represent the risk function.
It is obvious that by optimizing test intervals based on minimizing the corre-
sponding safety system unavailability one can improve the safety level of
NPP. Unavailability function of the system is generally derived from fault tree
analysis, which is a logical and graphical description of various combinations of
failure events. Minimal cut-sets are obtained from fault tree analysis which repre-
sents minimal combinations of basic events (components) leading to unavailability
of system. Thus, system unavailability is expressed as a function of unavailability
of components. As safety system is considered for case studies and normally all the
components in a safety system are in standby mode, the following model (refer
Eq. (12.5)) as explained in [10, 14] represents the unavailability of component. It is
a function of unavailability arising from random failure during standby mode,
surveillance testing, preventive maintenance activity, and corrective maintenance
due to observed failure.
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u(x) ¼ urðxÞ þ utðxÞ þ umðxÞ þ ucðxÞ ð12:5Þ

u(x) Represents unavailability of component that depends on the vector of
decision variables x.

ur(x) Contribution from random failures �qþ kT=2
ut(x) Contribution from testing �t=T
um(x) Contribution from preventive maintenance �m=M
uc(x) Contribution from corrective maintenance �ðqþ kTÞd=T

thus,

uðxÞ ¼ qþ kT=2þ t=T þ m=M þ ðqþ kTÞd=T ð12:6Þ

System unavailability is sum of j number of minimal cut sets and the product k
extents to the number of basic events in the jth cut set as given in Eq. (12.7):

UðxÞ �
X
j

Y
k

ujkðxÞ ð12:7Þ

ujk represents the unavailability associated with the basic event k belonging to
minimal cut set number j. Similarly the cost model is given as follows:

cðxÞ ¼ ctðxÞ þ cmðxÞ þ ccðxÞ ð12:8Þ

The total cost c(x) of the component (year wise contribution) includes costs due
to testing ct(x), preventive maintenance cm(x) and corrective maintenance cc(x).

cðxÞ ¼ t
T
cht þ m

M
chm þ 1

T
ðqþ kTÞdchc ð12:9Þ

The total yearly cost of the system having i number of components is given by:

CðxÞ ¼
X
i

ciðxÞ ð12:10Þ

Both risk and cost functions are important to decision making in effective,
efficient and economical safety management of NPPs. In the first case, constraints
are applied over one of the two objective functions, risk or cost function. These are
referred to as implicit constraints, where, for example, if the selected objective
function to be minimized is the risk, U(x), then the constraint is a restriction over
the maximum allowed value to its corresponding cost. In the second case, the
selected objective function to be minimized is the cost, C(x), and the constraint is
stated through the maximum allowed value for the risk. One can also impose
constraints directly over the values the decision variables in vector x can take,
which are referred as explicit constraints.
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12.3.2.2 Genetic Algorithm (GA) as Optimization Method

The GA is a stochastic global search method that mimics the metaphor of natural
biological evolution. GA operates on a population of potential solutions applying
the principle of survival of the fittest to produce better and better approximations to
a solution. At each generation, a new set of approximations is created by the
process of selecting individuals according to their level of fitness in the problem
domain and breeding them together using operators borrowed from natural genetics.
This process leads to the evolution of populations of individuals that are better
suited to their environment than the individuals that they were created from, just as
in natural adaptation. Individuals, or current approximations, are encoded as strings,
chromosomes, composed over some alphabet(s), so that the genotypes (chromo-
some values) are uniquely mapped onto the decision variable (phenotypic) domain.
The most commonly used representation in GAs is the binary alphabet {0, 1}
although other representations can be used, e.g. ternary, integer, real-valued etc.

The main feature of the SSGA is the utilization of overlapping populations, as it
can be observed in Fig. 12.6. The SSGA starts with an initial population of a given
size. The number of individuals that constitute this base population, denoted by
popsize, is selected by the user. This algorithm generates an auxiliary population, of
size nrepl, constituted by the offspring obtained after the reproduction of certain
individuals selected from the base population. Newly generated offspring is eval-
uated and then added to the base population. Each individual of the resulting
population, composed by popsize + nrepl individuals, is penalized and then scaled
to derive a ranking of individuals based on their fitness score. After scaling, the
nrepl worst individuals in the ranking are removed in order to return the population
to its original size (popsize). Therefore, after replacement, the best individuals
remain in the new population constituting the new generation, generically denoted
by g + 1, which descends from previous one, g. The number of individuals to be
replaced, nrepl, is fixed as 6 in the present problem. Once the new population is
generated, the algorithm checks if the termination criterion is satisfied. In case the
criterion is not satisfied, then the evolution continues to produce new generation as
described previously. The best fit of the population that satisfied termination criteria
gives the optimum solution to the problem.

The binary encoding scheme of the decision variables is used for the current
problem, test interval optimization, due to its simplicity in mutation operation and
the range constraint is automatically implicit in the encoding. The roulette wheel
method, which is a stochastic sampling method that picks the individuals by sim-
ulating the roulette-wheel, is used in for the process of selection. The one point
crossover has been chosen for the crossover operation, which is a very simple
method widely used that provides good results. Population size of 100 (popsize)
and auxiliary population size of 6 (nrepl) is taken. Crossover and mutation prob-
abilities of 0.7 and 0.1 are assumed in the calculations. More details about steady
state genetic algorithm can be found in [10, 15].
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12.3.2.3 Case Studies: Test Interval Optimization for Emergency Core
Cooling System of PHWR

Emergency core cooling system (ECCS), one of the important safety system in a
Nuclear power Plant is designed to remove the decay heat from the fuel following a
Loss Of Coolant Accident (LOCA) and provides means of transferring decay heat
to the ultimate heat sink under all credible modes of failure of the Primary Heat
Transport System (PHTS) pressure boundary. The operation of ECCS consists of
two phases, viz., injection phase and recirculation phase. The surveillance testing is
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EVOLUTION 

Parents 

Reproduction

g =0 

Scaling 

Termination 

g+1 

Replacement

popsize+nrepl 

Evolution 
Finished? 

EndInitialization 

g

Selection 

Crossover

Mutation 
Evaluation Penalization 

yes
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Fig. 12.6 Steady state genetic algorithm scheme
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focused here on only recirculation part. This consists of four pumps which draw
water from suppression pool and inject it into the PHT system header after the light
water accumulator level becomes low. Upon the occurrence of LOCA, as sensed by
low inlet header and header differential pressure signals, ECCS is initiated
depending upon the location of LOCA as sensed by header differential pressure.
The schematic diagram of ECCS (only recirculation part) in a typical PHWR is
shown in Fig. 12.7.

In this problem, the system components are grouped into three different test
strategies. Strategy 1 covers the four motor operated suction valves, namely, SV1,
SV2, SV3 and SV4. Strategy 2 covers the four motor operated discharge valves,
DV1, DV2, DV3 and DV4. Finally, four pumps, P1, P2, P3 and P4 are placed in the
third strategy. It is assumed that all the components in the same group will have
same test interval. Further, test strategies must satisfy the following relationship in
our particular case of application:

T2 ¼ k2T1 and T3 ¼ k3T2; ð12:11Þ

where T1, T2 and T3 are test interval for strategy 1, 2, and 3 respectively. Where k2
and k3 are integers that must lie in between 1 to 10. T1 must lie between [0, 8760].
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The current practice recommends 1 month for all the components and the cost of
test and maintenance for the current practice is Rs. 74082.6 (in Indian Rupees (Rs.))
when it is calculated keeping the failure and repair parameters at their nominal
values. It is to be noted that cost of maintenance is a function of failure rate, demand
failure probability and repair time (refer Eq. (12.9)). The unavailability parameters
of pumps and valves, and the cost parameters are shown in the Table 12.4.

In developing the cost function, costs of only repairs and testing are considered.
Computer coding for the genetic algorithm based optimization has been used to
solve the problem [16]. The parameters adopted for genetic algorithm and generic
operators are shown in Tables 12.5 and 12.6 respectively.

The initial population in SSGA implementation is normally generated using a
random method. However, it can not guarantee the criteria of satisfying constraints,
therefore the actual test intervals implemented in the plant are considered for initial
population. A generation dependent dynamic penalization model and termination
criteria have been used in SSGA.

In the first case, the unavailability of the system has been considered as objective
function and cost per year (Rs. 74082.6) as the constraint apart from satisfying
above said intervals for decision variables T1, k2 and k3. In the second case, cost per
year has been considered as objective function and unavailability (3.86e-6) as the
constraint. The results achieved for the optimized values of unavailability/cost, the
cost/unavailability associated with that unavailability/cost and the optimized

Table 12.4 Unavailability and cost parameters

S. no. Name λ (per h) ρ (/demand) T (h) T (h) D (h) cht (Rs/h) chc (Rs/h)

1 P 3.89e-6 5.3e-4 4 2190 24 250 200

2 SV 5.83e-6 1.82e-3 1 2190 2.6 250 200

3 DV 5.83e-6 1.82e-3 1 2190 2.6 250 200

Table 12.5 Genetic algorithm parameters

S. no. Parameter Values S. no. Parameter Values

1. Encoding Binary 6. Replacement 10

2. Chromosome size 22 7. Generations 5000

3. Population size 100 8. Conv. prob. 0.99

4. Crossover probability 0.7 9. Diversity 0.01

5. Mutation probability 0.3

Table 12.6 Genetic
operators

S. no. Operator Method

1. Selection Roulette-wheel

2. Crossover One point

3. Mutation Flip mutator

4. Scaling Linear
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decision variables are shown in Table 12.7. In both the cases, the optimized test
intervals are decreased for valves and increased for pumps with respect to their
initial values. Finally, it is found that important reductions in both unavailability
and cost measures have been achieved while all the explicit and implicit constraints
are satisfied for the optimized test intervals in both the cases.

Remarks on Technical Specification Optimization
Risk-informed decision making ensures safe, economical and efficient design and
operation of nuclear power plants. Test interval optimization, which is one of the
important applications of risk-informed approach, has been applied to emergency
core cooling system of PHWR. In the Sect. 12.3.2.3, Genetic algorithm has been
successfully applied to perform the constrained optimization of test intervals at
NPPs, where its capabilities of simplicity, flexibility, easy operation, minimal
requirements and global perspective to find global optimum have been shown.
From the case studies it is found that the recommended test strategy is better than
the test strategy being followed currently. This methodology provides a framework
not only for the mentioned constraints but also other constraints of concern to
specific operational scenarios.

12.4 Risk Monitor

PSA has become a key tool as on today to identify and understand NPP vulnera-
bilities. As a result of the availability of these PSA studies, there is a desire to use
them to enhance plant safety and to operate the nuclear stations in the most efficient
manner. Risk Monitor is a PC based tool, which computes the real time safety level
and assists plant personnel to manage day-to-day activities. Risk Monitor is used
for modification and re-analysis of a NPP. Operation of Risk Monitor is based on
PSA methods for assisting in day to day applications. Risk Monitoring programs
can assess the risk profile and are used to optimize the operation of NPP with
respect to a minimum risk level over the operating time.

Risk Monitoring can be defined as being the process whereby a complex tech-
nical facility is continuously monitored as regards the functioning or
non-functioning of its different subsystems and the risk emanating from the facility
is evaluated on the basis of this information. In the widest sense it can be regarded

Table 12.7 Optimized values

Variable Initial
values

Optimized values

Unavailability as objective
function

Cost as objective
function

T1 (h), k2, k3 720, 1, 1 480, 1, 2 575, 1, 2

Unavailability 3.86e-6 2.86e-6 3.86e-6

Cost (Rs.) 74082.6 74082 61998.7
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as being part of the risk management of a plant. Operation of Risk Monitor is based
on PSA methods for assisting in day to day applications. Risk Monitoring programs
can assess the risk profile and are used to optimize the operation in NPPs with
respect to a minimum risk level over the operating time.

12.4.1 Necessity of Risk Monitor?

In Nuclear Power Plants, safety is the major concern. PSA analysis leads insight
into plant processes and mechanisms and possible interaction between plant sys-
tems, both for existing plants with operating histories and for plants still in the
design stage. In view of this, on-line safety assessment has received lot of attention
from operation and maintenance personnel. Plant configuration undergoes changes
due to changes in component status and/or operating/maintenance procedures.
Some components are randomly down and/or others can be planned for test,
maintenance and repair. This results in a variation of the risk level over operating
time, which is termed as risk profile, and indicates the trends which could lead to
deviation from desired CDF. PSA models can be used to quantify risk due to
changes in components status, system design and operations consequent to changes
in plant configuration.

Risk Monitoring provides safety status information for a plant and thus aids
decision making about whether continued plant operation is tolerable under certain
system function outages. It may also support operations and be of help deciding on
maintenance strategies allowing immediate assessment of different plant configu-
rations. Besides addressing specific plant requirements it is an on-line tool showing
actual risk situation thus overcoming possibly unnecessarily restrictive elements of
requirement and point out procedures not conducive to safety. The model used by
the risk monitor is based on, and is consistent with, the Living PSA for the facility.

12.4.2 Different Modules of Risk Monitor

Operation of Risk Monitor is based on PSA methods for assisting in day to day
applications. Hence, the inputs required by Risk Monitor include:

1. Information on initiating events and their corresponding frequencies.
2. Information on Safety Systems and their fault trees in terms of minimal cut sets

for finding out the unavailability’s of the systems.
3. Information on component data which include type of model (Tested, repairable,

non repairable, mission time etc.,) and their corresponding parameters. These are
given in the following table
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4. Information on common cause failures (CCF). This includes different number of
CCF groups, basic events of each group and their corresponding factors (β
factor, α factors etc.)

5. Information on Accident sequences either in the form of initiating events and
safety systems or in the form of minimal cut sets for finding out the risk of a
plant.

The Data Flow Diagram of Risk Monitor is shown in the Fig. 12.8.
The above diagram describes how the data flow in Risk Monitor and the out

come of Risk Monitor. The input information needed in risk monitor is modeled
using System Modelling Options and Component database and the output of Risk
Monitor is modeled using Main Summary and On-Line Risk module and What-If
analysis. In System Modelling Options user can provide the information on initi-
ating events, safety systems, minimal cut sets of safety systems and core damage
frequency, CCFs. The Component Database is a reliability data base used for the
management of data which stores the PSA models. The Main Summary and On-
Line Risk, module summarises status of the safety systems based on the status of the
components, list of components which have been taken out from the service and
risk profile (CDF vs. Time). What-If Analysis is the unique feature of the risk
monitor. With this analysis one can analyse different combinations of component
states and based on the change in the CDF value decision can be made on which
combination of components can be taken for maintenance or can be restored.

As was discussed above once the inputs are specified Risk Monitor will calculate
the risk coming from the plant (in terms of core damage frequency in case of
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nuclear power plants). This is called the base line risk which is based on the present
configuration of the systems and components in the plant. The following section
describes about the usage of Risk Monitor.

12.4.3 Applications of Risk Monitor

Some important applications of Risk Monitor towards Safety Issues are explained
below:

Decision Making in Operations
Core Damage Frequency (CDF) value is an important parameter, which can provide
risk insights. If CDF value exceeds the prescribed probabilistic safety criteria, that
is termed as an unsafe condition. Also, efforts are always made to lower the CDF
through different test and maintenance policies.

Since plant configuration undergoes changes due to changes in component status
(some components are randomly down and/or others can be planned for test,
maintenance and repair), the plant risk also change based on the present configu-
ration of the systems and components. With help of Risk monitor one can calculate
the change in risk based on the outage of the components. The following figure
describes about the change in risk with time, in which the risk profile is changing
based on the plant configuration. If the component is taken out of service then the
component is fully unavailable, in this case risk will increase and is more than the
baseline risk. If the component is made fully available in this case risk will come
down and will be less than the base line risk. These changes can be seen on risk
profile as shown in the following Fig. 12.9. The same is explained with the help of
an example and is shown in the Table 12.8. In this table details of a component of
one of NPP system are given. The unavailability of the component is calculated

Fig. 12.9 Graphical representation of risk varying with time
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based on the component model type. When the component is taken out of service
(unavailability has been changed from 1.708e-3 to zero in the risk calculations) then
the change is risk is given terms of CDF as 3.078e-5/yr which is greater than the
existing risk level (4.487e-6/yr) but it is well below the unacceptable risk level
(>1.0e-4/yr). Hence, the component can be taken out of service based on its
allowable outage time.

Maintenance Strategies
Importance measures are useful in identification of critical components for the
purpose of design modifications and maintenance. Two commonly used importance
measures are Risk Achievement Worth (RAW) and Risk Reduction Worth
(RRW) of components in terms of CDF.

Risk achievement worth (RAW) is the best input for deciding maintenance
policies. RAW and risk reduction worth (RRW) can be evaluated system wise and
component wise. Components having higher RAW have to be maintained imme-
diately, in order to minimize the CDF value. Similarly, component having higher
RRW should be given attention from the design point of view, since it can enhance
the reliability of the system. The RRW suggests the components that can reduce the
risk effectively, if modified suitably. The RAW signifies the importance of the
components in achieving the present level of safety. The details of importance
measures of some of the components calculated from Risk Monitor are shown in the
Table 12.9. These measures are calculated on the basis of unavailability of a par-
ticular system.

Risk Based In-Service Inspection
The Risk Informed In-Service Inspection (RI-ISI) programs aims at integrating
traditional engineering evaluations with insights gained from PSA. The prime use
of PSA is to obtain an estimate of risk and relegate it to various systems and down
to components to obtain an idea of their importance in terms of contribution to the
Risk. Risk Monitor can be effectively employed for analysing the change in CDF
whenever there is a change in Inspection plans and thereby analyse for an optimum
scheduling plan. Risk importance measures such as RAW, RRW, Fussell-Wessley
etc. for various components and systems are readily evaluated in the Risk Monitor
for risk based inspection planning.

Table 12.8 Details of the component which has been taken out from service

General Parameter Value

ID KFFW-MV1 Failure rate 4.75e-6

Description Motor operated valve Test interval 720 h

System Fire fighting water system Time to first test 0

Model type Tested Unavailability 1.708e-3

Existing CDF value 4.487e-6/yr

Change in CDF value when this component is fully unavailable 3.078e-5/yr

Unacceptable risk level >1.0e-4/yr
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Incident Severity Assessment
In many situations, it is required to assess the safety significance of failures to
enable decision regarding safety issues.

Review of Technical Specification
The Technical Specifications are usually based on deterministic assessment and
engineering judgement. Based on the PSA studies, technical specifications based on
probabilistic considerations can be evolved to optimise the Allowable Outage Time
(AOT) and Surveillance Test Interval (STI) for various Systems.

Emergency Operating Procedures and Risk Management
The Emergency Operating Procedures (EOPs) have been usually based on the
considerations of failures in process systems only. EOPs based on dominating
accident sequences as identified in PSA can be effectively used in risk management.

12.5 Risk Informed In-Service Inspection

Structural Components like piping, welds, fittings etc. are subjected to various
loading due to fatigue damage as well as degradation mechanisms present on it. In
order to ensure the structural integrity, In-Service Inspection has been taken up at
periodic intervals. Some structural components may be very critical, but may not
have active high degradation, while other may not be a critical component but have
high degradation mechanism. So it has become necessary to perform ISI is a
systematic manner consistent with safety level. Since large number of structural
components is present in a NPP, it has become all the more essential to bring out an
optimum inspection plan for allocation of inspection resources [17]. Various
methodologies developed to achieve this objective are discussed in this section.

Risk-informed in-service inspections programs were initiated by ASME
Section XI as an alternative to the current inspection programs. The progression
from an implicit risk informed logic to an explicit risk informed logic, has been seen

Table 12.9 Importance
measures of various
components of ABFW system

System ABFW

Description Auxiliary Boiler Feed Water System

Unavailability 5.4523e-4

S. no. Component ID RAW

1 ABFW-ACEP4321P4-FTS 53

2 ABFW-ACEP4321P3-FTS 52

3 ABFW-4321P93C-FTE 43

4 ABFW-4321P9-FTS 30

5 ABFW-4321P83C-FTE 19

6 ABFW-4321P8-FTS 5

7 ABFW-4321P43C-FTE 4

8 ABFW-4321P3-3C-FTE 3

9 ABFW-4211HX1-RUPT 2
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by many to be a natural progression. A principle difference, however, between the
present code and the new risk-informed code, is not only the use of an explicit
evaluation of risk but also that this risk is based primarily on the operational details
of each specific plant rather than the design analysis. Beginning in late 1988, a
multi-disciplined ASME Research Task Force on Risk-Based Inspection Guidelines
has been evaluating and integrating these technologies in order to recommend and
describe appropriate approaches for establishing risk-informed inspection guide-
lines. This task force is comprised of members from private industry, government
and academia representing a variety of industries. The NRC, as part of the research
effort, applied this technology in pilot studies of inspection requirements for both
PWR and BWR plant systems. Later, it requested the ASME Research Task Force
to make the risk-informed inspection process consistent with other Probabilistic
Safety Assessment (PSA) applications. ASME Section XI formed a Working Group
on Implementation of Risk-Based Examination to begin making Code changes
based on risk for inspection of passive, pressure boundary components. The first
efforts of this group have been to develop Code Cases [18, 19] providing
risk-informed selection rules for Class 1, 2 and 3 piping.

The goal of Risk informed ISI is to allow the use of risk assessment, under-
standing of component specific degradation mechanisms, to establish an effective
plant integrity management program, which maintains plant safety, while at the
same time reducing the burden associated with current ISI requirements. These
application also yield significant safety, worker radiation exposure and economic
benefits. The main advantages of RI-ISI can be summarized as:

1. Decision making based on risk criteria and deterministic information
2. Better focus on allocating resources to high safety significant components.
3. Focus on justifying risk increase
4. In-Service Inspection based on failure modes of components and associated risk

12.5.1 RI-ISI Models

There are two independent methods for RI-ISI, viz. ASME/WOG model and EPRI
models. Both are discussed in this section.

12.5.1.1 ASME/WOG Model

The methodology developed by ASME/WOG [20, 21] addresses the quantitative
aspect of RI-ISI program, which include:

• Identification of systems and boundaries using information from a plant PSA
• Ranking of components (piping segments), applying the risk measures to

determine the categories that are then reviewed to add deterministic insights in
making final selection of where to focus ISI resources.

426 12 Applications of PSA



• Determination of effective ISI programs that define when and how to appro-
priately inspect or test the two categories of high safety significant and
low-safety significant components

• Performing the ISI to verify component reliability and then updating the risk
ranking based on inspection and test results

The first step in Risk based Inspection is the review of level 1 PSA results of the
NPP in concern. The accident sequences, which result in core damage following the
occurrences of pre-determined initiating events, are identified. Those basic events,
which contribute significantly to the occurrence of the key accident sequence, are
identified by applying the appropriate importance measures. These importance
measures suggest the importance of systems/components with respect to Core
Damage Frequency. Various importance measures like Fussel-Vesely, Birnbaum
Importance, Inspection Importance measure etc. are employed for prioritization,
which are discussed in the preceding chapter.

(i) System Prioritization Methodology
There are many importance measures that could be used to rank systems. For
example, the Fussel-Vesely (FV) importance measure involves small changes
in risk. Importance measures involving larger changes in risk are Birnbaum
importance and RAW. Since pipe break probability is a small probability,
Birnbaum importance does not reflect the likelihood of failure. A new
parameter called inspection importance measure has been developed in order
to prioritize the systems for ISI. System level ranking based on Inspection
Importance Measure (Iw). Inspection Importance (IW) of a component is
defined as the product of the Birnbaum Importance (IB) times the failure
probability.

IWsys ¼ IBsys � Pfsys ð12:12Þ

Pfsys System failure probability due to structural integrity failures

The Inspection Importance is an approximation of the Fussel-Vesely impor-
tance of pipe break for the system and has all the useful properties of the
Fussel-Vesely importance measure for establishing the inspection priorities.
Birnbaum and Fussell Vesely importance measures have been suggested by
ASME for Risk Informed In-Service Inspection. In most of the applications,
the exact ranking is not important. Guidance and experience for applying
importance measures for In-Service Testing/In-Service Inspection is mainly
based on expert opinion. A sample categorization is given below in
Table 12.10, where RAW refers to Risk Achievement Worth.

(ii) Component (weld) Prioritization Methodology
For the Systems selected for more detailed analyses (based on the above
prioritization methodology), the most risk-important segments/components
should be selected for inspection. Failure Modes and Effects Analysis
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(FMEA), which is a systematic, logical processes for identifying equipment
failure modes for a plant, system or component, has been selected as the
methodology for component prioritization. The FMEA inductively determines
the effects of such failures will have on the desired operational characteristic of
the system being analyzed. The most useful outputs of an FMEA are the
assessment of design adequacy of the system to perform its intended function.

The FMEA results can be used to calculate the importance index or relative
importance of each weld (Table 12.11). This importance index is based on the
expected consequence of the failure of weld, as measured as the probability of
core damage resulting from the weld failure. In mathematical terms, the
probability of core damage resulting from weld failures is defined as

Pcd ¼ Pfi � Pcdjsi � PsijPf � Ri ð12:13Þ

where
Pcd Probability of core damage resulting from weld failure
Pfi Failure probability of weld
Pcd|si Conditional probability of core damage, given system i failure
Psi|Pf Conditional probability of system i failure, given a weld failure
Ri Probability that operator fails to recover, given a system i failure

These ranking also form a basis for determining the inspection category and
type of examination required. ASME code case 577 is developed for con-
ducting RI-ISI based on WOG methodology.

Table 12.10 Risk
categorization based on
importance measures

Risk category Criterion

Potentially high RRW > 1.005 and RAW > 2

High RRW < 1.005 and RRW > 1.001

Low RRW < 1.001 and RAW < 2

Table 12.11 FMEA sample sheet

(1)
Piping
section
(location)

(2)
Failure
probability

(3)
Failure
effect

(4)
Recovery
action

(5)
Core
damage
probability

(6)
Relative
importance

(7)
Remarks

• • • • • • •

• • • • • • •

• • • • • • •
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12.5.1.2 EPRI Model

Another methodology has been developed by EPRI (Fig. 12.10). Fleming [22, 23]
discusses their methodology, which analyses the degradation mechanisms in
structures in detail. EPRI methodology blends PSA and deterministic insights.

Risk matrix [24] can be defined as a Decision matrix that is used to categorize
the pipe segments into high, medium, and low importance, based on degradation
mechanism and consequence of its failure (Fig. 12.11). By examining the service
data, a basis has been established for ranking pipe segment rupture potential as
High, Medium, or Low simply by understanding the type of degradation mecha-
nism present (Table 12.12). Consequence can be quantified through the estimation
of Conditional Core Damage Probability (CCDP).

The matrix defines three broad categories of relative failure potential that are
derived from an underlying quantification of pipe rupture frequencies and four
categories of relative consequences that are derived from an underlying quantifi-
cation of conditional probability for a severe core damage accident given a pos-
tulated pipe ruptures. Different categories are defined which proposed different
inspection plans. The bounding values of CCDP and rupture potential are shown in
Table 12.13:

The consequence evaluation group is organized into two basic impact groups:
(i) Initiating Event and (ii) Loss of Mitigating Ability. In Initiating Event impact

1. Determine the scope of
RI-ISI program

2. FMEA of pipe segments

3. Categorize the pipe segments

4. Perform Risk impact assessment

5.Finalize RI-ISI program

Performance
Monitoring 

Fig. 12.10 Flow chart on RI-ISI program by EPRI
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Group, the event occurs when a pressure boundary failure occurs in a operating
system. This could occur because of loss of fluid (LOCA, Feed water line break), a
loss of system (like service water-cooling). The importance of every initiating
event, caused by a pipe failure, needs to be assessed in order to assign it to its
appropriate consequence category. CCDP can be directly obtained from the PSA
results, by dividing the CDF due to the specific IE by the frequency of that IE. In
the Loss of Mitigating Ability group, the event describes the pipe failures in safety
system. Safety system can be in two configurations, Standby and Demand. While in
standby configuration, the failure may not result in an initiating event, but degrades
the mitigating capabilities. After failure is discovered, the plant enters the Allowed
Outage Time (AOT). In consequence evaluation, AOT is referred to as exposure
time.
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Fig. 12.11 Risk matrix

Table 12.12 Classification of degradation mechanism

Potential Degradation mechanism

High Flow accelerated corrosion, vibration fatigue, water hammer

Medium Thermal fatigue, corrosion fatigue, stress corrosion cracking, pitting, erosion
corrosion

Low No degradation mechanism

Table 12.13 Classification
of consequence

CCDP Rupture frequency

High 1 1E-4

Medium 1E-4 1E-5

Low 1E-6 1E-6
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CCDPi ¼ ½CDFðki¼1Þ�CDFðBASEÞ� � TE ð12:14Þ

where
CDF(λi = 1) CDF given the component failure in a given safety system
CDF(BASE) BASE CDF
λi Pipe break frequency
TE Exposure Time (Detection time + AOT)

While in demand configuration, the failure occurs when the system/train oper-
ation is required by an independent demand. Here, instead of exposure time, time
since the last demand is considered, which is the test interval.

CCDPi ¼ ½CDFðki¼1Þ�CDFðBASEÞ� � Tt ð12:15Þ

where
CDF(λi = 1) CDF given the component failure
CDF(BASE) BASE CDF
λi Pipe break frequency
Tt Mean time between tests or demands

Measure of Risk due to pipe break:

CDFi ¼ ki � CCDPI
In order to evaluate the impact of risk from changes in in-service inspection, the

change in CDF from both the inspection methodologies has been used as a measure.
The model described in Eq. 12.16 is based on the influence of pipe frequency at a
location j due to the inspection program. The change in the risk of core damage at
location j that is impacted by the changes in Risk informed inspection program can
be estimated as:

DCDFj ¼ Frj � Fej
� � � CDFj ¼ Irj � Iej

� � � F0j � CCDPj ð12:16Þ

where

FAj ¼ F0jIAj ð12:17Þ

CCDPj Conditional Core Damage Probability from pipe rupture at location j

The subscripts “rj” refer to risk informed approach and “ej” refer to existing
strategy.
FAj Frequency of pipe rupture at location j subject to inspection strategy A
F0j Frequency of pipe rupture at location j subject to no inspection

12.5 Risk Informed In-Service Inspection 431



IAj Inspection effectiveness factor (0–1) = This is the probability that the flaw is
detected = 1 − PODAj

After the estimation of risk impact or ΔCDF, depending on the acceptable
criteria for ΔCDF, the decision shall be made regarding the adoption of inspection
strategy. The decision criterion that has been suggested by EPRI is to ensure that
the cumulative change in CDF is less than 1E-7/yr/system for the employment of
the new methodology.

12.5.1.3 Comparison of RI-ISI Models

The EPRI RI-ISI process includes: selection of RI-ISI program scope, failure modes
and effect analysis, risk categorization of pipe elements, selection of inspection
locations and examination methods, evaluation of risk impacts of inspection pro-
gram changes and final RI-ISI program definition.

After the identification of the critical systems/components, Failure Mode Effect
Analysis (FMEA) should be carried out on the basic event. It is essential to identify
the prominent failure modes and causes in order to establish the inspection items
and guidelines. Risk Matrix is designed with different categories, depending on the
CDF values and degradation mechanism for determining the inspection interval.
Each segment is assigned the appropriate category depending on it ΔCDF and
degradation mechanism.

The EPRI’s risk-informed procedure for selecting an ISI programme gives a very
straightforward approach to the issue. The method introduced in risk informed
fashion combines both the plant specific PSA information and the deterministic
insights in support of the system specific, detailed ISI programme selection. Piping
of all systems important to safety are exposed to the selection procedure irrespective
of the ASME class (1, 2, 3 or even non-code piping). The selection procedure
includes four major steps such as:

• Selection of systems and identification of the evaluation boundaries and
functions.

• Failure Mode and Effect Analysis (FMEA) including both consequence evalu-
ation and qualitative degradation mechanism evaluation. These two factors are
then used for dividing the systems into pipe segments representing common
consequences and degradation mechanisms.

• Risk evaluation is made based on the results of FMEA. The risk matrix is built
up on the basis of degradation category (low, medium, high) reflecting the
potential for large break, and consequence category (low, medium, high)
reflecting the core melt potential for limiting break size.

• The division of pipes into segments of various degradation categories is based
mainly on qualitative identification of the mechanism, which the pipe segment is
exposed to (such as erosion-corrosion, vibration fatigue, water hammer, thermal
fatigue, stress corrosion cracking and others). Consequently, the piping failure
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data were used to determine the severity and frequency of degradation mech-
anisms in order to determine the quantitative degradation categories,

• The division of pipes into segments of various consequence categories is based
on conditional core damage frequency. High consequence category refers to the
conditional core damage frequency class (CCDF) > 10−4, medium consequence
category to class 10−6 < CCDF < 10−4 and low consequence category to class
CCDF < 10−6. The degradation and consequence category pairs determine the
risk classes, low, medium, high.

• Finally the pipe segments are divided into two main categories. One contains
high and medium risk segments and another category contains low risk
segments.

In EPRI’s pilot study at least one fourth (1/4) of the welds in pipe segments of
high risk and one tenth (1/10) of welds in pipe segments of medium risk are
selected for examination, whereas the welds in pipe segments that fall in the low
risk class will continue to be subject to system pressure and leak tests. The
examination of specific elements of segments in high and medium risk classes is
based on the degradation mechanism, as well as on inspection costs, radiation
exposure and accessibility.

The ASME/WOG and EPRI’s approaches (compared in Table 12.14) as well as
the NRC’s regulatory guide strongly emphasis and recommend that both deter-
ministic and probabilistic engineering insights need to be carefully analyzed and
combined for aiding the final decision making process while selecting the ISI
programme on piping. A typical approach to combine the information is a panel
discussion containing all affecting engineering disciplines. Such a panel discussion
is a procedure to reduce the knowledge-based uncertainties which may seriously
damage the decision making process.

The NRC’s [25] regulatory guide recommends that the potential pipe break
probabilities can be estimated by probabilistic fracture mechanics methods. The
related computer codes, complex or simplified, can be used to estimate the piping
failures as a function of time. An alternative method is to use expert opinion in
conjunction with probabilistic fracture mechanics methods to determine the

Table 12.14 Comparison between WOG and EPRI RI-ISI approches

STEP WOG EPRI

Piping failure
probability
assessment

Quantitative Qualitative

Risk evaluation Classification using
RRW

Categorization of segments in 3 risk regions

Expert panel Required Not required

Structural
element/NDE
selection

Statistical sampling
on target reliability

Significant sampling—25, 10 and 0 % from
high, medium and low risk region
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degradation category of each pipe segment. The degradation categories (low,
medium and high) reflect the potential for large break or rupture.

12.5.2 ISI and Piping Failure Frequency

Main tasks for RI-ISI revolve around determination of probability of failure and
consequence of failure. For quantification of risk in Nuclear Power Plants,
Probabilistic Safety Assessment (PSA) models are widely employed, which forms
the basis for consequence quantification for RI-ISI. Various methods have been
suggested for piping failure parameter estimation like Structural Reliability
Analysis (SRA), Service Data Analysis, Expert Opinion, Remaining Life models
etc. The degree to which one relies on one method or another is predicted on the
availability of data from service experience, experts or structural reliability or risk
models. These aspects are discussed in detail in the preceding section.

SRA employs the use of probabilistic fracture mechanics techniques to calculate
the failure probability as a function of time, including the effects of inspection fre-
quency, probability of detection (POD) and degradation mechanism. ThroughMonte
Carlo sampling, the results of tracking a very large number of crack simulations can
be used to determine what fraction of cracks will not be detected and repaired before
failure results. This methodology provides models for determining the crack growth
for different degradation mechanisms also. These models are computationally
intensive. The results of these analyses are often driven by uncertainties in defining
crack size distribution, stress history, detection probability and reference flaw size.
Somemodels are available for incorporating ISI as discussed in preceding section and
not amenable for various issues arising in maintenance activities. In Statistical
approach, databases are an important source of information that can support the
estimation. Database should comprise the cause of failure, thereby backtracking to the
applicable degradation or damage mechanism, which culminated in the pipe failure.
There are various problems associated with database ranging from reporting the event
to the appropriate root cause analysis of each event reported. Also how far the effect of
life management programme can be incorporated is still under review.

12.5.2.1 In-Service Inspection

Nondestructive Testing (NDT), Nondestructive Inspection (NDI) and
Nondestructive Evaluation (NDE) denote variations in application of materials
evaluation technology that range from process control to the measurement of a
material characteristic that is critical to the structural integrity and safe operating life
of an engineering system. Some of the important NDT techniques are:

• Liquid penetrant inspection;
• Magnetic particle inspection;
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• Radiographic inspection (X-ray and gamma ray);
• Electromagnetic inspection;
• Ultrasonic inspection; and
• Thermographic inspection.

Figure 12.12 shows a picture of inspection on piping. Non-Destructive Testing
(NDT) carries an important role in predicting the piping failure frequency.
Depending on the technique used the confidence of finding defects varies. If any
defect is detected, decision will be taken to undertake repair activity in piping. This
will decrease the piping failure frequency and should be accounted for. The effi-
ciency of inspection is quantified through the introduction of the concept of
“Probability of Detection (POD)”. The POD concept and methodology have gained
widespread acceptance and continuing improvements have enhanced its acceptance
as a useful metric for quantifying and assessing NDE capabilities [26]. Since a wide
range of NDE methods and procedures are used in “fracture control” of engineering
hardware and systems, a large volume of POD data has been generated to validate
the capabilities of specific NDE procedures in a multitude of applications.
Figure 12.13 presents a typical POD curve obtained from ultra sound inspection.
Sometimes it will generate POD curves for the site equipments. In such cases,
models are also developed for determining POD.

Failure parameter of the component gets modified according to the type and
frequency of inspection applied on it. Hence, it is essential to account for the
frequency of inspection and the type of inspection adopted for a component, while
suggesting its failure probability/frequency.

Fig. 12.12 NDT on piping
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12.5.2.2 Models for Including ISI Effect on Piping Failure Frequency

Various issues are involved in realistic estimation of probability of failure like
incorporating the effects of degradation mechanisms acting on it, repair activities,
etc. In the context of RI-ISI [27], the models for piping failure probability esti-
mation needs to incorporate the effects of In-Service Inspection frequency,
inspection technique involved etc. The above methods incorporate this information
in a manner, which is not amenable for RI-ISI. A suitable model needs to be
devised which can be used flexibly to study the effects of inspection interval and
techniques. Markov model has been found to be a suitable candidate to study these
effects, which can be represented as a state–transition problem.

Piping failure analysis has always been a controversial topic. The unavailability
models for active components comprises of failure rate, mission time, repair and
maintenance parameters acting on it. The reliability model of piping systems should
meet the following objectives:

• Account for statistical evidence and engineering insights from service experi-
ence accumulated through several thousand reactor years of commercial nuclear
power plant operating experience.

• Predict the impacts that changes in the in-service inspection program may have
on the frequency of pipe ruptures. These changes include adding and removing
locations from the inspection program, changing from fixed to randomly
selected locations from one inspection interval to the next, and qualitative
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enhancements to the inspection process that could influence the non destructive
examination (NDE) reliability of a given inspection.

• Account for the full set of pipe failure mechanisms found in the service expe-
rience including those due to active degradation mechanisms, severe and normal
loading conditions and combinations of degradation and loading conditions.

• Account for leak before break characteristics of pipe failure modes when
appropriate and also account for the possibility to detect and repair a leaking
pipe before it degrades to rupture.

• Address uncertainties in the reliability assessment and database development
and account for uncertainties in estimating pipe rupture, core damage frequency
and large early release frequencies.

• The models and databases to address the above issues should be provided in
forms that can be easily applied by utility personnel in implementing a risk
informed evaluation of the piping inspection program.

During an independent review of the EPRI RI-ISI procedures, an approach to
piping reliability assessment was envisioned. This approach makes use of a reli-
ability modeling technique, Markov modeling [28]. A Markov model of a system is
defined by assigning two or more discrete states that the system may occupy at any
point in time. Transition is permitted from state to state to account for the occur-
rence of component failures and the possibility that failed components may be
repaired. The model is used to develop a set of differential equations, the solution of
which is the time dependent probability that the system occupies each state. Other
reliability metrics such as system failure rate or hazard rate can also be derived from
this model.

In applying the concept to pipes, it was seen that there are natural states that can
be assigned to each element of the pipe, such as each weld and each small section of
piping material. These states correspond to discreet levels of degradation such as
flaw, crack, leak or rupture as well as the state where the pipe is free of any damage
or degradation. The processes that can be modeled in this application of the Markov
model include piping degradation either progressively from flaw to leak to rupture,
or instantaneously to leak or rupture from any less severe state. The model can also
treat the repair processes associated with inspection and detection of critical flaws,
detection of leaks, and repair of the damaged pipes prior to occurrence of rupture.

The successful application of the Markov modeling process requires application
of the following steps:

1. Development of an appropriate set of states and state transition possibilities.
2. Definition of the transition rate parameters that dictate the probability of tran-

sition from state to state
3. Development of the differential equations for the Markov model and solution of

these equations for the time dependent probability of occupying each state.
4. Development of a hazard rate function to develop the time dependent frequency

of pipe ruptures
5. Development of models for estimating the parameters of the Markov model in

terms of observable quantities and reasonable and supportable assumptions.
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These models include the development of uncertainty distributions for each of
the parameters that capture key uncertainties in the degradation processes and in
the interpretation of the service experience.

6. Development of a method of integrating the models from different pipe elements
and segments into an overall model for a system for application of risk informed
inspection programs.

Discrete State Markov Model for pipe failures
The objective of Markov modeling approach is to explicitly model the interactions
between degradation mechanisms and the inspection, detection, and repair strategies
that can reduce the probability that failure occurs or the failure will progress to
rupture. This Markov modeling technique starts with a representation of “piping
segment” in a set of discrete and mutually exclusive states. At any instant of time, the
system is permitted to change state in accordance with whatever competing processes
are appropriate for that plant state. In this application ofMarkovmodel the state refers
to various degrees of piping system degradation or repairs, i.e., the existence offlaws,
leaks, or ruptures. The processes that can create a state change are failure mechanisms
operating on the pipe and process of inspecting or detecting flaws and leaks, and
repair of damage prior to progression of failure mechanism to rupture.

Three state Markov model
This model would be applied to a pipe element such as a weld or small section of
pipe that is uniquely defined in terms of the presence or absence of degradation
mechanisms, loading conditions, and status in the inspection program. The model in
Fig. 12.14 is developed to examine the singular role of the in-service inspection
program, which can influence the total failure rate of pipe segments but has little if
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Piping System States

S = Success
       F = Flaw
       D =Degraded
            (Leak or Rupture)

State Transitions

φ  = Occurrence of Flaw
λ’ = Occurrence of Leak or Rupture
ω  = Inspect and Repair Flaw

Fig. 12.14 Three state Markov model
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any impact on the conditional probability that a failure will be a rupture.
A limitation of this model is that it does not distinguish between leaks and ruptures,
cannot model leak before break, and cannot be used to examine the role of leak
detection as a means to reduce pipe rupture frequencies. Another limitation is that
leaks and ruptures are only permitted once the system is in the flaw state. This
limitation make the model suitable for degradation type failure mechanisms, but not
for severe loading condition related causes such as vibration fatigue or water
hammer. These limitations are removed in the next section in which a four state
model is developed and more possibilities are introduced for leaks and rupture
transitions from the success state. However, to build up the knowledge about pipe
reliability modeling in a step by step fashion, this has been found instructive to
analyze this more simplified model to understand some basic properties of this
approach to reliability modeling such that the necessary details can be built up in an
organized fashion.

The relative frequency of pipe ruptures to pipe failures is only a function of the
specific failure mechanism that caused the failure as reflected by the “leak before
break” characteristic of the failure, and the capability to detect an initially leaking
pipe and repair it prior to further degradation to rupture, which in many cases is
virtually instantaneous. The model in Fig. 12.14 will also enable us to determine the
time dependent failure frequency of piping systems subject to inspections. Hence,
the simplified model in Fig. 12.14 is adequate to study the impact of changes in the
inspection program on the failure frequency of piping systems. As long as changes
to the leak detection part of the problem are not affected, one can solve this model
for the pipe rupture failure probability and frequency, and use estimates of the
conditional probability of pipe ruptures given failures to obtain the corresponding
pipe rupture probabilities and frequencies.

Differential Equations and Solution for Markov Model
The differential equations for the model in Fig. 12.14 are given by:

dS
dt

¼ �/Sþ xF ð12:18Þ

dF
dt

¼ /S� ðk0 þ xÞF ð12:19Þ

dD
dt

¼ k0F ð12:20Þ

The left hand side of each equation represents the rate of change of the proba-
bility that the system occupies each state, S for the probability of success, F for the
probability of a flaw and D for the probability of a degraded state, i.e., leak or
rupture. The Greek letters are the parameters of the model as defined in Fig. 12.14.
φ is the occurrence rate for flaws, λ′ is the occurrence rate for leaks and ruptures
given a flaw, and ω is the rate at which flaws are inspected, detected and repaired.
The rate of leaks and ruptures, λ′ can be further decomposed by:
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k0 ¼ kLþkc ð12:21Þ

where
λL Occurrence rate of leaks given from a flaw state
λC Occurrence rate of ruptures given a flaw state

Hence, the total pipe failure rate given a flaw used in Fig. 12.9 corresponds to the
sum of the leak and rupture failure rates and the rates are conditional on the
existence of a flaw.

The solution of the system of Eqs. (12.18)–(12.20) can be obtained using
Laplace transforms or other suitable technique so long as the boundary conditions
are specified. Since for safety related piping, all are inspected to be free of
detectable flaws at the beginning of commercial operation the appropriate boundary
conditions are:

Sft ¼ 0g ¼ 1

Dft ¼ 0g ¼ Fft ¼ 0g ¼ 0

The time dependent solutions for the state probabilities are given by:

Dftg ¼ 1� 1
ðr1 � r2Þ r1e

r2t � r2e
r1tð Þ ð12:22Þ

Fftg ¼ /
ðr1 � r2Þ er1t � er2tð Þ ð12:23Þ

Sftg ¼ 1� Dftg � Fftg ¼ 1
ðr1 � r2Þ r1 þ /ð Þer2t � r2 þ AÞer1tð Þ½ � ð12:24Þ

where the terms A, r1, and r2 are defined according to:

A ¼ /þ k0 þ x ð12:25Þ

r1 ¼ �Aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 � 4/k0

p
2

ð12:26Þ

r2 ¼ �A�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 � 4/k0

p
2

ð12:27Þ

Hazard Rate for Markov Model
In a PSA model, pipe failures in process systems are normally represented as
initiating events. The quantity needed for this case is the initiating event frequency,
or pipe failure frequency. These initiating event frequencies are normally assumed
constant in PSAs. With the Markov model, it is not necessary to make this

440 12 Applications of PSA



assumption as whether the failure frequency is constant or not is a byproduct of the
particular model. The reliability term needed to represent the pipe failure frequency
is the system failure rate or hazard rate, as defined in the following.

To determine the system failure rate or hazard rate we must first determine the
system reliability function for this model. Since we are primarily concerned with
pipe failures and seek to estimate pipe failure frequencies, we may declare any state
except for failure a “success” state, which in this model includes both the success
state S and the flaw state F. Using this concept, the reliability function for the
Markov model, r{t}, is given by:

rftg ¼ Sftg þ Fftg ¼ 1� Dftg ð12:28Þ

By definition the hazard function and the reliability function are related
according to the following equation:

hftg ¼ � 1
rftg

drftg
dt

¼ 1
1� Dftgð Þ

dDftg
dt

ð12:29Þ

Applying the solution to the Markov model in Fig. 12.14, an expression for the
hazard function is developed as follows:

hftg ¼ r1r2 er1t � er2tð Þ
r1er2t � r2er1tð Þ ð12:30Þ

Taking the limit of Eq. (12.28) as t → infinity provides us the long term steady
state hazard rate, hSS as:

S F L R 

μ

ω
fρ

lρφ
fλ

Fig. 12.15 Markov model for pipe elements with in-service inspection and leak detection
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hSS ¼ �r1 ¼ A�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 � 4/k0

p
2

¼ /þ k0 þ xð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/þ k0 þ xð Þ � 4/k0

p
2

ð12:31Þ

The model in Fig. 12.14 has now been completely solved for its state proba-
bilities and failure frequencies and is now available for use. Quantification can be
completed once the parameter values are estimated for use in specific applications.
These equations can be used to compute point estimates of state probabilities and
failure frequencies as a function of time, and for use in uncertainty analysis in
which uncertainty distributions for each parameter is propagated through the
equations in a Monte Carlo Sampling process.

Four State Markov Model
This model consists of four states of pipe segment reflecting the progressive stage of
pipe failure mechanism: the state with no flaw, development of flaws or detectable
damage, the occurrence of leaks and occurrence of pipe ruptures (Fig. 12.15). As
seen from this model pipe leaks and ruptures are permitted to occur directly from
the flaw or leak state. The model accounts for state dependent failure and rupture
processes and two repair processes. Once a flaw occurs, there is an opportunity for
inspection and repair to account for in-service inspection program that search for
signs of degradation prior to the occurrence of pipe failures. Here the Leak stage L
does not indicate actual leak, but represents a stage in which remaining pipe wall
thickness is 0.45 × t–0.2 × t (pipe wall thickness).
S Success (depth of corrosion less than 0.1253t).
F Flaw (depth of corrosion is 0.1253t–0.453t).
L Leak stage (depth of corrosion is 0.453t–0.83t)
R Rupture (depth of corrosion beyond 0.83t).
t pipe wall thickness.
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The Markov model diagram describes the failure and inspection processes as
discrete state-continuous time problem. The occurrence rates for flaw, leaks and
ruptures are determined from limit state function formulation. The repair rates for
flaws and leaks are estimated based on the characteristics of inspection and mean
time to repair flaws and leak upon detection. Setting up differential equations for
different states and finding the associated time dependent state probabilities can
solve the Markov model. These equations are based on the assumption that the
probability of transition from one state to another is proportional to transition rates
indicated on the diagrams and there is no memory of how current state is arrived at.
Assuming the plant life of 40 years, state probabilities are computed at the plant
life.
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12.5.2.3 Case Study

The PHWR outlet feeder piping system is taken as a typical case study. There are
306 number of small diameter pipes of diameter ranging from 40 to 70 mm and
length 2–22 m that connects coolant channels to the outlet header. The feeder pipe
considered in this case study is made of carbon steel A106GrB, with a diameter
(d) of 70 mm and thickness (t) of 6.5 mm. After estimating the degradation rate, it
has to be applied in the suitable limit state function to estimate the failure
probability.

Assumptions

1. It has been assumed that Erosion-Corrosion is present in outlet feeder.
2. A representative value has been assumed for corrosion rate.
3. To estimate the failure probability using FORM, normal distribution has been

assumed for all the variables.

Consequence Analysis of Feeder Failure
The coolant channels are connected via individual feeder pipes to headers at both
ends of the reactor. Figure 12.16 presents the schematic of Primary Heat Transport
System, which includes feeder connections. Since feeder failure can result in Small
Loss of Coolant Accident (SLOCA), it can be termed as an Initiating Event (IE).
From the failure probability obtained from Markov models explained in previous
sections, the IE frequency can be estimated using the equation given below:

Failure Rate IE; feeder1 ¼ Failure ProbabilityIE; feeder1
EOL

ð12:33Þ

where, EOL is the number of years the plant is licensed (e.g. 40 years).
In the event of feeder failure, Emergency Core Cooling System (ECCS) will be

actuated. The ECCS is designed to provide enough coolant to the PHT system and
to transport heat from the core to the ultimate hat sink in such a way as to ensure
adequate reactor core cooling during all phases of LOCA. Event tree is drawn for
this IE (Fig. 12.17) and accident sequences are found which can lead to core
damage because of this IE. CDF due to the specific IE is estimated by adding the
accident sequence frequencies from the IE.

Conditional Core Damage Probability (CCDPi) for a component failure can be
directly obtained from the PSA results, by dividing the CDF due to the specific IE
by the frequency of that IE.

CCDPi ¼ CDFdue to IE

IEfrequency
ð12:34Þ

For the case of SLOCA, there are three accident sequences viz., sequence
number 4, 6 and 18, from this IE, which can result in Core Damage. The CCDP due
to SLOCA is found to be 8.835E-06, which falls in medium category in risk matrix.
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12.5.2.4 Using Three-State Markov Model

For three-state Markov models, three transition rates are involved as shown in
Fig. 12.14. The first transition rate φ representing the occurrence of flaw, can be
found out from limit state function or statistical method. However, in this case study
a limit state function has been defined. Success State S represents a situation, in
which flaw is less than 0.125 × t, and flaw state, F represents a situation,in which
flaw is 0.45 × t. ϕ represents transition rate from state S to state F. The limit state
function can be defined as

G1(d; T) ¼ 0:45� t� ðdþ rate� TÞ ð12:35Þ

Fig. 12.16 Schematic of primary heat transport system
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d undetected flaw = 0.125 × t.
T time of inspection usually 10 years.
Rate Erosion-corrosion rate (mm/year)

Corrosion rates can be established either from the operating experience or from
models available in literature.

Table 12.15 presents mean and variance values for various parameters appearing
in the limit state functions.

Next transition rate is defined as Occurrence of degraded state, represented by λ′.
Degraded can be referred as either leak state or rupture state. the equation has
already been given in Eq. 12.21. For parameters like λ′, λL and λC, we can apply the
statistical model like Thomas model. Thomas defined the following relationship
between the frequency of catastrophic rupture (λC) and frequency of leakage (λL);

kC ¼ kL3PðCjLÞ ð12:36Þ

where, P(C|L) is the conditional probability of rupture given leakage.

Fig. 12.17 Event tree for small LOCA

Table 12.15 Parameters for
failure pressure model with
mean and variance

Parameters Mean
Values

Variance

Thickness of the pipe (mm) 7 0.148

Outer diameter of the pipe (mm) 72 1.5

Rate of erosion corrosion
(mm/year)

0.051 0.015

Time (year) 40

Length of defect (mm) 300
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P(C|L) has been assumed to be 0.02, considering erosion-corrosion as the
dominant degradation mechanism present in the feeder.

λ′ can also be found out using a limit state function. Typically, when a piping
loses its 80 % of wall thickness it is considered to have reached a failed state. So the
limit state function can be formulated as

G2 ¼ 0:8� t� ð0:45� tþ rate� TÞ ð12:37Þ

Third state is the transition from flaw state to success state. This occurs when
that particular piping component is subjected to In-Service Inspection. This has
been denoted as ω. This parameter in Markov model that accounts for the
inspection process and can be further defined according to the following model.

x ¼ PIPFD

ðTFI þ TRÞ ð12:38Þ

where
PI probability that a piping element with a flaw will be inspected per inspection

interval. In the case where inspection locations are inspected at random, this
parameter is related to the fraction of the pipe segment that is inspected each
interval and the capability of the inspection strategy to pinpoint the location
of possible flaws in the pipe. When locations for the inspection are fixed, this
term is either 0 or 1 depending whether it is inspected or not. This probability
is conditioned on the occurrence of one or more flaws in the segment.

PFD probability that a flaw will be detected given this segment is inspected. This
parameter is related to the reliability of NDE inspection and is conditional on
the location being inspected having an assumed flaw that meets the criteria
for repair according to the ASME code. This term is often referred to as the
“probability of detection” or POD.

TFI mean time between inspections for flaws, (inspection interval)
TR mean time to repair once detected. There is an assumption that any significant

flaw that is detected will be repaired.

The software package for structural reliability analysis, STUREL has been used
to estimate the failure probabilities from the limit state functions. The solutions are
obtained from COMREL module of STUREL which are used to estimate the
various transition rates, φ and λ′. Alternatively, λ′ has been estimated using Thomas
model also. These results are presented in Table 12.16. These transition rates are
applied on Markov model shown in Fig. 12.14. Software MKV 3.0 by ISOGRAPH
is used for determining the various state probabilities in the Markov model, as
shown in Table 12.17.

The unavailability graph for three state Markov model, considering the degraded
state as unavailable for Thomas model and G function are given in Figs. 12.18 and
12.19 respectively. The failure frequency of the three state Markov model for
Thomas model and G function are depicted in Figs. 12.20 and 12.21 respectively.
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Degraded state probabilities from Thomas model are found for different POD
and ISI interval. Figure 12.22 shows the degraded state probabilities for different
POD. With no repair transition the probability of feeder in degraded state was found
to be 2.711E-6. The probability has been found to be increased to two fold from the
probability with 10 years of ISI interval and 70 % POD detection technique.

Final aim of RI-ISI to categorizes the components and assign an appropriate
inspection category from Risk matrix. The consequence of failure has already been
discussed. It falls in medium category in risk matrix. To analyze the impact of
different ISI interval and inspection technique on plant risk, the inspection category
for these test cases were found out. It has been found that failure frequencies
increase by a factor of 100 when Thomas model is used in place of G function. The
results and categories obtained after placing them in Risk Matrix are shown in
Tables 12.18 and 12.19 for Thomas model and G function respectively. It can be
found that it has not made any change in final inspection category, since the failure
frequencies obtained from Thomas model and G function falls in the medium range
of failure frequency in Risk matrix.

12.5.2.5 Using Four-State Markov Model

To determine the different transition rates ϕ, kf ; qL and qf , limit state functions,
based on strength resistance, are used. The first limit state function is defined as the
difference between the pipeline wall thickness t and depth of corrosion defect [28].
This limit state function describes the state of depth of the corrosion defects with a
depth close to their maximum allowable depth before repair could be carried out
that is 85 % of the nominal pipe wall thickness (0.45 × t). The probability that pipe
fall thickness reduces to 0.45 × t will occur at a rate, ϕ, which is defined as
occurrence of flaw. So, ϕ represents transition rate from state S, in which flaw is less

Table 12.16 Transition rates used in three state Markov model

Parameters Values (/year) Remarks

ϕ 3.812 × 10−4 G-1

λ′ λL = 8.76E-06 Thomas model

λC = 1.75E-07

0.115E-07 G-2 model

ω 0.09 90 % POD in 10 years ISI

Table 12.17 State probabilities

States State probability (Thomas) State probability (G)

Success (S) 0.9959 0.9959

Flaw (F) 4.1E-03 4.1E-03

Degraded (D) 1.102E-6 1.375E-9
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than 0.125 × t, to state F in which flaw is 0.45 × t. The limit state function has
already been defined in Eq. 12.35.

The second limit state function is formulated to estimate the transition rate λf. λf
represents transition rate from state F, which is already crossed the detectable range
i.e., 0.45 × t, to the leak state L, i.e. 0.8 × t. The G for this case will be the same as
given in Eq. 12.39.

There is a probability for the piping reaching directly the rupture state, R from
the flaw state, F, because of encountering the failure pressure in the flaw state. For
this case, a different limit state function needs to be formulated. The third limit state
function is defined as difference between pipe line failure pressure Pf and pipeline
operating pressure Pop [28].

Fig. 12.18 Unavaila. from
Thomas model

Fig. 12.19 Unavaila. from G
function model
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G3 Pfð Þ ¼ Pf � Pop ð12:39Þ

ω is the parameter in Markov model that accounts for the inspection process and
can be further defined according to the following model given in Eq. 12.38.
Another parameter is introduced in Four state Markov model to represent the leak
repair. Repair rate

l ¼ PLD=ðTI þ TRÞ ð12:40Þ

PLD probability that leak in the element will be detected per detection period
(Typically assumed as 0.9)

Table 12.20 presents mean and variance values for various parameters appearing
in the limit state functions.

The software package for structural reliability analysis, STUREL has been used
to estimate the failure probabilities from the limit state functions. The solutions are
obtained from COMREL module of STUREL, which are used to estimate the
various transition rates, and are presented in Table 12.21. These transition rates are
applied on Markov model shown in Fig. 12.15. Software MKV 3.0 is used for
determining the various state probabilities in the Markov model, as shown in
Table 12.22. Modified B31G estimates are considered for qf and ql in Markov
model.

Depending on our definition of failure, state probability of either the leak state or
the rupture state, can be considered as failure probability of the feeder. The failure
frequency of the feeder can be estimated by dividing this probability by the design life
of the component, which value can be further employed in RI-ISI for determining its
inspection category for In-Service Inspection. The unavailability graph for four state

Fig. 12.20 Failure freq.—
Thomas model
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Fig. 12.21 Failure Freq.—G function model
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Fig. 12.22 Impact of inspection and repair strategies on piping failure probability

Table 12.18 Risk matrix
category for Thomas model

ISI
interval

90 % POD 70 % POD

Freq (/year) Category Freq (/year) Category

5 1.63E-8 6 1.995E-8 6

7 2.13E-8 6 2.575E-08 6

10 2.55E-8 6 3.225E-8 6
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Markov model, considering the rupture state as unavailable is given in Fig. 12.23.
The failure frequency of the four states Markov model is depicted in Fig. 12.24.

Various inspection strategies are tried out changing the inspection interval and
detection techniques employed. Figures 12.25 and 12.26 present the graphs on the
results of these strategies on piping failure probability without and with leak repair
respectively.

As per the consequence of failure, it falls in medium category in risk matrix. For
different cases of inspection and repair strategies we can find which category the
feeder will fall in the Risk matrix. Tables 12.23 and 12.24 provide the piping failure

Table 12.19 Risk matrix
category for G model

ISI interval 90 % POD 70 % POD

Freq (/year) Category Freq (/year) Category

5 2.1E-11 6 2.57E-11 6

7 2.73E-11 6 3.3E-011 6

10 3.55E-11 6 4.15E-11 6

Table 12.20 Parameters for
failure pressure model with
mean and variance

Parameters Mean
values

Variance

Yield strength (MPa) 358 25

Thickness of the pipe (mm) 7 0.148

Ultimate tensile strength (MPa) 455 32

Outer diameter of the pipe (mm) 72 1.5

Rate of erosion corrosion
(mm/year)

0.051 0.015

Load (MPa) 8.7 0.9

Time (year) 40

Length of defect (mm) 300

Table 12.21 Transition rates
obtained from COMREL
modules

Parameters Values (/year) G method

ϕ 3.812 × 10−4 G-1

kf 2.435 × 10−5 G-2

qf 0.115 × 10−7 G-3: modified B31G

ql 1.486 × 10−2 G-3: modified B31G

Table 12.22 State
probabilities for w = 0.09 and
µ = 0.084

States State probability

Success (S) 0.9956

Flaw (F) 4.362E-03

Leak (L) 9.303E-7

Rupture (R) 3.147E-7
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Fig. 12.24 Failure freq. for 4 state model

With no leak repair
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Fig. 12.25 Impact of inspection and repair strategies on piping failure probability with no leak
repair

Fig. 12.23 Unavaila. for four state model
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frequency, the respective CCDP and inspection category number from risk matrix
for different inspection and repair strategies.

LD—Leak Detection, POD—Probability of detection, FI—Flaw inspection.

Remarks on Risk Informed In-Service Inspection
The failure pressure models considered here to define the G function lead to similar
failure probabilities for short pipeline service periods. Various parameters are
assumed here to be normally distributed, but in actual practice this may not be the
case. Instead of applying directly the probabilities obtained from limit state function
in RI-ISI evaluation, it is recommended to find the state probabilities using
MARKOV model, since it incorporates the effect of repair and inspection works in
the pipeline failure frequency. Markov model also allows formulating a proper
inspection program and period depending on the operating condition of the plant at
any given time.

The ultimate aim of RI-ISI is to optimize the inspection strategies in terms of risk
and cost functions. So it is necessary to address the issues involved in conducting
ISI like what should be the optimum frequency of inspection without jeopardizing

With leak repair
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Fig. 12.26 Impact of inspection and repair strategies on piping failure probability with leak repair

Table 12.23 Risk Matrix
category with leak repair

ISI
interval

25 % FD, 90 % POD 25 % FD, 70 % POD

Freq (/
year)

Category Freq (/year) Category

5 8.45E-9 6 9.85E-9 6

7 1.035E-8 6 1.1625E-08 6

10 1.215E-8 6 1.3325E-8 6

Table 12.24 Risk matrix
category without leak repair

ISI
interval

25 % FD, 90 % POD 25 % FD, 70 % POD

Freq (/
year)

Category Freq (/
year)

Category

5 1.54E-07 5 1.74E-07 5

7 1.81E-07 5 1.98E-07 5

10 2.05E-07 5 2.2E-07 5
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the risk of the plant, what should be inspection technique adopted which will have
maximum probability of detection (POD) of flaw, etc. The term μ and ω in the
Markov model presented in Fig. 12.15 incorporates ISI frequency and technique
respectively. The POD values to be taken for different inspection techniques should
be established experimentally taking into consideration, the sensitivity of the
equipment used during inspection. There can be a source of uncertainty in POD
values, which is assumed to have negligible impact on final failure probability
values. It has been seen from Tables 12.23 and 12.24 that the changes in inspection
and repair strategies can result in change in inspection category. In addition, it gives
a direct indication to its effect on plant risk.
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Chapter 13
Uncertainty Analysis in Reliability/Safety
Assessment

13.1 Mathematical Models and Uncertainties

Model (“the model of the world”) does the structuring of the problem for a physical
situation at hand. This may occasionally be referred as the “mathematical model”.
There are two types of models of the world, deterministic and probabilistic.
Newton’s laws are good examples for deterministic models. Many important
phenomena can’t be modelled by deterministic expressions. For example, failure
time of equipment exhibit variability that can’t be eliminated; given the present
state of knowledge and technology, it is impossible to predict when the next failure
will occur. This natural variability (or randomness) imposes the use of probabilistic
models that include this uncertainty, which is central to Reliability/Risk analysis of
engineering systems. This natural variability is sometimes referred as ‘randomness’
or ‘stochastic uncertainty’, commonly known as ‘aleatory uncertainty’, which can’t
be reduced [1, 2].

Nevertheless, both deterministic and probabilistic approaches are built on
number of model assumptions and model parameters that are based on what is
currently known about the physics of the relevant processes and the behavior of
systems under given conditions. There is uncertainty associated with these condi-
tions, which depends upon state of knowledge, is referred as ‘epistemic uncertainty’
or ‘subjective uncertainty’. For example, the length of a crack in a pipe line in a
plant is not measured precisely due to its inaccessibility. It is clear that crack length
is fixed value but not measured due to practical constraints. Model uncertainty is a
good example of epistemic uncertainty as it can be reduced with more under-
standing of physical phenomena. Parameter uncertainty in a random variable also
falls in epistemic uncertainty which is not measured precisely due to scarcity or lack
of data. It is important that the uncertainties in natural variability of physical pro-
cesses (i.e., aleatory uncertainty) and the uncertainties in knowledge of these pro-
cesses (i.e., epistemic uncertainty) are properly accounted for [1, 2]. Table 13.1
gives comparison of both epistemic and aleatory uncertainties.
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Considering all mathematical models as a universal set M, probabilistic models
are represented as a subset P of universal set M. Deterministic models are com-
pliment of probabilistic models, P. This is represented as shown in Fig. 13.1
Epistemic uncertainty is common to both probabilistic and deterministic models.
The vertical lines represent epistemic and horizontal lines represent aleatory
uncertainty. It may be noted that the set of probabilistic models (P) have both
epistemic and aleatory uncertainties.

Table 13.1 Aleatory versus epistemic uncertainties

Aleatory uncertainty Epistemic uncertainty

This arises from:
Inherent variability, natural stochasticity,
environmental or structural variation across
space or through time, manufacturing
heterogeneity among components and variety
of other sources of randomness

This arises from:
Incompleteness of knowledge, sources of this
uncertainty include measurement uncertainty,
small sample sizes, detection limits and data
censoring, ignorance about the details of
physical mechanisms and processes involved
and other imperfections in scientific
understanding.

Also known as:
Randomness, variability, stochastic
uncertainty, objective uncertainty,
dissonance, or irreducible uncertainty

Also known as:
Incertitude, ignorance, subjective uncertainty,
non-specificity, or reducible uncertainty

Examples:
Wind speed, heights or body weights among
population, failure times and repair times of
equipment

Examples:
The length of a crack in a pipe line, Model
uncertainty, Parameter uncertainty in a
random variable

Representation and treatment:
Only Probability theory

Representation and treatment:
Probability theory, Fuzzy Set Theory,
Dempster-Shafer Theory

     P 

Aleatory Uncertainty 

Deterministic Models 

Probabilistic Models 

M 

Epistemic Uncertainty 

Fig. 13.1 Deterministic and
probabilistic models
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Example for Understanding of Epistemic and Aleatory Uncertainties
Scott and Lev [2] gave a very good example to understand the difference between
epistemic and aleatory uncertainties. It is explained here: Table 13.2 gives questions
exemplifying these two kinds of uncertainty in two aspects of an extinction risk
analysis for an endangered species of owls. The sample questions in the first
column refer to variability expressed over time and across space. This column could
have been split into two columns to represent temporal and spatial variability
separately if one so desired, with obvious examples for each new cell in the table. In
fact, because variability can be expressed over almost any dimension, one could
have multiplied the number of columns. As all such examples of uncertainty due to
variability is put into one column for the sake of simplicity and to draw attention to
the fact that the same mathematical techniques are used to propagate uncertainty
whether the value changes over time, across space, among individuals or on some
other axis of variability.

Epistemicuncertainty arises because of limits on empirical study. For instance,
atsomemoment in time the number of owls present in a well defined region of forest is
a particular number that is not varying. Nevertheless, this number may not be pre-
cisely known to us, just because it can be extremely difficult to tally every single bird.
This uncertainty is decidedly unlike the uncertainty, say, immortality rates arising
from variability of the weather. For instance, ignorance and variability respond dif-
ferently to empirical effort. Whereas ignorance can usually be reduced by additional
study or by improving the techniques of measurement, variability has an objective
reality that is independent of empirical study of it. Additional effort may yield a better
estimate of the magnitude of variability, but it will not tend to reduce it.

13.2 Uncertainty Analysis: An Important Task
of PRA/PSA

PSA is the study aimed at evaluating the risks of a system using probabilistic
method. It is a comprehensive, structured approach to identifying failure scenarios,
constituting a conceptual and a mathematical tool for deriving numerical estimate of
risk. PSA is carried out to assess the level of safety and to aid in ranking safety
issues by order of importance. The main benefit of PSA is to provide insights into
design, performance and environmental impacts, including the identification of
dominant risk contributors and the comparison of options for reducing risk. In
addition, it provides inputs to decisions on design and back fitting, plant operation,

Table 13.2 Uncertainties present in an extinction risk analysis for species of owls

Aleatory uncertainty Epistemic uncertainty

Model
formulation

Do mortality mechanisms change from
season to season?

Which model of density
dependence should be used?

Parameter
values

How does the number of owls vary in
different parts of forest?

What is the number of owls
present in the forest?
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safety analysis and on regulatory issues. PSA provides the quantitative estimate of
risk which is useful for comparison alternatives in different design and engineering
areas. PSA offers a consistent and integrated framework for safety related decision
making. Typical procedure for carrying out PRA/PSA as recommended by NASA
is shown in Fig. 13.2

Uncertainties are introduced at different stages of PRA (see Fig. 13.2). In the
identification of initiating events step, completeness uncertainty will arise. This is
because the identified list of initiating events may not be comprehensive. During the
accident sequence and system modelling, uncertainty with respect to the mathe-
matical models adopted is introduced as they simulate the reality. In the quantifi-
cation of risk/reliability measures, uncertainty regarding parameters in the model is
identified. Uncertainties are ever present in the PRA process and will by definition
affect the practical usefulness of the results. Keeping this in mind, uncertainty
analysis is adopted as an important task in the overall procedure of PRA. For
example, in the procedure for PRA recommended by NASA [1], refer Fig. 13.2,
uncertainty analysis is present after quantification and integration; in PSA proce-
dure recommended for NPP by IAEA [3], step 30 is explicitly on uncertainty
analysis.

One could regard uncertainty analysis as having three fundamental purposes as
presented by Abrahamsson [4].

Objec-
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Fig. 13.2 Typical procedure of PRA/PSA., adapted from NASA [1]
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1. It is a question of making clear to the decision maker that we do not know
everything, but decisions has to be based on what we have.

2. The task is to try to define how uncertain we are. Is the uncertainty involved
acceptable in meeting the decision making situations we face, or is it necessary
to try to reduce the uncertainty in order to be able to place enough trust in the
information?

3. Try to reduce the uncertainty involved to an acceptable level.

Based on the above mentioned purposes, the problem of uncertainty manage-
ment in PSA/PRA can be devised as having the following steps (see Fig. 13.3):

(i) Identification and characterising elementary uncertainties
(ii) Uncertainty propagation
(iii) Uncertainty importance measures

13.3 Methods of Characterising Uncertainties

13.3.1 The Probabilistic Approach

The most common approach used to represent uncertainty regarding a quantity,
either epistemic or aleatory, is to use probability distributions. Within a Bayesian
framework probability distributions for unknown or varying quantities can be
constructed using both ‘hard’ data and subjective judgement. The resulting prob-
ability distribution is a representation of assessor’s degree of belief regarding the
probability of the assessed quantity to take a certain value, see Fig. 13.4. The
uncertain quantity T is assumed to be normally distributed with mean = 10 and
standard deviation = 0.8. Here, both Probability Density Function (PDF) and
Cumulative Distribution Function (CDF) are shown. A description of methods of
eliciting information regarding unknown quantities from experts and transforming

Uncertainty 
Management 

Characterizing Elementary Uncertain-
ties 

Uncertainty Propagation 

Uncertainty Importance Measures 

Fig. 13.3 Tasks involved in uncertainty management
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into probability distributions is given in Sect. 13.5. When evidence (for example,
operating experience) becomes available, it is natural to change the probability
distribution to reflect this new knowledge. The evidence is in the form of statistical
observations. The analytical tool for updating probability distributions is Bayes’
theorem, is widely used in practice.

13.3.2 Interval and Fuzzy Representation

Interval Representation
The uncertainty in the variables is specified as interval number in this approach. The
intervals should represent the absolute bounds of the uncertain parameter that one
wants to explore in the analysis. Interval analysis can be used to estimate the
possible bounds on model outputs using bounds (intervals) to represent uncertainty
about model inputs and parameters.

Fuzzy Representation
Fuzzy arithmetic can be regarded as a generalization of interval analysis in that a
fuzzy number can be considered to be a nested stack of intervals, each at a different
level of presumption α, 0 ≤ α ≤ 1, see Fig. 13.5. The range of values is widest at a
presumption or ‘possibility’ level of zero. Just above α level zero is the interval that
everyone would agree contains the true value, i.e. the most conservative range. At a
α level of one the most optimistic range of values is given. This range may even be
a point, i.e. the best estimate of the value. It is also possible to consider the α level
in the following way: α = 1 is the range of values that are identified as “entirely
possible”, while in contrast just above α = 0 is the range of values that are “just
possible” or only “conceivable”.
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13.3.3 Dempster-Shafer Theory Based Representation

Dempster-Shafer theory also known as Evidence theory was originated by
Arthur P. Dempster and it was developed by Glenn Shafer for both aleatory and
epistemic uncertainties [5–7]. Evidence theory starts by defining a frame of dis-
cernment that is a set of mutually exclusive ‘elementary’ propositions. Any problem
of likelihood takes some possible set as given. The given propositions might be
nested in one another or they might partially overlap, however, the finest possible
subdivision of the set becomes the ‘elementary’ proposition. The frame of dis-
cernment consists of all finite elementary propositions and may be viewed the same
as a finite sample space in the probability theory. In the case of a system reliability
modelling problem, uncertainty can exist in the component parameters of an
analysis model as epistemic uncertainty. For the uncertain parameter, only interval
information may be available as shown in Fig. 13.6, and in this case, the frame of
discernment can be given as X = {x1, x2, x3}, where, x1, x2, and x3 are elementary
propositions.

Various propositions can be expressed for negation, conjunction, and disjunction
to elementary propositions. If we let 2X denote the power set of X, then 2X rep-
resents all the possible distinct propositions. Hence elementary propositions should
be defined in order to reflect all the available evidence within the power set of X,
2X. The power set of X = {x1, x2, x3} is given as,
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2X ¼ f;; x1f g; x2f g; x3f g; x1; x2f g; x2; x3f g; x1; x3f g;Xg

Proposition {x1, x2} in the set of 2X means that one and only one of the two
propositions is true but we don’t know which one is true. Because elementary
propositions are selected to be mutually exclusive of each other, the true value of an
uncertain parameter is assumed not to be located in both of the elementary
propositions.

Basic Belief Assignment (BBA)
In evidence theory, the basic propagation of information is through Basic Belief
Assignment (BBA). BBA expresses our degree of belief in a proposition. It is
determined by various forms of information, sources, experimental methods,
quantity and quality of information and so forth. BBA is assigned by making use of
a mapping function of BBA (m) to express our belief to a proposition with a number
in the unit interval [0, 1]

m : 2X ! 0; 1½ �

The number m(A) represents only the portion of total belief assigned exactly to
proposition A. The total belief will be obtained by considering belief and plausi-
bility functions that will be discussed later. The measure m, basic belief assignment
function, must satisfy the following three axioms

(i) mðAÞ� 0 for any A22X
(ii) mð;Þ ¼ 0

(iii)
P
A22X

mðAÞ ¼ 1

Belief and Plausibility Functions
Due to lack of information, it is more reasonable to present bounds for the result of
uncertainty quantification, as opposed to a single value of probability. Our total
degree of belief in a proposition ‘A’ is expressed within a bound [Bel(A), Pl(A)]
which lies in the unit interval [0, 1] as shown in Fig. 13.7, where Bel() and Pl() are
given as,

BelðAÞ ¼
X
c�A

mðCÞ : Belief

PlðAÞ ¼
X

c\A 6¼U

mðCÞ : Plausibility ð13:1Þ

Bel(A) is obtained by summation of the BBAs for propositions that are included
in the proposition A. With this viewpoint, Bel(A) is our ‘total’ degree of belief. The
degree of plausibility Pl(A) is calculated by adding the BBAs of propositions whose
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intersection with the proposition A is not an empty set. That is, every proposition
that allows for the proposition A to be included at least partially is considered to
imply the plausibility of proposition A, because BBA in a proposition is not divided
in any way to its subsets. These two measurements consist of lower and upper
probability bounds.

13.4 Bayesian Approach

Since the equipment failure tends to be a rare event, empirical data for parameter
estimation are generally sparse. Classical approach is ill suited for this situation,
leading to excessively wide confidence intervals. Partly because of this, most of the
risk assessment community has turned to Bayesian analysis, (so called because they
employ Baye’s Theorem), as a natural means to incorporate a wide variety of
information (in addition to statistical data i.e. r failures in n tests) in the estimation
process [8].

Bayes’s Theorem
The Bayes’s theorem can be written as

PðA=BÞ ¼ PðB=AÞPðAÞPn
i¼1

PðAiÞPðB=AiÞ
ð13:2Þ

Here A represents the proposition of interest and B represents some new
information. P(A/B) denotes the analyst’s probability for the truth of A, given the
new evidence B.

The conditional probability of A, given B, P(A/B), measures the analyst’s belief
that proposition A is true, given that proposition B is true. Thus, mathematically we
write

PðA=BÞ ¼ PðA\BÞ
PðBÞ ð13:3Þ

We have to estimate a parameter θ the proposition typically of the form
{θ < parameter value < θ +dθ} and the Baye’s theorem takes the form

Bel(A) Uncertainty Bel (¬A) 

Pl(A) 

Fig. 13.7 Belief (Bel) and plausibility (Pl)
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piðh=EÞ ¼ LðE=hÞpi�1ðhÞR
LðE=hÞpi�1ðhÞdh ð13:4Þ

Here πi(θ) is analogous to P(A) in the above Eq. 13.4 and it is the prior prob-
ability density function for the unknown parameter (prior to obtaining the evidence
E). L(E/θ), is analogous to P(B/A), is the likelihood function. It is the conditional
probability of observing E, given θ. The left hand side of the Eq. 13.4 πi (θ/E) is
posterior probability density function after E is obtained.

It is extremely important to note that as the amount of the evidence increases, the
peak value of the distribution would be same as the parameter value that is obtained
from the classical approach.

The following four steps are to be followed in Bayesian estimation [8].

Step 1 Identification of the parameter to be estimated
Step 2 Development of a prior distribution that is obtained from generic data
Step 3 Collection of evidence and construction of appropriate likelihood function
Step 4 Derivation of the posterior distribution using Bayes’ Theorem

These concepts are incorporated as follows.
Step1
The two parameters to be estimated are

Failure Rate (λ)
Demand Failure Probability(λd)

Step 2
Lognormal distribution is taken as the prior distribution. The parameters taken from
generic data are the median and the error factor of the distribution. Error factor is
used to find the lower limit and the upper limit of the parameter in the distribution
as:

λlower = Median/(Error factor)
λupper = Median x Error factor

The whole range is divided into n intervals as shown below:
Delta(δ) = (λupper−λlower)/n
Lambda values are found out as follows:

ki ¼ ðiþ 0:5Þ � dþ klower

i varies from 0 to n
The Probability Density Function for lognormal distribution is expressed as:

fdðkiÞ ¼ 1

rki
ffiffiffiffiffiffi
2p

p expð� 1
2

ln ki � l
r

� �2
Þ
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where μ and σ are the parameters of Log-Normal distribution, can be found from
the expression given below:

r ¼ ln(Error factor)
1:646

l ¼ ln medianð Þ

Step 3
The likelihood function used is the Poisson distribution. Data required are number
of failures, total Operating Time/total number of demands.

Failure Rate

Piðr in TjkÞ¼ ðkiT)r
r!

expð�kiT) ð13:5Þ

Demand Failure Probability

Piðr in D jkdÞ¼ ðkdiD)r
r!

expð�kdD) ð13:6Þ

Step 4
This is last step in which we find the posterior distribution by using Baye’s theorem
given as follow.

p(ki=B) =
p(kiÞp(B/kiÞR
k p(kiÞp(B/kiÞ

ð13:7Þ

where,
P(λi) = Probability density function of parameter for a continuous variable, prior

to having information B (Prior) = fd(λi)
P(B/λi) = Probability of B, given the failure rate λi or demand failure probability
P(λi/B) = Probability density function of failure rate λi, given the information B

(Posterior)
Thus, posterior probability distribution can be estimated from n different points

obtained.

Characteristics Parameter of Posterior Distribution
Mean and Standard Deviation
Since the points are discretized, the formulae for the mean and the standard devi-
ation are:

The square root of the variance is the standard deviation
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Mean ¼
Xn
i¼1

kipðki=BÞd

Variance¼
Xn
i¼1

ðki �mean)2p(ki=B)d

Lamda 0.95 gives the value of lambda when the area under the curve is 95 % of
the total area. This is estimated as follows

0:95¼
Zk0:95
0

fdðkÞdk

The value of λ corresponding to the cumulative integrated value of 0.95 is taken
as λ0.95 or 95 percentile value of the failure rate. Similar approach is followed for
other percentile values.

Estimation of Parameters from Multiple Sources of Information
Conventional Bayesian approach discussed in the preceding section is applicable
when we have only two sources of information, for example one from generic
information and other from operating experience. In this section, data come from a
number of similar, but not identical sources. For example, the source of information
is in terms of data from a number of NPPs. The situation is described by a hier-
archical model with two levels. The first level models the plants as a family, with
the numbers resembling each other. The second level models the data that are
generated at each point.

Let us consider estimating failure rate/frequencies of process systems—contin-
uously operating systems of NPP (having potential to be initiating event). The
parameter of interest is λ. The input data from ‘m’ plants is of the form ‘xi’ in ‘ti’
where xi is the number of occurrence of initiating event in ith plant over an observed
time ti. The hierarchical model has two levels. Level 1 of the model says that λ
varies among m plants, but only to a limited degree. This is modeled by a distri-
bution ‘g’ that describes variability in the plant population. The distribution g could
be gamma(α, β) distribution or could also be lognormal (μ, σ2) or some other
distribution. Before any data are generated, the distribution g is invoked m times,
producing the values (λ1, λ2,…, λm). These values of λi are independently gener-
ated, but they all come from the same distribution, g.

Level 2 of the hierarchical model says that, conditional on the λi values, the
plants independently produce data. Thus, for each i, plant i is observed for time ti,
and it experiences a random number of initiating events, Xi, with Xi having a
Poisson distribution. The hierarchical model adopted from NUREG/CR-6823 [9] is
shown in Fig. 13.8.

The hierarchical model consists of unknown parameters λ1, λ2,…, λm and any
unknown parameters of g. To emphasize the difference between the two levels, the
parameters of g are known as hyper parameters.
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There are two methods to analyze the data by means of hierarchical model:
1. Parametric empirical Bayes method and 2. Hierarchical Bayes method. The latter
method is widely used than the former due to its easy implementation by means of
Markov chain Monte Carlo simulation.

The Hierarchical Bayes Method
The hierarchical Bayes approach expresses the initial uncertainty about the
unknown hyper parameters using yet another prior, known as hyper prior distri-
bution or second order. The uncertainty in the state of knowledge about the values
of α and β, if g is represented with gamma distribution, is expressed by a specified
joint hyper prior distribution on α and β. Berger (1985) and Gelmen et al.
(1995) discuss the basic notions of hierarchical Bayes modeling. The solution to the
hierarchical Bayes method requires conditioning on the data and obtaining the
required posterior distributions of all the parameters of interest. The desired point
and interval estimates of the parameters are then directly obtained from these
posterior distributions.

This approach is implemented using Markov chain Monte Carlo simulation,
explained in detail in NUREG/CR-6823. Free downloadable software BUGS is
available online to assist in such calculations.

Level 1: Population Variability

1
, m

Level 2: Plant Specific Data

Plant 1, 1 ,t1 X1 1t1) 
Plant 2, 2 ,t2 X2 2t2) 

Plant m, m,tm     Xm mtm)

Fig. 13.8 The hierarchical model
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13.5 Expert Elicitation Methods

Expert judgment techniques are useful in quantifying models in situations where the
cost or technical difficulties involved or uniqueness of the situation under study make it
difficult/impossible to make enough observations to quantify the models with real data.
Expert elicitation methods techniques are used to estimate model parameter uncer-
tainties. These are also used to refine the estimates obtained from real data as well.

13.5.1 Definition and Uses of Expert Elicitation

Expert opinion is the judgment based on knowledge and experience that an expert
makes in responding to certain questions about a subject. These questions can be
related to probabilities, ratings, uncertainty estimates, weighting factors, physical
quantities etc. The expert-opinion elicitation process is defined as a formal, heuristic
process of obtaining information or answers to specific questions about certain
quantities, called issues, such as unsatisfactory-performance rates, unsatisfactory
performance consequences and expected service life. Another reason for the use of
experts is to assess the likelihood of a one-time event. Expert-opinion elicitation
should not be used in lieu of rigorous reliability and risk analytical methods, but
should be used to supplement them. Also, it should be used in cases where reli-
ability and risk analytical methods are inappropriate or inconsistent.

Because of the complex, subjective nature of expert opinion, there has been no
formally established methodology for treating expert judgment. An approach for
quantification, based on the elicitation of consensus expert judgment can be used. The
group consensus approach provides a reasonable means of quantifying situations
where a broad range of indirect evidence exists and formal models for treating this
evidence are lacking.

Some specific examples of expert use are Reactor Safety Study,
IEEE-Standard-500, and Severe Accident Risk: An assessment for five US NPPs,
where expert opinion is used to estimate the probability of component failures and
other rare events. EPRI has relied on expert opinion to assess seismic hazard rates.
Another example is the use of expert opinion in assessing human error rates dis-
cussed by Swain and Guttman [10].

13.5.2 Treatment of Expert Elicitation Process

The use of expert opinion in decision-making is a two-step process:
Elicitation: The method of elicitation may take the form of individual interviews,

interactive group sessions or the Delphi Approach. Techniques for improving the
accuracy of the expert estimates include calibration, improvement in questionnaire
design, motivation techniques and other methods.
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Analysis: The analysis portion of expert use involves combining expert opinions
to produce an aggregate estimate that can be used for reliability analysts. Various
aggregation techniques for pooling expert opinions exist, but of particular interest
are those adopting the form of mathematical models.

Clemen and Winkler [11] classify the elicitation and aggregation processes of
expert assessments into two groups:

Behavioral approaches: Behavioral approaches aim at producing some type of
group consensus among experts, who are typically encouraged to interact with one
another and share their assessments.

Mathematical approaches: In mathematical approaches, experts’ individual
assessments on an uncertain quantity are expressed as subjective probabilities. They
are then combined through various mathematical methods by the decision-maker.

There are good reasons for using a consensus expert elicitation process or at least
for not abandoning such an approach until more structured mathematical methods
are developed that provide the same advantages. However, to gain the advantages
of the expert evidence/consensus approach, a strong facilitator, or a group of strong
analysts, who understands the process and enforces a formal and structured inter-
action is required. Each analyst is required to develop his distribution independently
to defend their position with all the evidence of which they are aware. No one is
allowed ‘off-the-hook’ (i.e. to capitulate to another analyst’s unsupported opinion).

13.5.3 Methods of Treatment

Probability provides a measure of the likelihood of occurrence of an event. It is a
numerical expression of uncertainty. However, it is common for experts to express
uncertainty verbally using linguistic terms, such as likely, probable, improbable etc.
Although the linguistic terms are fuzzy, Lichtenstein and Newman developed a table
that translates the commonly used linguistic terms into probability values using
responses from several subjects. A summary of such translation is shown in Table 13.3.

Indirect Elicitation Method
The indirect method is based on betting rates by experts in order to reach a point of
indifference among presented options related to an issue.

Direct Elicitation Methods
This method elicits a direct estimate of the degree of belief of an expert on some
issue. Methods that fall in this category are Delphi method and the nominal group
technique.

Delphi Method: The Delphi technique is the first structured method for the “sys-
tematic solicitation and collation of judgments on a particular topic through a set of
carefully designed sequential questionnaires interspersed with summarized infor-
mation and feedback of opinions derived from earlier responses”. This technique
does not require face-to-face meeting with the participants, thereby making it useful
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to conduct surveys from qualified people over a wide geographic area. The purpose
and steps of the Delphi method depend on the nature of use. Primarily, the uses can
be categorized into (1) technological forecasting, and (2) policy analysis.

The basic Delphi method consists of the following steps:

1. Selection of issues or questions and development of questionnaires. Typically
three or four questionnaires mailed to the respondents are used to obtain the
required data.

2. Selection of experts who are most knowledgeable about issues or questions of
concern. Frequently a nominating process is used whereby key individuals may
nominate someone with the expertise to participate in the study.

3. Selection of a sample size. Thirty is frequently used as an upper bound due to
limited numbers of new ideas; three or four people is probably too few, and
usually between ten and twenty people is reasonable.

4. Provision of familiarization to experts through sufficient details on the issues on
the questionnaires.

5. Elicitation of expert opinions about the issues. Extreme opinions are discarded.
The experts might not know who the other respondents are.

6. Aggregation and presentation of results in the form of median values and an
inter-quartile range (i.e., 25 and 75 % percentile values).

7. Review of results by the experts and revision of initial answers by experts. This
iterative reexamination of issues would sometimes increase the accuracy of
results. Respondents who provide answers outside the inter-quartile range need
to provide written justifications or arguments on the second cycle of completing
the questionnaires.

8. Revision of results and review for another cycle. The process should be repeated
until a complete consensus is achieved. Typically, the Delphi method requires
two to four cycles or iterations.

9. A summary of the results is prepared with argument summary for the out of
inter-quartile range values.

Table 13.3 Linguistic probabilities

Verbal Description Probability Equivalent Low Value High Value

Virtually impossible 0.01 0.00 0.05

Very unlikely 0.10 0.02 0.15

Unlikely 0.15 0.04 0.45

Fairly unlikely 0.25 0.02 0.75

Fair Chance, Even Chance 0.50 0.25 0.85

Usually, likely 0.75 0.25 0.95

Probable 0.80 0.030 0.99

Very probably 0.90 0.75 0.99

Virtually certain 0.99 0.90 1.00
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In this method, experts are asked to anonymously judge the assessments made
by other experts in a panel. Each of the experts is then given a chance to reassess
his/her initial judgment based on the review done by others. Typically, the process
is repeated for several rounds until a smaller spread of experts’ opinions is
achieved. The median values are commonly taken as the best estimates for the
issues or questions. Though Delphi method offers an adequate basis for
expert-opinion elicitation, there is need to develop guidelines on its use to ensure
consistency and result reliability. The Delphi method later incorporated a self-rating
mechanism, allowing experts to rate their expertise.

It is generally agreed that mathematical approaches yield more accurate results
than behavioral approaches in aggregating expert opinions.

Geometric Averaging Technique
Suppose n experts are asked to make an estimate of the failure rate of an item. The
estimates can be pooled using the geometric averaging technique. For example, if λi
is the estimate of the ith expert, then an estimate of the failure rate is obtained from:

k̂ ¼
ffiffiffiffiffiffiffiffiffiffiffiYn
i¼1

ki
n

s
ð13:8Þ

This was the primary method in estimating the failure rate in IEEE-Standard-500.
The use of geometric averaging implies that (i) all experts are equally competent,
(ii) experts do not have any systematic biases, (iii) experts are independent and
(iv) the preceding three assumptions are valid regardless of which value the experts
estimate e.g., high, low or recommended.

Percentiles for Combining Expert Opinions
A p-percentile value of a random variable based on sample (x1, x2, …, xn) can be
defined as the value of the parameter such that p% of the data is less than or equal to
xp. A median is considered to be 50th-percentile value. Aggregating expert opinion
can be based on computing the 25th, 50th, and 75th percentile values of the
gathered opinions. The computation of these values is based on the number of
experts providing these opinions. Table 13.4 [12] can be used for aggregating the
opinion of various experts ranging from 4 to 20. For example, 6 experts provided
the following subjective probability of an event sorted in decreasing order.

Probabilities = {5.0e-2, 1.0e-2, 5.0e-3, 1.0e-3, 7.0e-4, 5.0e-4}
The arithmetic 25, 50 and 75 percentile values are respectively given by

25th percentile = 1.0e-2
50th percentile = 3.0e-3
75th percentile = 7.0e-4

The geometric averaged values for the 25th and 75th percentile values are found
to be the same as those obtained by arithmetic averaging. The 50th percentile value
however is different (2.24e-03).
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13.6 Uncertainty Propagation

Uncertainty propagation methods focus on how one can assess the impact of
uncertainties in the input parameters on the model output. In case of system reli-
ability/safety assessment, uncertainty in system characteristic such as unavailability
or failure frequency is quantified by synthesizing the uncertainties in component
characteristics; for example, uncertainty in system reliability Y is obtained by
propagating uncertainties of its components (x1, x2, and x3) as shown in Fig. 13.9.
System model function as a precise analytical expression is required for the
uncertainty propagation. Different methods of uncertainty propagation are discussed
in this section.

13.6.1 Method of Moments

‘Method of Moments’ is an analytical technique for uncertainty propagation. This
method is based on Taylor series expansion of the system model. The amount of
information required on the input parameters of the system model is limited to only
mean and variance. The final results of this approach give only the mean and
variance of the model output.

Let y = f(x1, x2, x3,…,xn); xi denotes expected values; The Taylor series
expansion provides a way of expressing deviations in the output from its nominal
value, y − y0 in terms of deviations in its inputs from their nominal values, xi−xi

o.
Successive terms contain higher order powers of deviations and higher order
derivatives of the function with respect to each input. Below, the expansion around
the nominal scenario including the first three terms is shown [13]:

Table 13.4 Computation of percentiles

Number of
experts (n)

25 Percentile 50 Percentile 75 Percentile

Arithmetic
average

Geometric
average

Arithmetic
average

Geometric
average

Arithmetic
average

Geometric
average

4 (x1 + x2)/2 √ x1x2 (x2 + x3)/2 √ x2x3 (x3 + x4)/2 √ x3x4
5 x2 x2 x3 x3 x4 x4
6 x2 x2 (x3 + x4)/2 √ x3x4 x5 x5
7 (x2 + x3)/2 √ x2x3 x4 x4 (x5 + x6)/2 √ x5x6
8 (x2 + x3)/2 √ x2x3 (x4 + x5)/2 √ x4x5 (x6 + x7)/2 √ x6x7
9 (x2 + x3)/2 √ x2x3 x5 x5 (x7 + x8)/2 √ x7x8
10 (x2 + x3)/2 √ x2x3 (x5 + x6)/2 √ x5x6 (x8 + x9)/2 √ x8x9
11 x3 x3 x6 x6 x9 x9
12 x3 x3 (x6 + x7)/2 √ x6x7 x10 x10
xi represents the opinion of the expert
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y� yo ¼
Xn
i¼1

ðxi � xoi Þ½
@y
@xi

�Xo þ 1
2

Xn
i¼1

Xn
j¼1

ðxi � xoi Þðxj � xoj Þ½
@2y

@xi@xj
�Xoþ

1
3!

Xn
i¼1

Xn
j¼1

Xn
k¼1

ðxi � xoi Þðxj � xoj Þðxk � xokÞ½
@3y

@xi@xj@xk
�Xo þ � � �

ð13:9Þ

The first order approximation is used for simplifying the calculations.
Considering the first term in Eq. 13.9, the expected value of y can be approximated
by the nominal value, since the expected value of the deviation in y is zero:

E½y�y0� � 0;

E½y� � y0 � f ðX0Þ ð13:10Þ

The general first order approximation of the variance in the output can be
obtained using only the first order term from Eq. (13.9):

Var½y� ¼ E½ðy�y0Þ2� � E f
Xn
i¼1

ðxi � xoi Þ½
@y
@xi

�Xog
" #

ð13:11Þ

Variable 1 Variable 2 Variable 3 

Y = Function (x1, x2, x3) 

Prediction Y 

Fig. 13.9 Propagation of uncertainty through a model
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The above expression can be simplified to

Var½y� �
Xn
i¼1

VarðxiÞ½@y
@xi

�2Xo ð13:12Þ

The analytical methods for uncertainty propagation are rarely employed in
reliability problems as they are suitable for only simple linear cases. The advantage
with analytical methods is once the algebraic analysis has been performed, the
numerical calculations are relatively simple. As it produces only moments of dis-
tributions, it is difficult to get clear cut tails of distributions. Analytical methods are
often only approximate methods with somewhat constrained validity [4].

13.6.1.1 Consideration of Correlation Using Method of Moments

Quantification of fault tree analysis gives top event unavailability as an algebraic
function of component unavailabilities, qi, qj,…, qn. The Taylor series expansion pro-
vides a way to express deviations of output from its nominal value, Q(qi, qj,…, qn) −Q
(vi, vj,…, vn) in terms of deviations of its inputs from their nominal values, (qi− vi).Here
is the expansion around the nominal scenario with the first three terms [14, 15]:

Qðqi; qj; . . .; qnÞ�Qðvi; vj; . . .; vnÞ ¼
Xn
i¼1

ciðqi � vi1Þ þ
Xn
i¼1

Xn
j¼1

cijðqi � vi1Þðqj � vj1Þ

þ
Xn
i¼1

Xn
j¼1

Xn
k¼1

cijkðqi � vi1Þðqj � vj1Þðqk � vk1Þ þ � � �

ð13:13Þ

By taking the expectation over Eq. (13.13), the following exact expression for
the mean value of Q is obtained:

V1 ¼ Qðvi; vj; . . .; vnÞ þ
Xn
i¼1

Xn
j¼1

cijJijk þ
Xn
i¼1

Xn
j¼1

Xn
k¼1

cijkJijk þ � � � ð13:14Þ

By squaring both sides of Eq. (13.13), then taking expectation of each side, the
following expression for the variance of Q is obtained:

V2 ¼
Xn
i¼1

c2i vi2 þ
Xn
i

Xn
j

½2cicjJij þ c2ijðJijij � J2ijÞ� þ 2
Xn
i¼1

Xn
j¼1

Xn
k¼1

cicjkJijk

þ 2
Xn
i

Xn
j

Xn
k

Xn
l

cicjklJijkl þ 2
Xn
i

Xn
j

Xn
k

Xn
l

cijcklðJijkl � JijJklÞ þ � � �
ð13:15Þ

In similar manner, the third and higher moments of Q are obtained by raising
both sides of (13.13) to the powers of third and higher, respectively, then taking
mean of each side.
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Calculation of Joint Moments for Two Correlated Random Variables
The expression for the joint central moment of two variables qi and qj is given by
[15]:

J ¼ E qi � vi1ð Þl qj � vj1
� �mh i

; l and m are greater than or equal to 1 ð3:16Þ

If l = 1 and m = 1, J is called covariance of two random variables. The Eq. (13.6)
can be expressed as:

J ¼ Ja þ qij Jb � Jað Þ ð13:17Þ

where Ja ¼ vilvjm; for l[ 1 andm[ 1

¼ 0; for l ¼ 1 or m ¼ 1
ð13:18Þ

Jb ¼ vl=tit v
m=t
jt t ¼ lþm ð13:19Þ

ρij—correlation coefficient between qi and qj

Example 1 The exact top event probability of a fault tree [15] is given by

Q ¼ q1q2 þ 1� q2ð Þq3 ð13:20Þ

There are three basic events in the system, viz, their unavailabilities given by q1,
q2 and q3. The unavailabilities are assumed to follow lognormal distribution with
medians, m1, m2 and m3; and error factors EF1, EF2 and EF3. It is assumed that
there is no correlation between q1 and q2 or q1 and q3. But a correlation of ρ23 exists
between q2 and q3. Considering three cases here, (i) ρ23 = 0, null correlation
between q2 and q3; (ii) ρ23 = 1, full correlation between q2 and q3; (iii) 0 < ρ23 < 1,
partial correlation between q2 and q3; Calculate the unavailability.

Solution: The Taylor series coefficients in (13.13) are given in this problem by:

c1 ¼ v21; c2 ¼ v11 � v31; c3 ¼ 1� v21; c12 ¼ 1; c23 ¼ �1; c13 ¼ c123 ¼ 0:

Now, the first and second moments of Q are obtained by substituting the above
values in Eqs. 13.14 and 13.15.

V1 ¼ v11v21 þ 1� v21ð Þv31 � J23 ð13:21Þ

V2 ¼ v221v12 þ v11 � v31ð Þ2v22 þ 1� v21ð Þ2v32 þ 2 v11 � v31ð Þ 1� v21ð ÞJ23
þ v12v22 þ J2323 � J23J23ð Þ � v11 � v31ð ÞJ223 � 2 1� v21ð ÞJ323

ð13:22Þ
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There are three kind of joint moments present in (13.21) and (13.22),
(i) moments involving only the two correlated variables q2 and q3 together. This is
computed with the help of (13.17). (ii) Totally uncorrelated variables, this is
computed with the help of (13.19). (iii) Moments involving the three variables.
Both (i) and (ii) have to be used.

Evaluation of joint moment between q2 and q3, J23:
Using Eq. (13.17)

J23 ¼ q23 v22ð Þ1=2 v32ð Þ1=2 ð13:23Þ

Similarly the following joint moments are calculated as follows:
Evaluation of J2323

Ja ¼ v22v32

Jb ¼ v24ð Þ1=2 v34ð Þ1=2
J2323 ¼ Ja þ q23 Jb � Jað Þ

ð13:24Þ

Evaluation of J223

Ja ¼ v22v31

Jb ¼ v2=323 v1=333

J223 ¼ Ja þ q23 Jb � Jað Þ
ð13:25Þ

Evaluation of J323

Ja ¼ v21v32

Jb ¼ v1=323 v2=333

J323 ¼ Ja þ q23 Jb � Jað Þ
ð13:26Þ

As we have assumed lognormal distribution for unavailability of basic events,
now we will work for the first, second, third and fourth moments given the median,
m and error factor, EF of the distribution [3]:

The lognormal probability distribution function (PDF) is given by

f ðxÞ ¼ 1ffiffiffiffiffiffi
2p

p ðrxÞ e
ð�1

2½ln x�l
r �2Þ

where μ and σ parameter of the distribution, given by

l ¼ E ln xð Þ½ � ¼ ln mð Þ
r ¼ Var ln xð Þ½ � ¼ ln EFð Þ=1:645
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The mean and central moments for lognormal PDF are given by:

vi1 ¼ miexpðr2i Þ=2Þ
vi2 ¼ v2i1ðexpðr2i Þ � 1Þ
vi3 ¼ v3=2i2 ðexpðr2i Þ � 1ÞÞ1=2ðexpðr2i Þ þ 2Þ;
vi4 ¼ v2i2ðexpð4r2i Þ þ 2expð3r2i Þ þ 3expð2r2i Þ � 3Þ;

9>>=
>>; ð13:27Þ

For the present problem i = 1, 2 and 3.
Assuming: m1 = 1e-3; m2 = m3 = 2e-3;

EF1 ¼ 3;EF2 ¼ EF3 ¼ 6;

Case (i) No correlation among q1, q2, and q3 (ρ23 = 0)
Table 13.5 gives the comparison of method of moments and Monte-Carlo

simulation with ρ23 = 0 for mean and variance of Q.
Case (ii) Full correlation between q2 and q3 (ρ23 = 1)
Table 13.6 gives the comparison of method of moments and Monte-Carlo

simulation with ρ23 = 1 for mean and variance of Q.
Case (iii) Partial correlation between q2 and q3 (0 < ρ23 < 1)
Table 13.7 gives values of mean and variance of Q using method of moments

with ρ23 = 0.2, 0.4, 0.6 and 0.8.

Table 13.5 No correlation between q2 and q3 (ρ23 = 0)

Method/Moments Method of Moments Monte-Carlo Simulation

V1 3.61095e-3 3.60964e-3

V2 2.9593e-5 3.1256e-5

Table 13.6 Full correlation between q2 and q3 (ρ23 = 1)

Method/Moments Method of Moments Monte-Carlo Simulation

V1 3.58114e-3 3.58025e-3

V2 2.7067e-5 3.25384e-5

Table 13.7 Partial correlation between q2 and q3

ρ23/Moments 0.2 0.4 0.6 0.8

V1 3.60975e-3 3.60618e-3 3.60022e-3 3.59187e-3

V2 2.9081e-5 2.8572e-5 2.8066e-5 2.7565e-5
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13.6.2 Monte Carlo Simulation

Given Monte Carlo simulation is used widely in solving many engineering prob-
lems. Figure 13.10 gives the steps involved in uncertainty propagation using Monte
Carlo simulation. The steps are explained below.

The first step is to obtain the required information for simulation. The relation
between the system characteristic and the components/parameters in the form of a
mathematical expression is required. Information about probability distribution and
their associate parameters for each component/parameter of the system model is
also required.

The next step is to generate a uniformly distributed random number on [0, 1] for
each of the parameters. If the distribution of the parameter is normal or lognormal, it

Input: System model: f (X1, X2….Xn),  
Distributions for input parameters of the model 

Generate Independent uniformrandom numbers 
for all parameters U1, U2, U3…Un

Calculate 
Y=f (x1, x2 ….xn) 
i = i +1

 Transform U1, U2,….Un into X1, X2,……Xn using the re-
verse function 

[ ]( )
Xi

i iX G F X=

Initialize i = 0 

Check for ter-
mination criteria Analyse the Results 

Fig. 13.10 Steps in uncertainty propagation based on Monte Carlo simulation
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may need two uniform random numbers. Uniform random number is a variable that
can take any value between 0 and 1 with equal likelihood. Computer algorithms for
uniform random numbers follow a pattern so they are called pseudo random number
generator. Good characteristics of a random number generator are

• Large period
• Reproducibility
• Computational efficiency

The next step is to determine the corresponding random variates (xi) using the
reverse function G(F(x)) for each parameter. The reverse function is a function
which gives the value of x for a given CDF value F(x) and its parameters. The
reverse function depends on the type of distribution. Table 13.8 gives the mathe-
matical expression for the reverse function for various distributions, which is used
for calculating the random samples. The determination of reverse function for
exponential distributions is explained below:

Consider a random variable ‘x’ following exponential distribution with param-
eter λ. f(x) and F(x) are given by the following expressions:

f ðxÞ ¼ k expð�kxÞ ð13:28Þ

FðxÞ ¼
Zx

0

f ðxÞdx ¼ 1� expð�kxÞ ð13:29Þ

Now x is derived as a function of F(x),

x ¼ GðFðxÞÞ ¼ 1
k
lnð 1

1� FðxÞÞ ¼ � 1
k
lnð1� FðxÞÞ ð13:30Þ

If (1-F(x)) is assigned with a random number Uithen,

Table 13.8 Generation of random samples for different distributions

Distribution Random Samples

Exponential (λ) � 1
k lnðUiÞ

Weibull (α, β) að� lnUiÞ1=b
Normal (μ, σ) Xi ¼ Xsrþ l

Xs ¼ ð�2 lnUiÞ1=2 cosð2pUiþ1Þ
Lognormal (μ,
σ)

Generate Y = ln(X) as a normal variate with mean μ and standard deviation σ
and then compute Xi = exp(Yi)

Uniform (a, b) aþ ðb� aÞUi
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x ¼ � 1
k
lnðUiÞ ð13:31Þ

A value of the system characteristic is synthesized from the selected random
variates according to the system model. These calculations are repeated until the
desired number of values of system characteristic has been generated. The mean
and variance as well as the percentiles of the simulated distribution of system
characteristic may then be calculated.

Example 2 Consider a random variable x is following exponential distribution
with parameter λ, f(x) and F(x) are given by the following expressions. Calculate x
given λ = 1.825/yr and random number 0.8.

f ðxÞ ¼ k expð�kxÞ

FðxÞ ¼
Zx

0

f ðxÞdx ¼ 1� expð�kxÞ

Solution: Now x derived as a function of F(x)

x ¼ GðFðxÞÞ ¼ 1
k
lnð 1

1� FðxÞÞ

A uniform random number is generated using any of the standard random
number generators. Many algorithms have been developed to generate a series of
uniformly distributed random numbers between zero and one. Let us assume 0.8 is
generated by random number generator then the value of x is calculated by
substituting 0.8 in place of F(x) and 1.825/yr (5e-3/h) in place of λ in the above
equation

x ¼ 1
5e� 3

lnð 1
1� 0:8

Þ ¼ 321:88H

This indicates time to failure of the component is 321.88 h (see Fig. 13.11). If
the shape of PDF is different accordingly one has to solve for G(F(x)).

Termination Criteria
The simple termination criterion is to fix the number of iterations before the sim-
ulation. Monte Carlo simulation gives an excellent approximation of the system
model distribution with a large sample size. The ‘large’ is always subjective and
changes with problem to problem. For example, the low probability events in case
of structural engineering or seismic problems demands for more than 1 million
iterations to get a required event. The problem of uncertainty propagation in system
reliability assessment is simple and we can fix the number of iterations at the
beginning to 10,000 or more. But there are techniques to determine the number of
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iterations during the simulation. One such useful technique is that the sample size
required to obtain a result that is within a pre-specified confidence interval can be
determined. Some details about termination criteria are discussed in Chap. 4.

Monte Carlo sampling technique may require intensive computational resources
as the minimum sample size can be large in most of the problems. Some of following
discussed variance reductions techniques can be used to reduce the computational
time. Nevertheless, the present sophistication in computational developments makes
the number of iterations as no longer an issue in most of the cases.

13.6.2.1 Latin Hypercube Sampling

Mckay, Beckman and Conover (1979) developed Latin Hypercube Sampling
(LHS) [16]. In LHS, the range of each input distribution is divided into n intervals
of equal margin probability. Figure 13.12 illustrates an example of the stratification
that is produced for 20 iterations of a normal distribution (with mean 100 and SD
10). In the first iteration, one of these intervals is selected using a random number.
A second random number is then generated to determine where, within that interval,
F(x) should lie. x = G(F(x)) is calculated for that value of F(x). The process is
repeated for the second iteration but the interval used in the first iteration is marked
as having already been used and so will not be selected again. This process con-
tinues till ‘n’ number of iterations is performed.

The stratification of the input distributions into n equal probability intervals
ensures that samples are taken from the entire range of the distributions even with a
relatively small sample size compared to random Monte Carlo sampling. The pri-
mary disadvantage of LHS is that, because it is not a purely random sampling
technique, the results are not subject to analysis by standard statistics. Therefore,
one cannot determine in advance the sample size necessary for a desired degree of
convergence, as is possible for random Monte Carlo sampling.

0
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0.4

0.6

0.8

1

0 200 400 600 800 1000

Time (Hrs)

F
(x

);
 R

(x
)

R(x)=exp(-0.005x)

F(x)=1-exp(-0.005x)

Fig. 13.11 The relationship
between x, F(x) and G(F(x))
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Importance Sampling
Importance sampling is a general technique for estimating the properties of a
particular distribution, while only having samples generated from a different dis-
tribution than the distribution of interest. Importance sampling helps us sample
from the important regions of the sample space. The sampling from an importance
density helps us estimate the mean with a much better statistical accuracy for a
given sample size.

13.6.3 Interval Analysis

The uncertainty about many things is represented in real life in the form of intervals.
An interval contains two numbers, one optimistic and the other pessimistic. The
analysis is computationally inexpensive as it involves very simple calculations. The
results of interval analysis are very conservative. This approach can be used in
worst case analysis and also in screening phase of uncertainty analysis. This method
is useful in understanding the fuzzy arithmetic and also probability bounds analysis.
The arithmetic is explained below:

Let A = [a1, a2] and B[b1, b2] are two interval numbers then C[c1, c2] = A[a1, a2]
*B[b1, b2] can be defined as (* denotes any arithmetic operation)

C½c1; c2� ¼ A½a1; a2� þ B½b1; b2� ¼ ½a1 þ b1; a2 þ b2�
C½c1; c2� ¼ A½a1; a2� � B½b1; b2� ¼ ½a1 � b2; a2 � b1�
C½c1; c2� ¼ A½a1; a2� � B½b1; b2� ¼ ½minða1 � b1; a1 � b2; a2 � b1; a2 � b2Þ;maxða1 � b1; a1 � b2; a2 � b1; a2 � b2Þ�
C½c1; c2� ¼ A½a1; a2�=B½b1; b2� ¼ A½a1; a2� � B½1=b2; 1=b1�
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Fig. 13.12 Example of the effect of stratification in Latin hypercube sampling
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We can generalize expression

c1 ¼ min a1 	 b1; a1 	 b2; a2 	 b1; a2 	 b2ð Þ ð13:32Þ

c2 ¼ max a1 	 b1; a1 	 b2; a2 	 b1; a2 	 b2ð Þ ð13:33Þ

Results are generally over conservative. However, methods are available to
reduce the conservatism with interval arithmetic [17]. This method can be applied
when little information is available, at the conceptual design levels.

Example 3 Assuming X = [4, 8] and Y = [−2, 6], determine various arithmetic
operations between X and Y using interval arithmetic.

Using Eqs. 13.32 and 13.33, X + Y, X−Y, X * Y, Y/X can be calculated as
shown in Fig. 13.13.

3 4 5 6 7 8 9

X

-3 -2 -1 0 1 2 3 4 5 6 7

Y

1 2 3 4 5 6 7 8 9 101112131415

X+Y

-3 -2 -1 0 1 2 3 4 5 6 7 8 9 1011

X-Y

-20 -10 0 10 20 30 40 50

X*Y

-0.5 0 0.5 1 1.5

Y/X

Fig. 13.13 Examples of basic arithmetic operations on interval numbers
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13.6.4 Fuzzy Arithmetic

The fuzzy set theory is an extension of the traditional set theory that generalizes the
membership concept (Characteristic value) by using the Membership function that
assigns a value between 0 and 1 that represents the degree of membership of an
object x to set F. Fuzzy sets are used to provide a more reasonable interpretation of
linguistic variables (variables whose values are words or sentences in natural or
artificial languages). A fuzzy set assigns membership values between 0 and 1 that
reflects more naturally a member’s association with the set. The membership
functions can have various shapes such as triangular, normal, and exponential, etc.
Uncertainty in the input parameters of the model can be represented with the fuzzy
numbers. The possible range of numbers with different membership value repre-
sents the uncertainty about the model parameter.

Fuzzy arithmetic is an offshoot from fuzzy set theory and the rules for combining
fuzzy numbers in calculations are given within this framework. The arithmetic of
fuzzy numbers essentially reduces to interval analysis repeated once for each α
level. The difference is that fuzzy arithmetic generates an entire distribution instead
of a simple interval or range. The interpretation on α level and some applications
can be found in [4, 18]

Example 4 Let us calculate fuzzy arithmetic of two triangular fuzzy numbers
(Fig. 13.14) using the concept of interval analysis. At α = 0, X is an interval [4, 8]
and Y is [−2, 6]. Now carrying out interval arithmetic over these two intervals:

Xþ Y ¼ 4; 8½ � þ �2; 6½ � ¼ 2; 14½ �
X� Y ¼ 4; 8½ � � �2; 6½ � ¼ �2; 10½ �
X� Y ¼ 4; 8½ � � �2; 6½ � ¼ �16; 48½ �
Y=X ¼ �2; 6½ �= 4; 8½ � ¼ �0:25; 1:5½ �

Similarly for all levels of α interval arithmetic is computed to arrive at the full
shape of membership function of the resultant fuzzy number (see Fig. 13.14, for
calculation of different arithmetic operations over X and Y). This method is known
as alpha-cut method.

The alpha-cut method is explained below for uncertainty propagation in reli-
ability calculations. Consider the main event (e.g., system unavailability) as a
function of basic events Ф = x1 + x2(x3 + x4)(x5x6x7 + x8). The numerical procedure
is listed as follows:

Step 1 The Solution model is derived from the above equation as

UL ¼ min x1 þ x2 x3 þ x4ð Þ x5x6x7 þ x8ð Þð Þ;
UR ¼ max x1 þ x2 x3 þ x4ð Þ x5x6x7 þ x8ð Þð Þ
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Step 2 Compute the interval of confidence for all the basic events for α = 0, 0.1,
…, 1

Step 3 Calculate the interval of confidence of main event [ФL, ФR] for α = 0, 0.1,
…, 1

Fuzzy arithmetic can also be carried out based on extension principle [19].
Extension principle works where operations on real numbers are extended to
operations on fuzzy numbers. Let * denote any of the four basic arithmetic oper-
ations and let A, B denote fuzzy numbers. Then, we define a fuzzy set on ℜ, A*B,
by the Equation

ðA 	 BÞðzÞ ¼ sup
z¼x	y

min½AðxÞ;BðyÞ�
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1
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X*Y

0

0.2

0.4

0.6

0.8

1

-0.5 0 0.5 1 1.5

Y/X

Fig. 13.14 Examples of basic arithmetic operations on fuzzy numbers
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For all z2ℜ. More specifically, we define for all z2ℜ:

ðAþ BÞðzÞ ¼ sup
z¼xþy

min½AðxÞ;BðyÞ�;

ðA� BÞðzÞ ¼ sup
z¼x�y

min½AðxÞ;BðyÞ�;

ðA� BÞðzÞ ¼ sup
z¼x�y

min½AðxÞ;BðyÞ�;

ðA=BÞðzÞ ¼ sup
z¼x=y

min½AðxÞ;BðyÞ�:

ð13:34Þ

In fuzzy approach, the input parameter is treated as a fuzzy number and the
variability is characterized by a membership function, which can be obtained based
on the available information or the expert’s opinion. The membership function of
each fuzzy set is generally assumed to be a triangular or a trapezoidal function and
is treated as a possibility distribution. Of course, this assumption is made just for the
sake of simplicity. If the available information is probability distribution, trans-
formation from probability to possibility methods can be used. One of such
methods is mentioned below.

Probability to Possibility Transformations
Let X = {xi | i = 1,…,n) be the universe of discourse. The xi’s are ordered such that
p1 ≥ p2 ≥ ⋯ ≥ pn, where pi is the probability of occurrence of xi, i.e., pi = P ({xi}).
Let πi denote the corresponding possibility value.

A bijective transformation between probabilities and possibilities may be defined
as [19]:

pi ¼
Xn
j¼1

minðpi; pjÞ ¼ ipi þ
Xn
j¼iþ1

pj and pi ¼
Xn
j¼i

ðpj � pjþ1Þ=j ð13:35Þ

This was derived from the definition that the degree of necessity of event A in X
is the extra amount of probability of elementary events in A over the amount of
probability assigned to the most frequent elementary event outside A. The most
common transformations p < - > π are based on the ratio scale: πi = βpi for all i,
where β is a positive constant. They are expressed by equations:

pi ¼ pi=p1 and pi ¼ pi=ðp1 þ p2 þ � � � þ pnÞ ð13:36Þ

Exercise Problems

1. Consider bridge network shown below, calculate the uncertainty bounds over
the unavailability of the whole system with the data mentioned in the
Table 13.9. The unavailability of the components is expressed as intervals, use
interval arithmetic and calculate system unavailability (Figure 13.15).

2. For the above mentioned problem, use fuzzy arithmetic to calculate the mem-
bership function for unavailability of the system with the below mentioned
component data (Table 13.10).
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Table 13.9 Unavailability
intervals of components

Component Low High

1 9.15E-04 3.66E-03

2 9.15E−04 3.66E-03

3 3e-6 3e-4

4 1.33E-04 1.2E-03

5 1.33E-04 1.2E-03

1   4 

  2 5 

3 

Fig. 13.15 Bridge network

Table 13.10 Unavailability
membership functions of
components

Component Low Median High MF

1 9.15E-04 1.83e-3 3.66E-03 Triangular

2 9.15E-04 1.83e-3 3.66E-03 Triangular

3 3e-6 3e-5 3e-4 Triangular

4 1.33E-04 4E-04 1.2E-03 Triangular

5 1.33E-04 4E-04 1.2E-03 Triangular

Table 13.11 Probability distributions of model parameters

Performance function g ¼ Tm � Q0L2

2k þ Q0L
h þ T1

� �
Variable Mean Std. Dev Distribution type

1 Conductivity, K 20 4 Normal

2 Heat transfer coefficient, h 4000 800 Normal

3 Melting point, Tm 800 80 Normal

4 Volumetric heat generation, Q0 8 × 107 – Deterministic

5 Bulk temperature 100 – Deterministic

6 Length of slab 0.01 – Deterministic
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3. A slab of thickness (L) 10 mm is insulated on one side at x = 0 and cooled by
fluid having bulk temperature100 °C. The heat generated (Q0) in the slab is
equal to 8 × 107 W/m3. Determine the probability of melting of slab. Thermal
conductivity, heat transfer coefficient and melting temperature of material is
given in Table 13.11.

4. A simply supported beam subjected to a uniformly (Fig. 13.16) distributed load
w, may fail in flexure. Suppose the beam is a rolled 18 WF 70 section of A36
steel. Length of beam is is 20 ft. Load ‘w’, Bending capacity of the beam ‘M0’,
are uncertain variables with basic belief assignments as shown in Fig. 13.17.
Beam fails if bending moment exceeds its capacity. Find the belief and plau-
sibility of failure.
Performance function for the problem is: g1ðxÞ ¼ Mo � 1

8wL
2

5. The operating experience of power supply failure in a plant shows there are 5
outages in two years. Assuming a prior generic information as lognormal with
median 1 and error factor 3, calculate the posterior distribution for the failure
rate of power supply?

Fig. 13.16 Simply supported beam

Fig. 13.17 Basic belief
assignments a Load,
b Bending capacity
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Chapter 14
Advanced Methods in Uncertainty
Management

14.1 Uncertainty Analysis with Correlated Basic Events

The uncertain parameters (epistemic in nature) of a PSA model are propagated to
quantify the uncertainty in the system measure, e.g. core damage frequency. In
propagating the uncertainty, the epistemic parameters of model are sometimes
assumed to be either uncorrelated or independent. The propagation of uncertainties
in PSA may assume that the input parameters of identical basic events are fully
correlated but some uncertainty studies assume that the variables are statistically
independent. Apostolakis [1] pointed out that there is correlation or coupling among
the data of identical basic events such as the failure of two identical pumps, circuit
breakers, etc. This correlation means that the parameters for basic events that
represent identical components should not be treated as statistically independent
random variables in the uncertainty analysis. The samples for these random vari-
ables need to be correlated; if there is complete correlation, they should be treated
as a single random variable. Neglecting the correlation among the variables will
impact the distribution of the output distribution, affecting in particular the confi-
dence bounds. Hence, it is important to account for statistical dependencies among
the variables if they exist [2–4]. Statistical correlations are introduced into failure
data by many causes. Three typical ones are [5]: 1. Use of identically designed and
manufactured components. 2. Plant operation and maintenance by the same staff
and 3. Dependent failure modes.

While fully correlated epistemic parameters are relatively easy to handle, there
are challenges to treating partial correlations. There are several obstacles that
complicate the handling of correlation among basic events. One is that empirical
information is usually lacking. A second is distinguishing between the causes of
correlation and those for common-cause failures. This is partially addressed in next
section. Finally, if the correlation among basic events is partial, the propagation of
uncertainties become complex (complete correlation is easy to implement).
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To handle the propagation of uncertainties in PSA in the presence of correla-
tions, only three of above mentioned methods are useful: (i) Method of moments
[6–8], (ii) P-box approach [9, 10] and (iii) Monte Carlo simulation. There are
several strategies a Monte Carlo analyst can use to account for knowledge and
uncertainty about correlations. These include assuming independence, assuming
perfect covariance, assuming linear dependency, or assuming observed correlations.
The probability bounds approach can account for dependencies among variables in
the similar manner as the Monte Carlo approach. However, the method of moments
and bounds method are difficult to implement in large scale problems when partial
correlations are present instead of fully correlated data. Section 14.1.2 presents an
approach based on Monte Carlo simulation with Nataf Transformation of gener-
ating correlated random variables for uncertainty propagation in FTA. A case study
on Main Control Power Supply System (MCPS) of Nuclear Power Plant (NPP) has
been carried out. Section 14.1.3 presents the case study and discussion on the
obtained results. The effect of correlated basic events on the mean and uncertainty
bounds of the top event is investigated with and without the common cause failure
models.

14.1.1 Dependency: Common Cause Failures
versus Correlated Epistemic Parameters

PSA/FT analyses for complex engineering systems inevitably involve uncertainties
due to uncertainties present in models, parameters of the model, phenomena and
assumptions. Randomness in the failure/repair phenomena and given the limitations
in assessing the parameters of the failure/repair probability density functions lead to
two types of uncertainties. The inherent variability of failures and repairs times of
equipment is referred as ‘randomness’, ‘stochastic uncertainty’, ‘aleatory uncer-
tainty’, and cannot be reduced. The aleatory uncertainty for a random variable (time
to failure or repair) is represented with probability distributions. Limitations
(scarcity or lack of data) in exactly assessing the parameters of these probability
distributions are a further source of uncertainty. This uncertainty is known as
“epistemic uncertainty”; it depends on the state-of-knowledge and can in general be
reduced with more information. PSA models, by combining Fault Trees (FTs) and
Event Trees (ETs), produce a mathematical expression for a system measure (e.g.
unavailability or failure probability) as a function of failure rate/failure probability
of constituting components and human actions. PSA inherently contains both the
uncertainties. Treatment of both the types of uncertainties in PSA is essential for
effective decision making in safety management [11–14]. FT/ET analysis addresses
the aleatory uncertainty in the PSA models. Uncertainty analysis quantifies
uncertainty in the model output arising due to epistemic uncertainties in input
parameters of the model.
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Dependencies exist inherently in engineering systems among the constituting
components (in general basic events) due to several reasons (USNRC 1993, 2007)
[15, 16]. Dependent failures whose root causes are not explicitly modeled are
known as common cause failures (CCFs). Multiple failure events for which no clear
root cause event identified, can be modeled using implicit methods categorized as
CCF models thus CCF represent residual dependencies that are not explicitly
modeled in ET/FTs. CCFs are classified as due to design, construction, procedural
and environmental causes. These can be further sub-divided as due to functional
deficiencies, realization faults, manufacturing, installation, test and maintenance,
operation, human error, normal extremes and energetic extremes. CCF models
dependency in these aleatory random variables of PSA.

In uncertainty analysis of PSA, unavailability or failure rate of basic events is
considered as uncertain parameter (is epistemic due to its nature) and generally
characterized with a lognormal distribution with median and error factor as
parameters of the distribution [17]. The uncertainty analysis of PSA quantifies
uncertainty in system characteristic by synthesizing uncertainties in basic event
characteristics.

Table 14.1 gives the summary of comparison between dependencies of epistemic
and aleatory variables. CCF analysis models dependency in aleatory random
variables. CCF groups are defined for identical components in redundant trains of a
system and should have implicit dependency leading to simultaneous failures.
However, in large engineering systems, identical components may also be used in
diverse, non-redundant systems. Moreover, the epistemic uncertainty in
unavailability/failure rate of all the identical components will have dependency.
This dependency is taken into consideration by taking correlation coefficient among
the identical epistemic parameters [5–8].

Table 14.1 Comparison between different dependencies in PSA

Dependency in aleatory variables Dependency in epistemic variables

Phenomena
in PSA

Failure on demand, time to
failure, time to repair, etc.

Failure rate or repair rate or
unavailability

Source Identical redundant components
in a system, etc.

Epistemic parameters of identical
components

Where is it
modeled?

In fault tree/event tree by CCF
models

Uncertainty analysis over system risk
function considering correlation

Higher
dependency

Simultaneous failure of
redundant components

Simultaneous high/low values for
parameters of correlated components

Lower
dependency

Lesser tendency for simultaneous
failure

Lesser tendency for similar values for
parameters of correlated components

Impact on
the results

Both on mean and tails of the
distribution for system measure

Both on mean and tails of the
distribution for system measure
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14.1.2 Methodology for PSA Based on Monte Carlo
Simulation with Nataf Transformation

Monte Carlo simulation is most widely used technique for uncertainty propagation
in PSA [18]. System model function as a precise analytical expression is required
for the uncertainty propagation. Fault tree analysis can be used to get an analytical
expression for the system model as a function of parameters of the basic events. The
uncertain input parameters of the the system model are characterized as random
variables, represented with a probability distribution. Uncertainty propagation with
Monte Carlo consists of generating a random sample of the input parameters and
determining the system measure from each set of inputs in the sample.

There are various random sampling approaches like crude sampling, Latin
hypercube sampling, importance sampling, etc. This approach is good as long as the
input parameters are independent or fully dependent. When some input parameters
are fully dependent, a single random variable can be used to represent them in the
simulation. The complexity arises when there is partial correlation and the proba-
bility distributions are non-normal. The correlations among the parameters then
need to be accounted for in generating the random samples. Nataf transformation
based approach was used in solving structural reliability problems where there were
correlations among the input parameters [19]. The same approach is adopted here to
generate correlated random samples for uncertainty propagation.

Uncertainty propagation for correlated basic events through Monte Carlo sim-
ulation with Nataf Transformation is presented in the Fig. 14.1, and the procedure is
explained below [20]:

1. The first step is to obtain the required information for simulation. Information
regarding Minimal Cut Set (MCS) from FTA of the given system, the
Probability Density Function (PDF) of uncertain parameters, correlations
between the parameters is obtained.

2. Uncertainty propagation model, Y = f (X1, X2….Xn), as an analytical expression is
determined. Y is the system measure (e.g. unavailability, failure probability) or
model output. Xi is the ith parameter of ‘n’ number of uncertain input parameters.

3. The simple termination criterion is to fix the number of iterations before the
simulation. Monte Carlo simulation gives an excellent approximation of the
system model distribution with a large number of iterations. The large number of
iterations requires more computational resources. It is important to check how
much number of iterations is large enough for the given problem. The problem of
uncertainty propagation in FTA or in the PSA model does not take large com-
putational time for the whole simulation. Hence, 104–105 iterations can be
chosen with the crude sampling method. However, there are several methods
(sampling approaches and termination criteria) to improve the efficiency of
simulation [21, 22]. For example, determining the number of iterations during the
simulation; one such useful technique is that the sample size required to obtain a
result that is within a pre-specified confidence interval can be determined [21].
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4. For each iteration up to the pre-defined number N, correlated random variates
for the basic events are generated using the Nataf transformation [19, 23]. The
steps for generating correlated random samples is as follows:

4:1 Generate ‘n’ independent standard normally distributed random variates,
Say U1, U2, U3… Un. Two uniform random numbers are required to gen-
erate a normal variate.

Minimal Cut Sets (MCS) from FTA, Distributions & Parameters of

basic events, Correlation Matrix are obtained

Generate Independent Standard Normal Random Variates for

all the parameters U1, U2, U3…Un

Calculate

Y=f (X1, X2 ….Xn)

Increment i = i +1

Check for no. of Simula-
tions (If i<N)

Store all Y`s

Analyze the results in 

order to find mean,

Median, confidence

bounds, and distribution

Terminate

Ye

Convert it to Correlated Standard Normal Variates Z1, Z2, Z3…Zn

Transform Z1, Z2,….Zn into X1, X2,……Xn using Inverse transfor-

mation

Termination criteria for the simulation

Determine uncertainty propagation model: Y=f (X1, X2 ….Xn)

Fig. 14.1 Uncertainty propagation for PSA having correlated basic events based on MC
simulation with Nataf Transformation
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4:2 Calculate q00, using q and F by the formula given by Eq. (14.1).

q00 ¼
q11 . . . q1n
..
. . .

. ..
.

qn1 � � � qnn

0
B@

1
CA�

F11 . . . F1n

..

. . .
. ..

.

Fn1 � � � Fnn

0
B@

1
CA ð14:1Þ

Where
q00 is modified correlation coefficient matrix used for further calculations
q is correlation matrix of input parameters
F is a coefficient defined by Nataf which has the following properties

a. F is independent of ρij if one of the variables is normal.
b. F is invariant to increasing linear transformation of Xi and Xj.
c. F is independent of the parameters of Group I distributions (Normal,

Uniform, Exponential, Rayliegh).
d. F is a function of the coefficient of variation d ¼ r/l of Group II distribu-

tions (Lognormal, Gamma).
Based on this 4 properties 5 categories of formulae for F were mentioned in
[19, 23], they are as follows

i. F = Constant for Xj belonging to group I and Xi normal.
ii. F ¼ f ðdjÞ for Xj belonging to Group II and Xi normal.
iii. F ¼ f ðqijÞ for Xi and Xj belonging to Group I.
iv. F ¼ f ðqij; djÞ for Xi belonging to Group I and Xj belonging to Group II.
v. F ¼ f ðqij; di; djÞ for both Xi and Xj belonging to Group II.

4:3 Calculate correlated standard normally distributed random numbers by

Z1
Z2
Zn

2
64

3
75 ¼ Cholesky½q00� �

U1

U2

Un

2
64

3
75 ð14:2Þ

4:4 Now transform Z1, Z2,…Zn into X1, X2,…Xn using inverse transformation

Xi ¼ F�1
Xi

/ðZiÞ
� � ð14:3Þ

5. The system measure is evaluated using the function ‘Y’ with the random sample
generated from step 4.4. The value of system measure Yi is stored.

6. Steps 4 to 5 are repeated until the termination criteria (pre defined number of
simulations) is satisfied.

7. The results are analyzed to calculate the mean, confidence bounds, and distri-
bution of the system measure.
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14.1.3 Case Study

The 240 V AC Main Control Power System (MCPS) [24] is an important support
system in Nuclear Power Plant (NPP) which supplies uninterrupted AC power to
safety related loads such as reactor regulation systems and safety system loads such
as shut down systems. The schematic diagram of MCPS is shown in Fig. 14.2.
There are four Uninterrupted Power Supplies (UPSs) namely, UPS-1, UPS-2,
UPS-3 and UPS-4; and four UPS batteries (BY) viz., BY-1, BY-2, BY-3 and BY-4.
UPS-1, UPS-2 and UPS-3 have built-in static switches for transferring the load to a
standby UPS, UPS-4. Ch-A/D/Y (Bus F2) loads are fed from UPS-1, Ch-B/E/Z
(Bus F6) loads are fed from UPS-2, Ch-C/F (Bus F4) loads are fed from UPS-3, and
UPS-4 is standby UPS. The standby UPS replaces a failed UPS within 20 ms
through a static switch. Each BY provides 60 min battery back-up to the respective
UPS loads in case the input supply to UPS fails. Input supply to UPS-1 and UPS-3,
and UPS-2 and UPS-4 is taken from division I and division II of class III
respectively. To ensure high reliability of the system, diversity and redundancy is
provided from the input power supply side.

In order to compare the impact of correlations in epistemic parameters and CCF,
two set of calculations have been done. In the first case, it is assumed that CCF
failures are not present. In the second case, CCF failures are considered in the
modeling.

DIV I DIV II415V AC CLASS III BUSES 

240V AC CLASS II BUSES 

Bus F2 Bus F4 Bus F6

UPS1 UPS3 UPS2 UPS4 

Rectifier

Battery

Inverter

Switch

Circuit breaker

Fig. 14.2 Schematic diagram of 240 V AC control power supply system of NPP
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14.1.3.1 Case A: Effect of Correlation Alone: No CCF Modeled
in Fault Tree

An unavailability model is obtained with the help of fault tree analysis technique.
The failure criterion is unavailability of power supply at 2 out of 3 buses (F2, F4,
and F6). A fault tree is developed and the minimal cut-sets and unavailability of the
system are obtained using Risk Spectrum [25]. There are 380 minimal cut sets in
total. The first 20 minimal cut sets are shown in Table 14.2. The unavailability data
of basic events is shown in Table 14.3. Uncertainty propagation has been carried
out with this information. The correlation coefficient is varied from 0 to 1.
Figure 14.3 gives the comparison of cumulative distribution function for the
unavailability with different correlation coefficients. The summary of percentile
values of unavailability is given in Table 14.4. The mean value has changed by
48 % when the correlation coefficient changes from 0 (no correlation) to 1. The 5 %
value and 95 % value has changed by 59 and 104 % respectively for the same. As
expected the 5 % value has decreased whereas the 95 % value has increased. In this
case, neglecting correlations among epistemic parameters can have considerable
impact on the mean and also on the tails of the uncertainty distribution.

Table 14.2 List of first 20 minimal cut sets (MPCS model without CCF)

S. no. Probability % Event 1 Event 2 Event 3

1 1.562E-10 22.75 U1SW U3SW

2 1.562E-10 22.75 U1SW U2SW

3 1.562E-10 22.75 U2SW U3SW

4 3.200E-11 4.66 F6 U3SW

5 3.200E-11 4.66 F2 U2SW

6 3.200E-11 4.66 F6 U1SW

7 3.200E-11 4.66 F2 U3SW

8 3.200E-11 4.66 F4 U2SW

9 3.200E-11 4.66 F4 U1SW

10 6.554E-12 0.95 F2 F4

11 6.554E-12 0.95 F2 F6

12 6.554E-12 0.95 F4 F6

13 1.331E-12 0.19 UPS1INV UPS2INV UPS4INV

14 1.331E-12 0.19 UPS1INV UPS3INV UPS4INV

15 1.331E-12 0.19 UPS1INV UPS2INV UPS3INV

16 1.331E-12 0.19 UPS2INV UPS3INV UPS4INV

17 1.512E-13 0.02 U1SW UPS3INV UPS4INV

18 1.512E-13 0.02 U2SW UPS3INV UPS4INV

19 1.512E-13 0.02 U2SW UPS1INV UPS4INV

20 1.512E-13 0.02 U3SW UPS2INV UPS4INV
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14.1.3.2 Case B: Effect of Correlation Combined with CCF Modeling

There are four common cause failure groups considered in the analysis, viz., UPS
switch, Circuit Breaker (CB), UPS BYs, and division supplies. A CCF group for
three static switches. In case of the CBs and BYs, there are four elements in each
CCF group. The CCF group for division supply has two elements. An alpha-factor

Table 14.3 Unavailability of basic events

Component description Component code Unavailability Remarks

Bus Fi 2.56e-6 i = 1, 2, 3

UPS SWITCH UiSW 1.25e-5 i = 1, 2, 3

UPS Inverter UPSiINV 1.1e-4 i = 1, 2, 3, 4

UPS Battery UPSiBATR 2.5e-4 i = 1, 2, 3, 4

UPS Rectifier UPSiRECT 2.24e-5 i = 1, 2, 3, 4

UPS Circuit Breaker (CB) UPSiCB 9e-6 i = 1, 2, 3, 4

Division Supply DIVi 5.5e-4 i = 1, 2

0

0.2

0.4

0.6

0.8

1

1.00E-11 1.00E-10 1.00E-09 1.00E-08

Unavailability
C

D
F

Corr. = 0

Corr. = 0.333

Corr. = 0.666

Corr. = 1.0

1.37e-9
2.8e-9

4.98e-11 1.24e-10

5.37e-10
7.95e-10

Fig. 14.3 Cumulative distribution of the system unavailability for various correlations (corre-
lations alone, no CCF)

Table 14.4 Percentile values of unavailability with different correlations

Unavailability

Correlation Mean 5 % 50 % 95 %

0 5.37e-10 1.24e-10 4.06e-10 1.377e-9

0.333 6.10e-10 8.73e-11 3.92e-10 1.79e-9

0.666 6.94e-10 6.503e-11 3.72e-10 2.28e-9

1.0 7.95e-10 4.98e-11 3.55e-10 2.805e-9
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model is used for CCF modeling and the parameters for CCF are taken from Vaurio
(2007) [26], as shown in Table 14.6. There are 51 basic events (Table 14.7)
identified in the system and 11968 minimal cut sets are obtained from the analysis.
The first 10 minimal cut sets are shown in Table 14.5.

As discussed in Sect. 14.1.1, CCF analysis models dependency in the aleatory
random variables. The elements of CCF group have to be in a redundant system and
should have implicit dependency leading to simultaneous failures. However, there
may be identical components in large engineering systems which may not be in a
redundant system. Moreover, the epistemic uncertainty in unavailability of all the
identical components will have dependency. This dependency is taken into con-
sideration by taking correlation coefficient among the identical epistemic parame-
ters. In the present system, apart from the CCF group elements, we have rectifiers,
inverters, and buses as correlated epistemic random variables. The exact correlation
value between the components is unknown. Hence simulations are carried out for
correlations 0, 0.333, 0.666, and 1.

A lognormal distribution is considered for all epistemic distributions, with the
mean value specified in Table 14.7 and an error factor of 3. Uncertainty propagation
has been carried out for 104 iterations. Cumulative distribution function plots are
shown for various correlation values in the graph in Fig. 14.4.

Table 14.5 List of first 10 minimal cut sets (MPCS model with CCF)

S. no. Probability % Event 1 Event 2

1 1.471E-07 25.28 UPSW-12

2 1.471E-07 25.28 UPSW-13

3 1.471E-07 25.28 UPSW-23

4 1.398E-07 24.02 UPSW-ALL

5 1.456E-10 0.03 U2SW U3SW

6 1.456E-10 0.03 U1SW U3SW

7 1.456E-10 0.03 U1SW U2SW

8 3.835E-11 0.01 DIV-ALL UPSBATR-ALL

9 3.089E-11 0.01 F6 U3SW

10 3.089E-11 0.01 F2 U2SW

Table 14.6 CCF data Component Alpha factors

α1 α2 α3 α4
Division Supply 0.9686 0.0314

Circuit Breaker 0.9549 0.0175 0.0103 0.0172

Battery 0.9757 0.0151 0.0069 0.0023

UPS-Switch 0.9842 0.012 0.0038
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Table 14.7 Unavailability of basic events

Component description Component code Unavailability Remarks

Bus Fi 2.56E-06 i = 1, 2, 3

UPS SWITCH UiSW 9.65E-06 i = 1, 2, 3

CCF group of Switch with 2
elements

UPSW-ij 1.18E-07 ij: 12, 13, 23

CCF group of Switch with all UPSW-ALL 1.12E-07

UPS Inverter UPSiINV 1.10E-04 i = 1, 2, 3, 4.

UPS Battery UPSiBATR 0.00024 i = 1, 2, 3, 4

CCF group of Battery with 2
elements

UPSBATR-ij 2.4E-06 ij: 12, 13, 14, 23, 24,
34

CCF group of Battery with 3
elements

UPSBATR-ijk 1.7E-06 ijk: 123, 134, 234

CCF group of Battery with all UPSBATR-ALL 2.2E-06

UPS Rectifier UPSiRECT 2.24E-05 i = 1, 2, 3, 4

UPS Circuit Breaker (CB) UPSiCB 7.9E-06 i = 1, 2, 3, 4

CCF group of CB with 2 elements UPSCB-ij 9.6E-08 ij: 12, 13, 14, 23, 24,
34

CCF group of CB with 3 elements UPSCB-ijk 8.5E-08 ijk: 123, 134, 234

CCF group of CB with all UPSCB-ALL 5.7E-07

Division Supply DIVi 5.33E-04 i = 1, 2

CCF group of both the divisions DIV-ALL 1.73E-05

0

0.2

0.4

0.6

0.8

1

1.00E-08 1.00E-07 1.00E-06 1.00E-05

Unavailability

C
D

F

Corr. = 0

Corr. = 0.333

Corr. = 0.666

Corr. = 1.0

1.18e-7 2.08e-7

7.88e-7 1.04e-6

4.37e-7

Fig. 14.4 Cumulative distribution of the system unavailability for various correlations with CCF
treated
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The result obtained from Monte Carlo simulation for 104 iterations is shown in
Table 14.8; following important conclusions can be drawn from the values of
unavailability:

1. 5 % values of unavailability are decreasing as correlation between the compo-
nents is increasing from 0 to 1.

2. 50 % values of unavailability are decreasing as correlation between the com-
ponents is increasing from 0 to 1.

3. 95 % values of unavailability are increasing as correlation between the com-
ponents is increasing from 0 to 1.

4. Mean values remain almost same.

It is clear from Fig. 14.4 that the CDFs are crossing each other at 0.7, and the
confidence interval of the unavailability increases as correlation among the com-
ponents increases, hence the uncertainty.

In case (A), the correlation of the basic event parameters was observed to affect
the mean unavailability of the MPCS as well as the confidence interval. In this case
(B), the mean value is constant. The reason is that when CCF is modeled, CCF
basic events will tend to be among the dominant minimal cut sets (refer Table 14.5).
The top 4 minimal cut sets, contributing more than 99 % of the unavailability of the
system, are not products but single (CCF) basic events (cf. Table 14.5). The mean
values of these dominant sets are therefore not affected by the correlation. In
contrast, the top 12 cut sets, which contribute about 99 % of the unavailability in
Case (A), where CCF is not modeled, are all products. Table 14.9 summarizes the
overall effect of varying correlation for case A (where CCF is not considered) and
case B (where CCF is considered) on the mean, 5th percentile and 95th percentile of
the unavailability. Increasing correlation in both cases increases the confidence
interval. However, in comparison, the impact of common cause failures on the

Table 14.8 Results obtained
from Monte Carlo Simulation
for 105 iterations

Correlation Unavailability

Mean 5 % 50 % 95 %

0 4.39-7 2.08e-7 4.01e-7 7.88e-7

0.333 4.37e-7 1.68e-7 3.85e-7 8.84e-7

0.666 4.38e-7 1.39e-7 3.69e-7 9.69e-7

1.00 4.39e-7 1.18e-7 3.52e-7 1.04e-6

Table 14.9 Comparison of percentile values of unavailability

Mean 5 % 95 %

Correlation No CCF CCF No CCF CCF No CCF CCF

0 5.37e-10 4.39e-7 1.24e-10 2.08e-7 1.37e-9 7.88e-7

0.333 6.10e-10 4.37e-7 8.73e-11 1.68e-7 1.79e-9 8.84e-7

0.666 6.94e-10 4.38e-7 6.50e-11 1.39e-7 2.28e-9 9.69e-7

1.00 7.95e-10 4.39e-7 4.98e-11 1.18e-7 2.80e-9 1.04e-6
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mean is three orders of magnitude larger than the impact of correlations, as shown
in Table 14.10.

The result of the case study suggests that, when CCFs are present and modeled,
the correlations among epistemic parameters will affect principally the confidence
bounds while leaving the mean unavailability to a larger degree unaffected.
Accounting for correlation among the parameters will broaden the confidence
bounds. It may also increase the mean unavailability slightly, whereby the effect is
negligible when CCFs are modeled.

It is worth noting that when basic events are modeled with failure parameters as
uncertain input parameters in a PSA software tool, in this case Risk Spectrum, the
propagation of uncertainties generates values of the failure parameters and uses the
same value in all basic events that refer to this failure parameter. This implements
fully correlated identical basic events. However, defining the uncertainty distribu-
tion at the basic event level instead of using failure parameters defined for the
identical components results in independent samples for identical basic events
(correlation = 0.0). Consequently (at least in Risk Spectrum), if uncertainties are
properly specified for identical components at the parameter level and CCF is
modeled, the maximum effect of correlated parameters for identical components is
accounted for.

Summary on Uncertainty Analysis with Correlated Basic Events
Dependencies exist inherently in engineering systems among the constituting ele-
ments due to several reasons. A comparison has been made between common cause
failures, which introduce dependencies of aleatory variables, and correlations
among epistemic variables. The impact of common cause failures over the system
measure is generally much larger than the impact from the correlations of the failure
rates.

However, assigning the level of correlation among the dependent epistemic
parameters is still an open issue. In particular, there is an overlap among the causes

Table 14.10 Mean and 95th percentile, multiplicative factor

Mean system unavailability

Correlation No CCF CCF

0 5.37e-10 4.39e-7 Uccf ðq¼0Þ
Uno ccf ðq¼0Þ ¼ 818

1.0 7.95e-10 4.39e-7 Uccf ðq¼1Þ
Uno ccf ðq¼1Þ ¼ 552

Uno ccf ðq¼1Þ
Uno ccf ðq¼0Þ ¼ 1:5 Uccf ðq¼1Þ

Uccf ðq¼0Þ ¼ 1:0

95th percentile

Correlation No CCF CCF

0 1.37e-9 7.88e-7 Uccf ðq¼0Þ
Uno ccf ðq¼0Þ ¼ 575

1.0 2.80e-9 1.04e-6 Uccf ðq¼1Þ
Uno ccf ðq¼1Þ ¼ 371

Uno ccf ðq¼1Þ
Uno ccf ðq¼0Þ ¼ 2:0 Uccf ðq¼1Þ

Uccf ðq¼0Þ ¼ 1:3

U unavailability; ρ correlation
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cited for correlation and those cited for common cause failure modeling. This raises
the issue of double-counting, with the exception of systems for which common
cause failures are not usually modeled (identical components used in non-redundant
systems). Uncertainty propagation methods in PSA available in the literature for
correlated basic events are analytical and restricted to small applications.
Uncertainty analysis in PSA with correlated basic events with Nataf Transformation
in Monte Carlo simulation is explored. With the help of case studies it is suggested
that the correlation among the basic events should be considered while conducting
uncertainty analysis in PSA of complex systems, so as to prevent underestimating
the uncertainty bounds.

14.2 Uncertainty Importance Measures

Reliability studies are useful for decision making towards safe, economical and
efficient design and operation of complex engineering systems. Uncertainties are
present in any reliability calculations due to randomness in the failure/repair phe-
nomena and given the limitation in assessing the component parameters.
Uncertainties at the component level are propagated to find uncertainty at the
system level reliability. It is very important to identify all the uncertainties and treat
them effectively to make reliability studies more useful for decision making.
Conventional probabilistic approaches adopt probability distributions to charac-
terize uncertainty where as fuzzy reliability models adopt membership functions to
characterize uncertainty. Both the approaches are widely used in uncertainty
propagation for reliability studies [27–58].

One of the major objectives in performing parameter uncertainty propagation is
to rank the parameters with respect to their contribution to the uncertainty in the
model prediction. The most obvious reason for this being that such a ranking makes
it possible to allocate resources efficiently in case the reduction in the calculated
uncertainties in the output prove necessary in order to reach an acceptable degree of
confidence in the results.However, identification of critical parameters based on
their uncertainty contribution at the system level is very important for effective
management of uncertainty. The process of identifying components from uncer-
tainty contribution point of view is called uncertainty importance measures. It is
different from functional importance, which denotes the criticality of the component
in the successful/failure operation of whole system. The methods required for this
kind of ranking will depend upon the type of uncertainty propagation method used.
In the probabilistic framework, there are several methods available in the literature
for uncertainty importance measures such as non parametric methods and variance
based methods [59–64]. They are useful in identifying the critical uncertain
parameters and further with more information reducing the uncertainty. In fuzzy
reliability framework, importance measures from functional (or structural) point of
view are available in the literature and work on fuzzy uncertainty importance
measure is attempted by Utkin [65, 66]. A new approach is discussed in the fuzzy
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framework where uncertain parameters are ranked based on their contribution of
uncertainty of system reliability. It is compared with probabilistic methods (Pearson
correlation coefficient and variance based methods) with the help of a case study on
reactor protection system.

14.2.1 Probabilistic Approach to Ranking Uncertain
Parameters in System Reliability Models

The expression of the system reliability (or availability), Y, as a function of the
component reliabilities (Xi) is written as:

Y ¼ f ðX1; X2. . .XnÞ ð14:4Þ

This relation can be obtained from fault tree analysis technique which denotes
system failure logic with various failure combinations of one or more components.
Due to scarcity or lack of data, it is not possible to exactly give a fixed value to the
reliability of each of the components. In case of probabilistic approach, reliability of
components is treated as a random variable represented by a probability distribu-
tion. Uncertainty in system reliability is obtained by propagating component
uncertainties through Monte-Carlo simulation. But it is equally important to iden-
tify which component is contributing more uncertainty to system reliability as this
information is required for effective management of uncertainty. This helps in
identifying the components for which more information should be collected so that
the uncertainty in the calculated system reliability can be reduced. In the proba-
bilistic framework, various methods used for uncertainty importance measures are
just briefed here.

14.2.1.1 Correlation Coefficient Method

One fairly simple and straightforward method of ranking uncertain parameters is to
calculate the sample. Correlation coefficient of the model prediction and each of the
uncertain parameters, using the sample of output values and the corresponding
sample of values for each input. Consider ‘m’ samples from the output and a single
input, denoted as yj, xj for j = 1–m. The sample (or Pearson) correlation coefficient
is computed from the following equation (Abrahamsson [67] and Borgonovo [64]):

rXY ¼
Pm

j¼1 ðxj � �xÞðyj � �yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
j¼1 ðxj � �xÞ2 �Pm

j¼1 ðyj � �yÞ2
q ð14:5Þ

The correlation coefficient provides an estimate of the degree of linear rela-
tionship between the sample values of the model output and the input parameter.
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This is done for every input parameter, providing a measure of how much each
input contributes to the output uncertainty. The sign of the coefficient tells us the
direction of the relationship, and the absolute value of the coefficient indicates the
strength of the relationship (where −1 indicates a completely negative linear rela-
tion and +1 a completely positive linear relation).

14.2.1.2 Variance Based Method

Variance based techniques explain VY, i.e. the variance of Y, in terms of variances
of the individual parameters or parameter groups. They identify the parameters that
contribute to over all uncertainty in Y the most, as follows. VY can be written in
terms of individual parameter and parameter group contribution as Iman [62]:

VY ¼
X
i

Vi þ
X
i\j

Vij þ
X

i\j\m

Vijm þ . . .þ V12...n ð14:6Þ

where n is the number of parameters, Xi denotes the ith parameter, E(Y|Xi = xi
*)

denotes the expectation of Y conditional on Xi having a fixed value xi
*. Vi = V(E(Y|

Xi = xi
*)) stands for the variance over all possible values of xi, and analogous

definitions hold for the higher order terms.
First order global sensitivity indexes can be introduced using Eq. (14.31) as [61]:

S(xiÞ ¼ Vi=VY ð14:7Þ

Parameters that have a higher contribution to the variance will have higher
conditional variances Vi, and therefore will have higher S(xi) is then taken as the
uncertainty importance measure of the individual parameter xi.

14.2.2 Method Based on Fuzzy Set Theory

In fuzzy set theory based uncertainty analysis, component reliability is treated as a
fuzzy number and the variability is characterized by the Membership Function
(MF). The membership function is usually assumed to be a triangular function and
is treated as a possibility distribution. Having the model output expression (Y) from
fault tree analysis and membership function information for parameters (Xi), fuzzy
arithmetic based on α-cut method for fault trees [31] can be used to find mem-
bership function for model output, system reliability. Several authors worked
extensively in applying fuzzy set theory to system reliability analysis in assessing
uncertainty in reliability models. However, one of the major objectives in per-
forming parameter uncertainty propagation is to rank the parameters with respect to
their contribution to the uncertainty in the model output. Many measures are
available in probabilistic approaches which are explained in the previous section. In
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the context of fuzzy reliability models, an algorithm is explained here for charac-
terizing uncertainty importance measures which is shown in Fig. 14.5. This fuzzy
uncertainty importance measure plays an important role in the reduction of
uncertainty, for it is used to identify those sources of uncertainty having greatest
impact on system reliability.

Fuzzy uncertainty importance measure is introduced as [68]:

FUIMi ¼ YR
i

YL
i

ð14:8Þ

where Yi
R is system model output, system unavailability (for repairable engineering

systems unavailability is appropriate measure of reliability) with ith component
parameter value at the most pessimistic value (for α = 0, upper value) and remaining
components are as per the given membership functions. Yi

L is unavailability with ith
component parameter value at the most optimistic value (for α = 0, lower value) and
remaining components are as per the given membership functions. Parameters that
have higher value of above measure will contribute more uncertainty to the system
unavailability.

x0 ¼
Rþ1
�1 xf ðxÞdxRþ1
�1 f ðxÞdx ¼

R b
a xf

LðxÞdxþ R c
b xf

RðxÞR b
a f

LðxÞdxþ R c
b f

RðxÞ
ð14:9Þ

y0 ¼
R 1
0 yðgRðyÞ � gLðyÞÞdyR 1
0 ðgRðyÞ � gLðyÞÞdy

ð14:10Þ

Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x20 þ y20

q
ð14:11Þ

But FUIMi is a fuzzy set and based on this it is difficult to rank the components
as per their shape of membership function. Hence ranking of fuzzy numbers is
required to compare the fuzzy uncertainty importance measures. Method proposed
based on the centroid calculation and distance between origin and centroid is
adopted here as it is more efficient than other methods [69, 70]. Centroid for a
triangular fuzzy number can be calculated using Eqs. (14.9) and (14.10). The
distance between centroid and origin denoted with Di, provides a measure of
uncertainty importance as shown in Eq. (14.11). Di has to be calculated for all the
components of the system. Component having highest value of Di is the most
critical uncertain parameter. Now components will be ranked based on the value of
Di in the decreasing order as it is a crisp value.
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Uncertainty importance measures are calculated by arranging 
D

i
in the decreasing order

Fig. 14.5 Algorithm for calculation of fuzzy uncertainty importance measures
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14.2.3 Application to a Practical System

This section applies the algorithm discussed in the previous section to a practical
system, reactor protection system [71]. Simplified fault tree for reactor protection
system is shown in Fig. 14.6. The expression for the top event (failure probability or
unavailability of the system) of the fault tree is the sum of minimal cut-sets as
expressed in Eq. (14.12). All basic events of fault tree (components of system) are
assumed to be mutually independent and log-normally distributed in probabilistic
calculations and triangular membership functions in fuzzy framework with the same
median and tail values (90 % confidence bounds) as that of probability distribution.
The component data is shown in Table 14.11.

Y ¼ f ðX1; X2. . .XnÞ
¼ X1 þ X7X8 þ X9X6 þ X3X5 þ X8X5 þ X3X9 þ X8X9

þ X3X4 þ X2X5 þ X8X4 þ X2X9 þ X2X4

ð14:12Þ

Fig. 14.6 Simplified fault tree for the reactor protection system
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In the probabilistic framework, two techniques as explained in previous section
are adopted here. In the first method, Monte Carlo simulation with 106 iterations
have been carried out which gave 106 sample of inputs (x1, x2 … x9) and associated
system output (yi), where ‘i’ denotes iteration number. Pearson correlation coeffi-
cient has been calculated with the Eq. (14.5) for each component. This coefficient
provides a measure of how much each input contributes to the output uncertainty,
larger the value higher the contribution. They are shown in Table 14.12 and ranked
in the decreasing order.

In the second method also, simulation has been carried out for 106 iterations and
calculated variance VY from the sample of yi. As per Eq. (14.6), Vi has to be
calculated for each component. This has been done by carrying out simulation again
keeping ith component at the fixed value (median) and allowing uncertainty in the
remaining components. Expected value (mean) of Yj is calculated from the simu-
lation for a fixed value of Xi. The simulations are repeated (j = 105) for various

Table 14.11 Component data

Component Probabilistic approach (lognormal) Fuzzy approach (triangular)

Median
probability

90 % error
factor

Low Median High

1 1.7e-5 10 1.70E-06 1.70E-05 1.70E-04

2 3.6e-4 3 1.20E-04 3.60E-04 1.08E-03

3 1.0e-3 3 3.33E-04 1.00E-03 3.00E-03

4 3.6e-4 3 1.20E-04 3.60E-04 1.08E-03

5 1.0e-3 3 3.33E-04 1.00E-03 3.00E-03

6 6.1e-3 4 1.53E-03 6.10E-03 0.0244

7 6.1e-3 4 1.53E-03 6.10E-03 0.0244

8 9.7e-4 10 9.70E-05 9.70E-04 9.70E-03

9 9.7e-4 10 9.70E-05 9.70E-04 9.70E-03

Table 14.12 Comparison of results for uncertainty importance measures

Component Correlation
coefficient

Variance based
method

Proposed method

rXiY Rank Vi/VY Rank Di Rank

1 0.621 1 0.4128 1 22.87 1

2 0.011 8/9 0.0011 8/9 9.703 8/9

3 0.024 6/7 0.0019 6/7 9.99 6/7

4 0.011 8/9 0.0011 8/9 9.703 8/9

5 0.024 6/7 0.0019 6/7 9.99 6/7

6 0.129 4/5 0.0271 4/5 11.41 4/5

7 0.129 4/5 0.0271 4/5 11.41 4/5

8 0.436 2/3 0.205 2/3 14.118 2/3

9 0.436 2/3 0.205 2/3 14.118 2/3
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values of Xi as per its PDF. Vi is obtained by calculating variance from the newly
generated sample of Yj. This procedure has been repeated for all the components
and calculated first order global sensitivity index (Eq. 14.32). Larger the value of
the index, higher will be the uncertainty contribution. Ranks are given to the
component in the decreasing order of values of the index as shown in Table 14.12.

In the fuzzy framework, the algorithm explained in Sect. 14.2.3 has been applied
and compared with the probabilistic methods. Di has to be calculated for each
component, which gives uncertainty importance measure. For components having
higher value of Di, uncertainty contribution will be larger. Ranks have been
obtained based on the calculated Di values of all components. They are shown
graphically in Fig. 14.7. Ranking based on the proposed approach is exactly
matching (see Table 14.12) with the conventional probabilistic approaches. The
proposed method is very simple and also computational effort required is less
compared with the probabilistic methods. Thus, in the fuzzy reliability models, the
algorithm is able to rank the components based on their uncertainty contribution.

In addition, component importance measuresalso can be obtained from the same
algorithm with small modification. In the calculation of Yi

R, keep Xi = 1and for Yi
L,

keep Xi = 0.With this modification, obtained measure denotes importance of the
component from the functional point of view. The results for the same system are
shown in Table 14.13. Using ISOGRAPH commercial software [72], probabilistic
based importance measures (Birnbaum importance) have been obtained (see
Table 14.13). The ranking for 1, 6, 7, 8, 9 are same in both the cases. However,
probabilistic approach is giving one rank for 2, 3, 4, 5 where as the proposed
method is able marginally distinguishing 2, 4 from 3, 5. Fuzzy based approach
looks more sensible when there is close importance between the components. Fuzzy
functional importance is graphically shown in Fig. 14.8.
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14.3 Treatment of Aleatory and Epistemic Uncertainties

The problem of acknowledging and treating uncertainty is vital for practical
usability of reliability analysis results. The randomness in the failure/repair phe-
nomena is classified under aleatory uncertainty and epistemic uncertainty is present
in assessing the parameters of the failure/repair probability density functions. The
distinction of uncertainties is useful for taking the reliability/risk informed decisions
with confidence and also for effective management of uncertainty. It is required to
treat both types of uncertainties to make the uncertainty analysis useful in decision
making. Knowing the sources of uncertainty involved in the analysis plays an
important role in handling it. If one knows why there are uncertainties and what

Table 14.13 Comparison of results for component importance measures

Component Birnbaum importance
(probabilistic)

Proposed method (fuzzy)

Value of measure Rank Value of measure Rank

1 1 1 81780 1

2 2.33e-3 4/5/6/7 244.119 6/7

3 2.33e-3 4/5/6/7 254.265 4/5

4 2.33e-3 4/5/6/7 244.119 6/7

5 2.33e-3 4/5/6/7 254.265 4/5

6 9.7e-4 8/9 177.041 8/9

7 9.7e-4 8/9 177.041 8/9

8 8.4e-3 2/3 822.75 2/3

9 8.4e-3 2/3 822.75 2/3
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kinds of uncertainties are involved, one has a better chance of finding the right
methods for reducing them [13, 73–76].

14.3.1 Epistemic and Aleatory Uncertainty in Reliability
Calculations

The inherent variability of failure and repair times of equipment imposes the use of
probabilistic models; as such phenomena cannot be dealt with deterministic
approaches. This variability is sometimes referred as ‘randomness’ or ‘stochastic
uncertainty’, commonly known as ‘aleatory uncertainty’, which cannot be reduced.
However, both deterministic and probabilistic approaches are built on a number of
model assumptions and model parameters that are based on what is currentlyknown
about the physics of the relevant processes and the behavior of systemsunder given
conditions. There is uncertainty associated with these conditions,which depends
upon state of knowledge, is referred as ‘epistemic uncertainty’ or ‘subjective
uncertainty’. It is important that the uncertainties in inherent variabilityof physical
processes (i.e., aleatory uncertainty ) and the uncertainties in knowledgeof these
processes (i.e., epistemic uncertainty) are properly accounted for. The impact of
these uncertainties must be addressed if the analysis is to serve as a tool in the
decision making process.

Figure 14.9shows the two reliability curves with the two values of the failure
rate.These curves are, of course, aleatory, since they deal with the observable
quantity “time.” The probability at time t is shown for each curve. Thus, for a given
time t, the Fig. 14.9 shows clearly that there are two possible values of the reli-
ability, eachwith its own probability. In this simple example, it is assumed that only
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Fig. 14.9 Aleatory reliability curves with epistemic uncertainty
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two valuesof the failure rate are possible. In real applications, the epistemic
uncertainty epistemic uncertainty about λ is usually expressed using a continuous
pdf π(λ). Then, it is customary to displaya family of curves for various percentiles
of λ. Figure 14.10 shows three curveswith λ being equal to the 5th, 50th, and 95th
percentiles of π(λ).

14.3.2 Need to Separate Epistemic and Aleatory
Uncertainties

The first, and most important, reason for keeping epistemic and aleatory uncer-
tainties separate is that it is mathematically more correct [76]. Mixing both the
uncertainties means that one can not see how much of the total uncertainty comes
from epistemic and aleatory uncertainties. If one knows that a large part of the total
uncertainty is due to epistemic uncertainty (as shown in Fig. 14.11) then by col-
lecting further information and thereby reducing total uncertainty one would be able
to improve the estimate of the future. On the other hand, if the total uncertainty was
nearly all due to variability (as shown in Fig. 14.12), it is a waste of time to collect
more information and the only way to reduce the total uncertainty would be to
change the physical system. In general, the separation of uncertainty allows
understanding what steps can be taken to reduce the total uncertainty of the model,
and allows gauging the value of more information or of some potential change to
the system one can make. Vose [76] explained that a much larger problem than
mixing epistemic and aleatory distributions together can occur when an aleatory
distribution is used as if it were epistemic distribution. Separating uncertainties very
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deliberately gives the discipline and understanding to avoid the much larger errors
that this mistake will produce. Now, having understood how useful it is to separate
uncertainties, one must see whether the effort is worth the extra information that can
be gained as applicable to specific problems under consideration. This is because
the separation of uncertainties is time consuming and cumbersome task.

14.3.3 Methodology for Uncertainty Analysis in Reliability
Assessment Based on Monte Carlo Simulation

Level-1 PSA studies of NPP focus on evaluation of core damage frequency con-
sidering failure and maintenance characteristics of various process and safety
systems in NPP. Availability is more commonly used to represent a maintainable
system which is a function of reliability and maintainability. Reliability is a func-
tion of time to failure and maintainability is a function of time to repair. Hence,
availability is the function of two random variables, viz., time to failure and time to
repair. The fault tree approach is used which estimates the average unavailability
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based on failure rates, repair rates and demand failure probabilities (stand by failure
rate) assuming all random variables (time to failure and time to repair of all
components in the system) are following exponential distribution. However, ran-
domness in unavailability is not quantified and also unavailability is approximated
when there is a complex scenario, for example, stand-by tested maintenance policy.
Availability modeling by stochastic simulation can quantify the aleatory uncertainty
and also unnecessary assumptions can be eliminated in complex scenario. The
second source of uncertainty in PSA is from parameters of PDF of failures and
repairs. In case of exponential PDF, the parameter is known as failure rate/repair
rate. Due to limitation in exactly assessing these parameters of the PDF, uncertainty
is present in it. This type of uncertainty falls in epistemic classification as it can be
reduced with more information. Having identified various uncertain parameters in
the model, methodology is explained here based on two-phase Monte Carlo sim-
ulation to quantify and separate both kinds of uncertainty (see Fig. 14.13) [77].

14.3.3.1 Methodology

1. Information regarding PDF of Time to Failure (TTF, operating), time to failure
(stand-by), and Time to Repair (TTR) of all components in the model are
collected. The uncertainty in the parameters of PDF (epistemic uncertainty) is
also generally characterized by a probability distribution. The current practice is
assigning a lognormal distribution to epistemic uncertainty with a median and
error factor (for most of the components IAEA TECDOC 478 gives error factor
or 5 and 95 % values). The same is integrated further with new information
(operating experience) if available to get improved estimate.

2. Distributions for PDF parameters of components are first sampled by any
sampling approach, like crude or Latin-hypercube sampling approach. This
action takes place in first loop of two loop sampling as depicted in Fig. 14.13.
The first loop or outer loop focuses on epistemic uncertainty and the second loop
or inner loop focuses on aleatory uncertainty.

3. Epistemic variables are treated as constants inside the second loop, i.e., the
sampled values from step 2 are passed on to second loop. Now in the second
loop, stochastic simulation has to be carried out. In addition to failure/repair
characteristics, maintenance policies of all components have to be collected
from the system technical specifications record. Information such as interval and
duration of surveillance test and preventive maintenance actions are obtained in
this step. System failure logic is obtained from qualitative FTA or RBD in the
form of minimal cut-sets (combination of minimum number of component
failures leading to system failures)

4. Generation of component state profiles Components are simulated for a speci-
fied mission time for depicting the duration of available (up) and unavailable
(down) states. If component is repairable as is the case for most of practical
systems, up and down states will come alternatively. Down state can be due to
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failure or scheduled maintenance activity. Duration of the state is random for up
state and also for down state if it is unscheduled repair, where as scheduled
maintenance activity may be a fixed value.
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Fig. 14.13 A methodology for uncertainty analysis in level-1 PSA
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4:1 Active Components Active component is the one which is in working
condition during normal operation of the system. Active components can be
either in success state or failure state. Based on the PDF of failure of
component, time to failure is obtained from the random variant calculations.
The failure is followed by repair whose time depends on the PDF of repair
time. This sequence is continued until it reaches the predetermined system
mission time.

4:2 Standby/Dormant Components These components are required on demand
due to the failure of active components. When there is no demand, it will be
in standby state or may be in failed state due to on-shelf failure. It can also
be unavailable due to test or maintenance state as per the scheduled activity
when there is a demand. This makes the component to have multi states and
such stochastic behaviour need to be modelled to exactly suit the practical
scenario. Down times due to the scheduled test and maintenance policies are
first accommodated in the component state profiles. In certain cases test
override probability has to be taken to account for its availability during
testing. As the failures occurred during standby period can not be revealed
till its testing, time from failure till identification has to be taken as down
time. It is followed by imposing the standby down times obtained from the
standby time to failure PDF and time to repair PDF. Apart from the
availability on demand, it is also required to check whether the standby
component is successfully meeting its mission. This is incorporated by
obtaining the time to failure based on the operating failure PDF and is
checked with the mission time, which is the down time of active component.

5. Generation of system state profile System state profile is developed by inte-
grating components state profiles with the system failure logic. Failure logic of
complex systems is generally derived from fault tree analysis, which is logical
and graphical description of various combinations of failure events. Fault tree
analysis represents failure logic of the system with the sum of minimal cut-sets.
In other words, system logic is denoted with series configuration of parallel
subsystems. Each minimal cut-set represents this subsystem which will have
certain basic components in parallel.

5:1 State profile for each minimal cut-set is generated based on component state
profiles obtained from steps 4.1 or 4.2. Down state is identified by calcu-
lating the duration that all the components in the cut-set under consideration
are simultaneously unavailable as it is equivalent to a parallel configuration.
MCS state is in up state in the remaining duration of the mission. Thus, state
profile for MCS is also in up and down states alternatively through out its
mission.

5:2 System states are generated from state profiles of MCS which are obtained
from step 5.1. As system is in series configuration of all MCS, down state of
every MCS imposes the same down state on the system. Thus all down
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states of all MCS are reflected in system state profile and the remaining time
of the mission is in the up state.

6. Steps 4 and 5 are repeated for sufficient number of iterations and required
measures of reliability such as PDF of TTF and TTR of system, availability, etc.
are obtained from the simulation results. This is one time execution of inner loop
and the uncertainty from randomness in reliability measures are obtained in this
step.

7. Check for the number of times first loop has to be executed, if it is less than the
predetermined number of iterations then go to step 2 where sampling is done
again for epistemic parameters and subsequently entering second loop.

8. After sufficient number of iterations of the outer loop, the summarized results for
failure time, repair time and unavailability looks like family of curves. Each
cumulative probability curve of these reliability measure denotes the uncertainty
due to randomness in failures and repairs, where as the spread is due to epi-
stemic uncertainty in the parameters of PDFs.

14.4 Dempster-Shafer Theory

Basic building block of Dempster-Shafer theory is mass function m, which is also
called as Basic Belief Assignment (bba) or Basic Probability assignment (bpa). It
can be said as an analogue of probability, a weight associated to an elementary
event. But, generally speaking, the term “basic probability assignment” does not
refer to probability in the classical sense. The value of the bba for a given set A
(represented as m(A)), expresses the proportion of all relevant and available evi-
dence that supports the claim that a particular element of Ω (the universal set)
belongs to the set A but to no particular subset of A. The value of m(A) pertains
only to the set A and makes no additional claims about any subsets of A. Any
further evidence on the subsets of A would be represented by another bba, m
(B) would the bba for the subset B.

Consider example of decision problem with n possible elements or states of
nature, which are mutually exclusive and totally exhaustive sets, represented by {a1,
a2, a3,…an}. Under the probability framework we assign probabilities to each state
of nature and these probabilities must add to one. Under the belief function
framework, basic belief masses or m-values are assigned not only to each state of
nature but also to all possible combinations of these states of nature. For example in
tossing of coin problem belief masses are assigned not only to head and tail but also
to combined head and tail (though they can not occur at the same time).
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mðHÞ þ mðTÞ þ mðT ;HÞ ¼ 1

so that

mðTÞ þ mðHÞ 6¼ 1

From the basic belief assignment, the upper and lower bounds of an interval can
be defined. This interval contains the precise probability of a set of interest (in the
classical sense) and is bounded by two non-additive continuous measures called
Belief and Plausibility.

Example 4 If F = {A1, A2, A3, A4} with m(A1) = 0.1, m(A2) = 0.3, m(A3) = 0.2, m
(A4) = 0.4, then calculate belief and plausibility of B?

Solution Belief and Plausibility of the set B (Fig. 14.14) can be calculated as
follows,

BelðBÞ ¼
X

Aj=Aj2B
mðAjÞ

In this example, A4 is fully contained in B and therefore

Bel Bð Þ ¼ mðA1Þ ¼ 0:1

PlsðBÞ ¼
X

Aj=Aj\B 6¼/

mðAjÞ ¼ Sum of all the sets which intersect with setB

In this example, the sets A1, A3, A4 intersect with B, the set A2 and B does not
intersect. Therefore Pls(B) is sum of bbas of A1, A3 and A4 only.

PlsðBÞ ¼ mðA1Þ þ mðA3Þ þ mðA4Þ ¼ 0:1þ 0:2þ 0:4 ¼ 0:7

B 

A1 

A2 

A3 

A4 

Fig. 14.14 Example problem
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Example 5 A person is suffering from any of the disease A, B or C and basic belief
assignments for the possible sets are given in Table 14.14. Quantify the uncertainty
about the disease.

Solution

BelðAÞ ¼ sum of basic belief assignments of subsets of A ¼ mðAÞ ¼ 0:2

PlsðAÞ ¼ sum of basic belief assignments of sets containing A

A can be present in a set containing A alone, a set containing A and B, a set
containing A and C and set containing A, B and C. Therefore

Pls(A) ¼ m(A)þm(A;B)þm(A;C)þm(Aþ Bþ C)

¼ 0:2þ 0:04þ 0:03þ 0:12 ¼ 0:39

Belief and plausibility for all hypotheses is shown in Table 14.14.
A belief measure (or a plausibility measure) becomes a probability measure

when all focal elements are singletons or the evidences are disjoint. In this case, we
have,

BelðaÞ ¼ probðaÞ ¼ PlðaÞ

Dempster Shafer structure is useful tool in risk analysis including epistemic
uncertainty. As epistemic uncertainty arises due to lack of knowledge and mea-
surement uncertainty the question raised is how to assign basic belief assignment to
particular uncertain variable. In turn there are five ways to do this:

1. Direct assumption
2. Modeling
3. Appeal to robust Bayes methods
4. Constraint propagation
5. Observation of measurements

Table 14.14 Basic belief
assignment, belief and
plausibility for example
problem

Hypothesis bba Belief Plausibility

Null 0 0 0

A 0.2 0.2 0.39

B 0.3 0.3 0.52

C 0.04 0.25 0.46

A or B 0.03 0.54 0.75

A or C 0.06 0.48 0.7

B or C 0.12 0.61 0.8

Any 0.1 1.0 1.0
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14.4.1 Belief and Plausibility Function of Real Numbers

For a finite Dempster-Shafer structure with basic belief assignment m and n focal
elements ai having masses pi. The upper bound for its distribution function is Pls(g
(z)) is the set of all real numbers less than or equal to z. Where g(z) is the set of all
real numbers less than or equal to z, gðzÞ ¼ fx : x 2 R; x� zg. Thus the function is

Pls g zð Þð Þ ¼
X
i

ai\gðzÞ6¼/

m aið Þ ð14:13Þ

Associated lower bound on the distribution function is

Bel g zð Þð Þ ¼
X
i

ai�gðzÞ

m aið Þ ð14:14Þ

Both of above functions are non-decreasing functions from the reals into [0,1].
For real numbers masses are assigned for elements having closed intervals and

these intervals and masses are called as Dempster structure. It is collection of pairs
consisting intervals and a mass. {([x1,y1], m1), ([x2,y2], m2), ([x3,y3], m3), ... ([xn,yn],
mn)}, where xi ≤ yi for all i, ∑mi = 1, and yi ≠ yj whenever xi = xj.

Example 6 Consider a uncertain variable x having Dempster Shafer structure
{([0,6],1/15), ( [3, 13], 1/15) ( [6, 16], 1/15) ( [10, 18], 1/15) ( [11, 19], 2/15) ( [12,
20], 1/15) ( [14, 20], 1/15) ( [16, 22], 1/15) ( [17, 23], 1/15) ( [19, 23], 1/15) ( [23,
27], 1/15),( [27, 29], 1/15), ( [31, 33], 1/15), ( [37, 39], 1/15),}. 1/15 is a belief mass
associated with variable x lying between 0 and 6. Similarly various belief mass have
been associated with variable x lying between the ranges. This Dempster structure is
shown in Fig. 14.15.

Solution Plausibility and Belief for the variable x is calculated using Eqs. 14.13 and
14.14 respectively and is shown in Fig. 14.16.

Fig. 14.15 Dempster Shafer structure
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14.4.2 Dempster’s Rule of Combination

Two BBA structures, m1 and m2, given by two different evidence sources, can be
fused by Dempster’s rule of combining in order to make a new BBA structure,

mðCÞ ¼

P
i; j

Ai\Bj ¼ C

m1ðAiÞm2ðBjÞ

1� K
ð14:15Þ

where K ¼ P
i; j

Ai\Bj ¼ /

m1ðAiÞm2ðBjÞ

K represents basic probability associated with conflict.

Example 7 From expert 1, for variable a, Dempster Shafer structure is
{([0.6,1],0.3), ( [1, 2], 0.6), ( [2, 3], 0.1)} Let A1 = [0.6,1], A2 = [1, 2] and A3 = [2, 3]
so that m1(A1) = 0.3,m1(A2) = 0.6 andm1(A3) = 0.1. Similarly, from expert 2, for the
same variable a, Dempster structure {([0.6,3], 0.6), ([1, 2], 0.4)} Let B1 = [0.6,3] and
B2 = [1, 2] so that m2(B1) = 0.6 and m2(B2) = 0.4.

Solution Since above two evidences comes from two different sources, Dempster’s
rule (Eq. 14.15) is used to combine them. The calculation using Dempster’s rule is
summarized in Table 14.15.
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Fig. 14.16 Belief and plausibility for variable x
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We have to form power set C, such that its subsets are intersections of subset of
A and subset of B.

Let C = {C1,C2,C3} and C1 = [0.6,1] C2 = [1, 2] C3 = [2, 3]
Here value K (probability mass associated with conflict) is equal sum of product

of bpas from two different sources, which are not intersecting. In above example A1

is not intersecting with. Similarly A3 is not intersecting with B2.

K ¼ m1ðA1Þm2ðB2Þ þ m1ðA3Þm2ðB2Þ
¼ 0:330:4þ 0:130:4 ¼ 0:12þ 0:04 ¼ 0:16

Now using Eq. (14.15)

mðC1Þ ¼ m1ðA1Þm2ðB1Þ
1� K

¼ 0:3� 0:6
1� K

¼ 0:18
1� 0:16

¼ 0:2143

mðC2Þ ¼ m1ðA2Þm2ðB1Þ þ m1ðA2Þm2ðB2Þ
1� K

¼ 0:6� 0:6þ 0:6� 0:4
1� 0:16

¼ 0:7143

mðC3Þ ¼ m1ðA3Þm2ðB1Þ
1� K

¼ 0:1� 0:6
1� K

¼ 0:06
1� 0:16

¼ 0:0:07143

Combined Dempster’s structure is {([0.6,1], 0.2143), ([1, 2], 0.7143), ([2, 3],
0.07143)}.

Dempster’s rule of combination is very useful in calculating the belief and
plausibility values when we have opinions from more than one expert.

14.4.3 Sampling Technique for the Evidence Theory

Sampling technique used in probabilistic method can also be used in the uncertainty
quantification of system output using evidence theory [78, 79]. In this technique
initially uniformly distributed random numbers are generated. Uncertain variables
of given uncertainty are generated by equating these numbers to belief function and
plausibility function. Two numbers are generated in this process, one is corre-
sponding to belief function and other is corresponding to plausibility function
(Fig. 14.17). This procedure is repeated for all the uncertain variables present in the
problem.

Table 14.15 Example—Combining evidences using Dempster’s rule

Expert 1 Interval bpa = m Interval bpa = m Interval bpa = m

[0.6,1] 0.3 [1, 2] 0.6 [2, 3] 0.1

Expert 2 Interval bpa = m

[0.6,3] 0.6 [0.6,1] 0.18 [1, 2] 0.36 [2, 3] 0.06

[1, 2] 0.4 – 0.12 [1, 2] 0.24 – 0.04
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To generate uncertain variable x having belief function Bel(x) and plausibility
function Pls(x)

xmax ¼ Bel�1 uð Þ
and

xmin ¼ Pls�1 uð Þ

where u is uniformly distributed random variable generated in particular simulation.
If g is response function of uncertain variables x1, x2, x3,…xn

g ¼ f x1; x2; x3; x4. . .. . .x5ð Þ:
gmin and gmaxvalues for particular simulation are

gmin ¼ min f x1; x2; x3; x4. . .. . .x5ð Þð Þand
gmax ¼ max f x1; x2; x3; x4. . .. . .x5ð Þð Þ:

Then belief of failure is

Bel Fð Þ ¼ n1=N

and Plausibility of failure is

Pls Fð Þ ¼ n2=N

Where n1 is number of simulations for which is gmin is less than zero and n2 is
number of simulations for which gmax is lesser than zero and N is total number of
simulations.
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Fig. 14.17 Sampling technique in evidence theory
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Example 8 A slab of thickness (L) 10 mm is insulated on one side at x = 0 and
cooled by fluid having bulk temperature100 °C. The heat generated (Q0) in the slab
is equal to 8 × 107 W/m3. Determine the probability of melting of slab.

Performance function is:

g ¼ Tm � Q0L2

2 k
þ Q0L

h
þ T1

� �
ð14:16Þ

Thermal conductivity ‘k’, heat transfer coefficient ‘h’ and melting temperature
‘Tm’ of material are considered as uncertain variable with basic belief assignment as
shown in Fig. 14.18.

Fig. 14.18 Basic belief assignment a Conductivity b Heat transfer coefficient c Melting
temperature

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 200 400 600 800 1000 1200

Tm

B
el

ie
f

Belief

Plausibility

P
la

u
si

b
ili

ty

Fig. 14.19 Belief and plausibility for melting temperature
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Solution Simulation technique is used for the calculation of belief of failure
and plausibility of failure. The belief and plausibility of thermal conductivity,
heat transfer, melting temperature, and performance function g are shown in
Figs. 14.19, 14.20, 14.21 and 14.22.

14.5 Probability Bounds Approach

Probability bounds approach combines probability theory and interval arithmetic to
produce probability boxes (p-boxes), structures that allow the comprehensive
propagation of both aleatory uncertainty and epistemic uncertainty through
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Fig. 14.20 Belief and plausibility for coefficient of heat transfer

Fig. 14.21 Belief and plausibility for thermal conductivity
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calculations in a rigorous way (Tucker and Ferson 2003 [55]; Morgan and Paredis
2006 [56]; Christopher Frey and Ranjit Bharvirkar 2002 [57]).

14.5.1 Computing with Probability Bounds

Williamson and Downs (1990) [58] provided explicit numerical methods for
computing bounds on the result of addition, subtraction, multiplication and division
of random variables when only bounds on the input distributions are given. These
algorithms have been implemented in software [55] and have been extended to
transformations such as logarithms and square roots, other convolutions such as
minimum, maximum and powers, and other dependence assumptions.

As all the necessary mathematical operations can be performed using p-boxes,
the input distributions used in a probabilistic risk assessment need not be particular,
well-defined statistical distributions. Suppose that variables A and B have bounds
(dA, uA) and (dB, uB) respectively, and that each of these four functions is evenly
discretized into m + 1 elements. Assuming A and B are independent; the bounds on
the sum A + B have a discretization

dAþBði=mÞ; uAþBði=mÞ i 2 f0; 1; 2; . . .;mg ð14:17Þ

where d(i/m) is approximated by the (i + im + m)th element of a numerical sorting
of the (m + 1)2 values
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Fig. 14.22 Belief and plausibility of performance function (g), Belief of melting = 0.000866,
Plausibility of melting = 0.215577, Number of simulations = 2000000
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dAðj=mÞ þ dBðk=mÞ 8j; k 2 f0; 1; 2; . . .;mg ð14:18Þ

and u(i/m) is approximated by the (i + im)th element of a numerical sorting of the
values

uAðj=mÞ þ uBðk=mÞ 8j; k 2 f0; 1; 2; . . .;mg ð14:19Þ

The algorithm for subtraction is virtually the same except that the pluses between
the d’s and the u’s are replaced by minuses. Multiplication and division use their
respective operators too, so long as both variables are strictly positive. A more
elaborate algorithm is required in the general case, although division is undefined
whenever the divisor includes zero.

Example 9 Determine p-box resulting from multiplication of A and B which are
second order random variables. Let A: Distribution is Lognormal with median [10,
20] and Error factor1 [2, 3]; B: Distribution is Lognormal with median [40, 120] and
Error factor [2, 3]

Solution The three graphs in Fig. 14.23 depict the modeling of a product of two
variables using these algorithms. The quantity A depicted in the graph is modeled as
a lognormal distribution whose median is in the interval [10, 20] and whose error
factor is in the interval [2, 3]. The distribution is truncated at the 0.5th and 99.5th
percentiles. B is also lognormal distribution with median in the interval [40, 120]
and error factor [2, 3].

The lognormal probability distribution function (PDF) is given by

f ðxÞ ¼ 1ffiffiffiffiffiffi
2p

p ðrxÞ e
ð�1

2½ln x�l
r �2Þ

Where μ and σ parameter of the distribution, given by

l ¼ ln(Median) and r ¼ ln(Error factor)=1:645

The multiplication A × B of these two quantities, computed under the assumption
that they are mutually independent, is depicted in the third graph of Fig. 14.23.

Figure 14.24 is a matrix containing a few of the calculations showing how this
multiplication is computed. Each multiplicand is decomposed into a collection of
intervals called focal elements. Each focal element is paired with a probability mass
that depends on the discretization scheme employed. In this case, 100 discretization
levels are used, so the focal elements are [d(i/100), u(i/100)], where i 2 {0, 1, 2, …,
99} and every probability mass is 1/100. The first line in each cell is an interval
focal element and the second line is the probability mass associated with that focal

1Error factor is a parameter of lognormal distribution. Standard deviation of lognormal distribution
is expressed as σ = ln(Error factor)/1.645.
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element. The elements of A are arrayed along the top row of the matrix. The
elements of B are in the first column. The cells inside the matrix form the Cartesian
product, crossing each element from A with every element from B. The first line of a
cell inside the matrix is determined by interval arithmetic on the corresponding
focal elements from A and B. Because the model asserts that the quantity is the
product of A and B, each of these interval operations is multiplication. The second
line in each cell is the probability mass associated with the interval on the first line.
The probability masses in the top row and first column are each 0.01; these are the
masses that arose from the discretization of the continuous distributions. The
masses inside the matrix are all 0.0001, which is the product (under independence)
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Fig. 14.23 P-box for A, B
and resulting p-box for A × B
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of 0.01 and 0.01. Because there are 100 focal elements in both A and B, there will
be 10,000 focal elements in their product. Williamson [58] describes a condensation
strategy that can reduce this number back to 100 in a way that conservatively
captures uncertainty.

Detailed Information About Calculations
A is lognormal distribution whose parameters are available as intervals, median (10,
20) and Error factor (2, 3). The p-box for A has to be calculated by taking all the
combinations such as (10; 2), (10; 3), (20; 2) and (20; 3) where first one is median
followed by error factor. Figure 14.25a shows graphically the plot of all four
distributions. The envelope over four distributions is the resulting p-box for A, as
shown in Fig. 14.25b. Similarly p-box has to be constructed for B. Each multi-
plicand is decomposed into a collection of intervals called focal elements. In this
case, 100 discretization levels are used, so the focal elements are [u(i/100),
d(i/100)], where i 2 {0, 1, 2, …, 99} and every probability mass is 1/100. F(x),
cumulative distributive function will take values from 0, 0.01, 0.02, 0.03, …, 0.99,
1.0. For example, for a value of F(x) = 0.8, there will be a corresponding value of x
for left distribution and also for right distribution. Thus A will be an interval [14.25,
35.1] at the CDF value of 0.8. Similarly, B will be an interval [57, 210.57] at the
CDF value of 0.8 (Fig. 14.26).

A      B [8.46, 45.02] 

0.01 
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0.01 
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0.01 
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Fig. 14.24 Matrix of interval focal elements (first line in each cell) and associated probability
mass (second line in each cell) used to compute the sum of a p-box and a probability distribution
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Now we have A[14.25, 35.1] and B[57, 210.57], the multiplication of two
intervals is based on the laws of interval arithmetic.2

A� B ¼ ½14:25� 57; 35:1� 210:57� ¼ ½812:25; 7391�

This calculation is for one Cartesian product. Because there are 100 focal ele-
ments in both A and B, there will be 10,000 focal elements in their product. They
will be condensed and the final result will look like as shown in Fig. 14.23 and
Table 14.16.
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Fig. 14.25 a Combination of
distributions—A b P-box
for A

2Let A = [a1, a2] and B[b1, b2] are two interval numbers then C[c1,c2] = A[a1, a2] * B[b1, b2] can be
defined as (* denotes any arithmetic operation)

C c1; c2½ � ¼ A a1; a2½ � þ B b1; b2½ � ¼ a1 þ b1; a2 þ b2½ �
C c1; c2½ � ¼ A a1; a2½ � � B b1; b2½ � ¼ a1 � b2; a2 � b1½ �
C c1; c2½ � ¼ A a1; a2½ � � B b1; b2½ �

¼ min a1 � b1; a1 � b2; a2 � b1; a2 � b2ð Þ; max a1 � b1; a1 � b2; a2 � b1; a2 � b2ð Þ½ �
C c1; c2½ � ¼ A a1; a2½ �=B b1; b2½ � ¼ A a1; a2½ � � B 1=b2; 1=b1½ �

.
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14.5.2 Two-Phase Monte Carlo Simulation

Treatment of epistemic and aleatory uncertainties in the simulation approach is
carried out by sampling epistemic variables in the outer loop and aleatory variables
in the inner loop. For a problem of second order random variable, the epistemic
uncertainty in the parameters of the distributions is sampled first and later the
randomness in the distribution is propagated. Unlike probability bounds approach
where it can solve only problem of second order random variables, simulation
approach can provide solution where epistemic and aleatory variables are com-
pletely separate also. For instance model uncertainty has to be kept separate from
input parameters of the model. Thus two-phase Monte Carlo provides solution for
two different problems of separating uncertainties. However, the computations will
increase exponentially with the increase in the number of variables. The procedure
for carrying out two-phase Monte Carlo simulation is explained below (see
Fig. 14.27).

1. Information regarding PDF of elements in the model and the uncertainty in the
parameters of PDF (epistemic uncertainty) (generally characterized by a prob-
ability distribution or an interval) is obtained.
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Fig. 14.27 Flowchart for two phase Monte Carlo approach
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2. Distributions for PDF parameters of components are first sampled by any
sampling approach, like crude or Latin-hypercube sampling approach. This
action takes place in first loop of two loop sampling as depicted in Fig. 14.27.
The first loop or outer loop focuses on epistemic uncertainty and the second loop
or inner loop focuses on aleatory uncertainty.

3. Epistemic variables are treated as constants inside the second loop, i.e., the
sampled values from step 2 are passed on to second loop. Now in the second
loop, simulation is carried out by sampling aleatory variables.

4. Step 3 is repeated for sufficient number of iterations and required measures of
uncertainty is obtained from the simulation results. This is one time execution of
inner loop and the uncertainty from randomness are obtained in this step.

5. Check for the number of times first loop has to be executed, if it is less than the
predetermined numbers of iterations then go to step 2 where sampling is done
again for epistemic parameters and subsequently entering second loop.

6. After sufficient number of iterations of the outer loop, the summarized results
looks like family of curves. Each cumulative probability curve of these denotes
the uncertainty due to randomness, where as the spread is due to epistemic
uncertainty in the parameters of PDFs.

For the example explained in the previous section on multiplication of two
second order random variables (A × B), two-phase Monte Carlo simulation is
applied with the same input information. In the present case 100 iterations in the
outer loop and 10,000 iterations in the inner loop are performed in the two-phase
Monte Carlo sampling procedure. The result obtained with 100 × 10,000 iterations
with crude sampling is shown Fig. 14.28. The result is in good agreement with the
result obtained from probability bounds approach.

In the large majority of cases, the focus is on the uncertainties regarding the
numerical values of parameters of a given model (parameter uncertainty), rather on
uncertainty regarding the validity of model it self. Since the model attempts to
simulate reality, it is inevitable that there will be simplifying assumptions and

0

0.2

0.4

0.6

0.8

1

1 10 100 1000 10000 100000

C
um

. P
ro

b.

A×B 
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idealizations of rather complex processes and phenomena. There are uncertainties
introduced by the relative inadequacy of the conceptual models, the mathematical
models, and model assumptions. This uncertainty is called model uncertainty.
Though model uncertainty is also knowledge-based uncertainty as the parameter
uncertainty, it is required to keep different from the later in order to see its
stand-alone impact. Two phase Monte Carlo methodologies can be applied to solve
this problem. But, probability bounds is not suitable to solve this problem, it is
useful only to solve second order random variable problem. The obtained result will
be a collection of distributions representing model uncertainty, while the spread of
distributions represents parameter uncertainty.

14.5.3 Uncertainty Propagation Considering Correlation
Between Variables

In most of uncertainty studies, it is assumed that variables are statistically inde-
pendent. But neglecting dependency between the variables may underestimate/
overestimate the results which may mislead decision making. Hence, it is important
to account for statistical dependencies between the variable if they exist [8]. There
are essentially two obstacles that complicate the handling of dependencies. The first
is the potential complexity of dependencies and the second is that empirical
information is usually lacking.

There are several strategies a Monte Carlo analyst can use to account for
knowledge and uncertainty about correlations and dependencies. These include
assuming independence, functional modeling, simulating observed correlations,
assuming perfect covariance, and assuming linear dependency. The probability
bounds approach can also account for dependencies between variables in the same
manner as the Monte Carlo approach. Additionally, probability bounds approach
can be used to calculate bounds that allow for precisely specified copulas that fully
characterize the statistical dependence [55].

In the domain of system reliability/availability assessment, Apostolakis [13]
pointed out that there is correlation or coupling among the data of identical basic
events such as the failure of two identical basic events such as the failure of two
identical pumps, circuit breakers, etc. This correlation means that the data of
identical basic events are entirely correlated and should be treated as a single
random variable rather than statistically independent random variable in the
uncertainty analysis. Using this premise, in case of Monte Carlo simulation
approach same random variate should be used for identical basic events. In the
present problem, MCPS, it has identical circuit breakers, rectifiers, batteries,
inverters, switches and buses. Instead of 24 basic events as is the case with inde-
pendent assumption calculations, now it is reduced to 7 random variables.
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In case of probability bounds approach, Williamson and Downs [58] described
numerical methods for computing bounds without using an assumption of inde-
pendence between the variables. Bounds on the sum of A and B, for example, are

dði=mÞ ¼ min
m

j¼i
ðdAðj=mÞ þ dBðði� jþ mÞ=mÞÞ

uði=mÞ ¼ min
i

j¼0
ðuAðj=mÞ þ uBðði� jÞ=mÞÞ

ð14:20Þ

where i varies between 0 and m (discretization levels). These bounds are guaranteed
to enclose the true answer no matter what correlation or statistical dependency
exists between A and B. Similar expression can be used for other arithmetic
operations also.

14.6 Case Study to Compare Uncertainty Analysis
Methods

All the different approaches available in the literature to propagate uncertainty are
different from each other, in terms of characterizing the input parameter uncertainty
and also in the kind of propagation from parameter level to model output level.
Probabilistic approaches characterize the uncertainty in the parameter by a proba-
bility distribution. Interval approach represents with an interval having lower bound
and upper bound. Fuzzy Set Theory based approach characterizes uncertainty by a
fuzzy membership function. Different methods for uncertainty propagation available

Table 14.17 Comparison of methods for uncertainty propagation

S.
no.

Method Representation of uncertainty Propagation to
output

1. Probabilistic methods

a. Analytical methods
(Method of Moments)

Moments of the parameters
(mean and variance)

Analytical

b. Simulation (crude
Monte-Carlo and Latin
Hypercube sampling)

Probability distributions Simulation

c. Discrete Probability Probability distributions Analytical

2. Interval Analysis Intervals Interval arithmetic

3. Fuzzy set theory Fuzzy membership function Fuzzy arithmetic

4. Dempster-Shafer theory Dempster-Shafer structures,
Possibility and Probability
distributions

Combination of
analytical and
simulation

5. Probability bounds P-boxes Cartesian product of
intervals and
probabilities
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in the literature are summarized in Table 14.17. The first three approaches are fun-
damentally different from each other where as the last two methods are integration of
the first three methods. However, the different approaches to dealing with uncertainty
presented above have proved to possess different desirable and undesirable features,
making them only contextually useful in different situations [80]. A comparative
study is presented here on various uncertainty propagation methods available in the
literature with a case study on the availability assessment of Main Control Power
Supply (MCPS) system of NPP. Merits and demerits of each method are discussed.

14.6.1 Availability Assessment of MCPS Using Fault Tree
Analysis

240 V AC MCPS is a very important support system in Nuclear Power Plant which
provides uninterrupted A.C. power supply to safety related loads such as reactor
regulation systems and safety system loads such as shut down systems. The
schematic diagram of this system is shown in Fig. 14.2 [24].

TOP
2

MCPS
Failure

F2

No supply
from F2

F4

No supply
from F4

F6

No supply
from F6

NOSPLYF2

No input
supply

F2GND

F2 BUS
ground

IPU1

No supply
to UPS1

U1SW

UPS1 switch
failure

U1

UPS 1
unavailble

SU4

UPS4 
unavailble

Fig. 14.29 Simplified fault
tree of MCPS
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There are four (Uninterrupted Power Supply) UPSs namely, UPS-1, UPS-2,
UPS-3 and UPS-4; and four UPS batteries (BY) viz., BY-1, BY-2, BY-3 and BY-4.
UPS-1, UPS-2 and UPS-3 are having in-built static switches for transferring the
load to standby UPS which is UPS-4. Ch-A/D/Y (Bus F2) loads are fed from
UPS-1, Ch-B/E/Z (Bus F6) loads are fed from UPS-2, Ch-C/F (Bus F4) loads are
fed from UPS-3, and UPS-4 is standby UPS. Input supply to UPS-1 and UPS-3, and
UPS-2 and UPS-4 is taken from division I and division II of class III respectively
(Refer Fig. 14.2).

Unavailability model is obtained with the help of fault tree analysis technique.
Failure criterion is unavailability of power supply at 2 out of 3 buses. Fault tree is
developed and the minimal cut-sets and unavailability of the system are obtained
using ISOGRAPH [72]. There are 24 components identified in the system and
219minimal cut sets are obtained from the analysis. A simplified fault tree and thefirst
30 minimal cut sets of MCPS are shown in Fig. 14.29 and Table 14.18 respectively.

14.6.2 Uncertainty Propagation in MCPS with Different
Methods

14.6.2.1 Interval Analysis

The uncertainty in the variables is specified as interval number in this approach. The
intervals should represent the absolute bounds of the uncertain parameter that one
wants to explore in the analysis. Table 14.19 gives the intervals chosen for the
uncertain variables in unavailability expression of MCPS [80]. The system
unavailability obtained after carrying out interval arithmetic is [1.44E-7, 1.17E-5].

Benefits Interval analysis is a straightforward, easily explainable simple method.
Interval analysis can be used whatever the source of uncertainty. Interval analysis is
very well suited for screening studies, due to inherent conservatism and simplicity.

Limitations As one is working with only the ranges of the inputs, these ranges
can grow very quickly, making the results highly conservative in many real-life
situations. To some extent, the approach is paradoxical, since it implies that one
cannot know the exact value of a parameter, but the exact bounds may be known.
The methodology compounds aleatory and epistemic uncertainty.

14.6.2.2 Fuzzy Arithmetic

The uncertainty in parameters are specified as triangular fuzzy numbers using the
simple strategy of allowing alpha-level 0 be represented by the intervals specified
above, and alpha-level 1 to be represented by the best estimate. It is characterized
by three values as shown in Table 14.19 for all the unavailability of components
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[27, 35]. The following expressions are used for calculating unavailability for
different alpha cuts:

Unava: ¼ lower bound þ ðbest estimate� lower bound�Þ�; for left leg

Unava: ¼ upper bound þ ðbest estimate� upper bound�Þ �; for right leg

ð14:21Þ

Software has been developed for carrying out these analyses. If the model output
expression is non-linear then optimized vertex method shall be used [38]. As the
present output expression is simply the sum of products of component unavaila-
bilities, simple alpha-cut method is sufficient. The resulting fuzzy number for
MCPS unavailability is shown in Fig. 14.30. Not surprisingly, the range of resulting
unavailability at alpha = 0 is the same as for interval analysis. At alpha-level 0,

Table 14.18 List of minimal cut-set

S. no. Cut set S. no. Cut set

1 F2GND F6GND 16 UPS1BATR UPS3BATR DIV1

2 F4GND F6GND 17 UPS1INV UPS2BATR UPS2RECT

3 F2GND F4GND 18 UPS2INV UPS3BATR DIV1

4 F2GND U3SWOPN 19 UPS2INV UPS3BATR UPS3RECT

5 F4GND U2SWOPN 20 UPS2INV UPS1BATR UPS1RECT

6 F6GND U1SWOPN 21 UPS3INV UPS1BATR UPS1RECT

7 F4GND U1SWOPN 22 UPS3INV UPS2BATR DIV2

8 F2GND U2SWOPN 23 UPS3INV UPS2BATR UPS2RECT

9 F6GND U3SWOPN 24 UPS1INV UPS3BATR DIV1

10 UPS3INV UPS2INV 25 UPS1INV UPS3BATR UPS3RECT

11 UPS1INV UPS3INV 26 UPS3INV UPS1BATR DIV1

12 UPS1INV UPS2INV 27 UPS2INV UPS1BATR DIV1

13 U1SWOPN U3SWOPN 28 UPS1INV UPS2BATR DIV2

14 U3SWOPN U2SWOPN 29 F2GND UPS3INV UPS4INV

15 U1SWOPN U2SWOPN 30 F6GND UPS3INV UPS4INV

Table 14.19 Unavailability of components as uncertain parameters

Component description Interval Fuzzy number

BUS F GROUND [1.83E-04, 1.65E-03] [1.83E-04, 5.50E-04, 1.65E-03]

UPS SWITCH OPEN [3.33E-05, 3.00E-04] [3.33E-05, 1.00E-04, 3.00E-04]

UPS INVERTER [3.66E-05, 3.30E-04] [3.66E-05, 1.10E-04, 3.30E-04]

UPS BATTERY [8.33E-05, 7.50E-04] [8.33E-05, 2.50E-04, 7.50E-04]

UPS RECTIFIER [1.83E-04, 1.65E-03] [1.83E-04, 5.50E-04, 1.65E-03]

CIRCUIT BREAKER [3.00E-06, 2.70E-05] [3.00E-06, 9.00E-06, 2.70E-05]

DIVISION [1.83E-04, 1.65E-03] [1.83E-04, 5.50E-04, 1.65E-03]
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obviously the most conservative range is displayed, where as at alpha-level 1 the
most optimistic estimation is presented. The intermediate alpha levels can only be
interpreted as alpha increases, the level of conservatism decreases.

Benefits: Fuzzy arithmetic is the generalization of interval analysis and com-
putations are easy to carry out. It does not require detailed empirical information
like shape of distribution, dependencies and correlations. Fuzzy numbers are robust
representation of uncertainty when empirical information is very sparse.

Limitations: Fuzzy arithmetic is inherently conservative as inputs are treated
fully correlated. The meaning of alpha, the level of conservatism, is not clear and
because of this it is not yet widely used in performance analysis. The level of
conservatism with fuzzy arithmetic is in between interval analysis and Monte Carlo
based methods. Repeated parameters may constitute a computational problem
leading to unnecessarily conservative results.But fuzzy numbers handle certain
types of uncertainty better than probabilistic methods and vice versa. Nevertheless,
no methods are available with in fuzzy framework to keep different types of
uncertainty separate in an analysis.

14.6.2.3 Monte Carlo Simulation

Probabilistic approaches characterize the uncertainty in the parameter by a proba-
bility distribution. The base resource document for failure data given by USNRC
[81] and IAEA [82] suggests considering lognormal distribution for epistemic
uncertainty in unavailability. With the more plant specific information available,
Bayesian updating technique will be used to get better estimations by integrating
new evidence with the prior distribution.

In theMCPS problem, lognormal distributions are consideredwith themedian as the
best estimate and error factor is considered as 3. Crude Monte Carlo sampling scheme
was used for the sampling procedure. 50,000 iterations are used as convergence
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Fig. 14.30 Resulting fuzzy number for unavailability of MCPS
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for simulation. Software has been written to carry out the simulations. The resulting
probability distribution for unavailability of MCPS is shown in Fig. 14.31.

Benefits The sampling based methodologies are fairly simple to implement and
user-friendly software is available for analysts. One can use information on corre-
lation and dependencies between the variables to see what impact they have on the
uncertainty in the final results even though such a study has not been attempted here.

Limitations More information is required, for example, information on distri-
bution of variables and their correlations. This forces the analyst to make
assumptions, for example, independent variables, which might lead to narrower
distribution for the system characteristic than justified. It is not possible to separate
aleatory and epistemic uncertainty with in the classical Monte Carlo approach.

14.6.2.4 Dempster-Shafer Theory

Former methods can handle either with model parameters having probability dis-
tributions or fuzzy membership functions. Uncertainty quantification based on
Dempster-Shafer theory is explored here in the context of availability models where
certain parameters of model are probability distributions and certain parameters of
model are fuzzy membership functions and presented in this section.

In the MCPS problem using evidence theory, information used in fuzzy arith-
metic (Table 14.19) for unavailability of UPS switches (3) and batteries (4) and
information used in Monte Carlo simulation (Sect. 14.6.2.3) for remaining com-
ponents (17) is considered here. Thus 7 fuzzy numbers and 17 probability distri-
butions are there for propagation. Computer code has been developed to carry out the
calculations. The resulting Belief and Plausibility distributions for Unavailability of
MCPS which were calculated with 50,000 iterations are shown in Fig. 14.32.
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Benefits: General theory which contents probability and possibility theories. This
can handle uncertainty quantification of model which is having some parameters as
probability distributions and some parameters as possibility distributions. It can
give common framework for imprecision and variability modelling.

Limitations: One of the major difficulties in applying evidence theory to an
engineering system is the computational cost. Unlike the probability density
function or possibility distribution function (membership function of fuzzy vari-
able), there is no explicit function of the given imprecise information in evidence
theory. Since many possible discontinuous sets can be given for an uncertain
variable instead of a smooth and continuous explicit function, intensive computa-
tional cost might be inevitable in quantifying uncertainty using evidence theory.
However, with the incredible development in the computer technology for data
processing at unprecedented levels, the computational cost is no longer a limitation.

14.6.2.5 Probability Bounds Analysis

Calculation in case of probability bounds involve following steps [83]:

• Convert component uncertainty information to p-boxes. It has to be done for all
the components (24 in this case)

• Generation of p-box for each cut-set:
• Cut-set is the product of certain number of components (say ‘n’). This is done

iteratively, for example if there are ‘n’ components in a cut-set, then there will
be ‘n-1’ multiplication operations have to be carried out. First two elements in
the cut-set are multiplied to generate a p-box, now this is multiplied with p-box
of third element in the cut-set. This will go on till ‘n-1’ multiplications are
achieved.
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• From step (ii), p-box is obtained for each cut-set. Now, p-box addition has to be
done to sum up all the cut-sets. If there are ‘N’ numbers of cut-sets, then there
will be ‘N-1’ p-box additions have to be carried out. This step generates final
p-box for the overall system unavailability.

Uncertainty in the parameters of the lognormal distribution are specified as
intervals as shown in Table 14.20.

Figure 14.33 shows probability bounds for the system unavailability of MCPS
compared with Monte Carlo simulation result.

With precise information about probability distribution of input variables of the
model, uncertainty analysis with conventional Monte Carlo simulation approach is
simple and straight forward to apply. But in scenarios such as (i) if the shape of the
distribution is unknown or (ii) both the parameters of the distributions and shape

Table 14.20 Unavailability of components as uncertain parameters

Component description Unavailability of component (lognormal
distribution)

Mean Standard deviation

BUS F GROUND [6.01e-4, 1.37e-3] [2.65e-4, 1.03e-3]

UPS SWITCH OPEN [1.09e-4, 2.5e-4] [4.81e-5, 1.87e-4]

UPS INVERTER [1.2e-4, 2.75e-4] [5.29e-5, 2.06e-4]

UPS BATTERY [2.73e-4, 6.24e-4] [1.2e-4, 4.68e-4]

UPS RECTIFIER [6.01e-4, 1.37e-3] [2.65e-4, 1.03e-3]

CIRCUIT BREAKER [9.83e-6, 2.25e-5] [4.33e-6, 1.68e-5]

DIVISION [6.01e-4, 1.37e-3] [2.65e-4, 1.03e-3]
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(but some constraints on distribution, for example: min, max, mean, variance are
available) are uncertain, analysis with simulation is very difficult. No general
method is available in the simulation approach to comprehensively solve such
scenarios. Applying simulation approach in such situations to yield less conser-
vative results with unjustified assumptions (such as assuming shape of distribution
and parameters) may not be technically correct. Though a common strategy is to try
a few parametric distributions, but the result would not be comprehensive. The level
of effort necessary to perform such computations and interpret the results would be
very high. In contrast, Probability bounds approach provides effective solution in
these scenarios. P-box can be constructed to comprehensively enclose all possible
distributions that satisfy known constraints which can be used to propagate this
uncertainty through to the model result.

14.6.3 Observations from Case Study

The four methods, namely, interval arithmetic, fuzzy arithmetic, Monte Carlo
simulation and Dempster-Shafer theory are different from each other, in terms of
characterizing the input parameter uncertainty and also in kind of propagation from
parameter level to model output level. All the four methods have different desirable
and undesirable features making them more or less useful in different situations.

The uncertainty bound given by interval arithmetic and fuzzy arithmetic is
[1.44E-7, 1.17E-5] whereas the same with Monte Carlo simulation (98% confi-
dence limits) is [7.86E-7, 4.5E-6]. This shows that interval and fuzzy approaches
are conservative compared with Monte Carlo method. The former methods are
inherently conservative whereas the lattermethod can underestimate uncertainty in
certain cases due to assumptions such as independent variables. Moreover, inter-
pretation of uncertainty for intermediate alpha-cut values in fuzzy arithmetic is not
as clear as with probabilistic approaches. However, resources required for doing
interval and fuzzy arithmetic, for example, computational requirements and infor-
mation of uncertainty at component level are less. Fuzzy arithmetic is less con-
servative than interval arithmetic as repeated parameters may constitute a
computational problem, leading to unnecessary conservative results with interval
arithmetic. When there is limited empirical information, one can make use of
subjectively assigned distributions and carry out fuzzy arithmetic at less compu-
tational burden. But if one wants to use information on correlations and depen-
dencies between variables and detailed information is there about uncertainties in
parameters, then Monte Carlo simulation is suitable. Dempster-Shafer theory
contents probability and possibility theories and can handle uncertainty quantifi-
cation of model which is having some parameters as probability distributions and
some parameters as possibility distributions. It can give common framework for
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imprecision and variability modelling. One of the major difficulties in applying
Dempster-Shafer theory to an engineering system is the computational cost. Since
many possible discontinuous sets can be given for an uncertain variable instead of a
smooth and continuous explicit function, intensive computational cost might be
inevitable in quantifying uncertainty using evidence theory.

Remarks In spite of several potential applications of reliability assessment for its
system effectiveness, the uncertainties associated with parameters, models, phe-
nomena and assumptions are limiting its usage. Knowing the sources of uncertainty
involved in the analysis plays an important role in handling it. If one knows why
there are uncertainties and what kinds of uncertainties are involved, one has a better
chance of finding the right methods for reducing them. Problem of acknowledging
and treating uncertainty is vital for quality and practical usability of the analysis
results. Uncertainty propagation methods focus on how one can assess the impact of
these uncertainties in the input parameters on the model output.

The different approaches available in the literature for propagation of uncertainty
are discussed. They are different from each other, in terms of characterizing the
input parameter uncertainty and also in propagation from parameter level to model
output level. A case study on 240V AC MCPS of a typical Indian NPP has been
carried out, in which different features of methods of uncertainty propagation
surveyed are highlighted. However, the different approaches to dealing with
uncertainty presented have proved to possess different desirable and undesirable
features, making them more or less useful in different situations (Table 14.21).
When there is limited empirical information, one can make use of subjectively
assigned possibility distributions and carry out fuzzy arithmetic at less computa-
tional burden. But if one wants to use information on correlations and dependencies
between variables and detailed information is there about uncertainties in param-
eters, then Monte Carlo simulation is suitable. In availability models where there
are both probability and possibility distribution parameters, Dempster-Shafer theory
based approach is found to be the only suitable for uncertainty propagation.

Table 14.21 Potential area of applications for different methods

Method Potential areas of application

Interval and fuzzy 1. Limited information is available

Arithmetic 2. Large number of fault trees and event trees

Monte carlo simulation 1. Detailed information is available

2. Correlations exist

Dempster-Shafer
approach

Both probability and possibility distributions are present in the
model

Probability bounds Imprecise shape and parameters
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Table A.2 Quantiles for Student’s t distribution

d.c. (m) Level of significance (a)

0.20 0.10 0.05 0.02 0.01 0.005 0.001

1 3.08 6.31 12.71 31.82 63.66 127.32 635.62

2 1.89 2.92 4.30 6.97 9.93 14.09 31.60

3 1.64 2.35 3.18 4.54 5.84 7.45 12.94

4 1.53 2.13 2.78 3.75 4.60 5.60 8.61

5 1.48 2.02 2.57 3.37 4.03 4.77 6.86

6 1.44 1.94 2.45 3.14 3.71 4.32 5.96

7 1.42 1.90 2.37 3.00 3.50 4.03 5.41

8 1.40 1.86 2.31 2.90 3.36 3.83 5.04

9 1.38 1.83 2.26 2.82 3.25 3.69 4.78

10 1.37 1.81 2.23 2.76 3.17 3.58 4.59

11 1.36 1.80 2.20 2.72 3.11 3.50 4.44

12 1.36 1.78 2.18 2.68 3.06 3.43 4.32

13 1.35 1.77 2.16 2.65 3.01 3.37 4.22

14 1.34 1.76 2.15 2.62 2.98 3.33 4.14

15 1.34 1.75 2.13 2.60 2.95 3.29 4.07

16 1.34 1.75 2.12 2.58 2.92 3.25 4.02

17 1.33 1.74 2.11 2.57 2.90 3.22 3.97

18 1.33 1.73 2.10 2.55 2.88 3.20 3.92

19 1.33 1.73 2.09 2.54 2.86 3.17 3.88

20 1.33 1.73 2.09 2.53 2.85 3.15 3.85

21 1.32 1.72 2.08 2.52 2.83 3.14 3.82

22 1.32 1.72 2.07 2.51 2.82 3.12 3.79

23 1.32 1.71 2.07 2.50 2.81 3.10 3.77

24 1.32 1.71 2.06 2.49 2.80 3.09 3.75

25 1.32 1.71 2.06 2.48 2.79 3.08 3.73

26 1.32 1.71 2.06 2.48 2.78 3.07 3.71

27 1.31 1.70 2.05 2.47 2.77 3.06 3.69

28 1.31 1.70 2.05 2.47 2.76 3.05 3.67

29 1.31 1.70 2.04 2.46 2.76 3.04 3.66

30 1.31 1.70 2.04 2.46 2.75 3.03 3.65

40 1.30 1.68 2.02 2.42 2.70 2.97 3.55

60 1.30 1.67 2.00 2.39 2.66 2.91 3.46

120 1.29 1.66 1.98 2.36 2.62 2.86 3.37

Infinity 1.28 1.64 1.96 2.33 2.58 2.81 3.29
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Table A.3 Quantiles for the Chi-Square distribution

d. f. (m) Level of significance (a)

0.99 0.98 0.95 0.90 0.80 0.70 0.50 0.30

1 0.00016 0.0006 0.0039 0.016 0.064 0.148 0.455 1.07

2 0.020 0.040 0.103 0.211 0.446 0.713 1.386 2.41

3 0.115 0.185 0.352 0.584 1.005 1.424 2.366 3.66

4 0.30 0.43 0.71 1.06 1.65 2.19 3.36 4.9

5 0.55 0.75 1.14 1.61 2.34 3.00 4.35 6.1

6 0.87 1.13 1.63 2.20 3.07 3.83 5.35 7.2

7 1.24 1.56 2.17 2.83 3.82 4.61 6.35 8.4

8 1.65 2.03 2.73 3.49 4.59 5.53 7.34 9.5

9 2.09 2.53 3.32 4.17 5.38 6.39 8.34 10.7

10 2.56 3.06 3.94 4.86 6.18 7.27 9.34 11.8

11 3.1 3.6 4.6 5.6 7.0 8.1 10.3 12.9

12 3.6 4.2 5.2 6.3 7.8 9.0 11.3 14.0

13 4.1 4.8 5.9 7.0 8.6 9.9 12.3 15.1

14 4.7 5.4 6.6 7.8 9.5 10.8 13.3 16.2

15 5.2 6.0 7.3 8.5 10.3 11.7 14.3 17.3

16 5.8 6.6 8.0 9.3 11.2 12.6 15.3 18.4

17 6.4 7.3 8.7 10.1 12.0 13.5 16.3 19.5

18 7.0 7.9 9.4 10.9 12.9 14.4 17.3 20.6

19 7.6 8.6 10.1 11.7 13.7 15.4 18.3 21.7

20 8.3 9.2 10.9 12.4 14.6 16.3 19.3 22.8

21 8.9 9.9 11.6 13.2 15.4 17.2 20.3 23.9

22 9.5 10.6 12.3 14.0 16.3 18.1 21.3 24.9

23 10.2 11.3 13.1 14.8 17.2 19.0 22.3 26.0

24 10.9 12.0 13.8 15.7 18.1 19.9 23.3 27.1

25 11.5 12.7 14.6 16.5 18.9 20.9 24.3 28.2

26 12.2 13.4 15.4 17.3 19.8 21.8 25.3 29.3

27 12.9 14.1 16.2 18.1 20.7 22.7 26.3 30.3

28 13.6 14.8 16.9 18.9 21.6 23.6 27.3 31.4

29 14.3 15.6 17.7 19.8 22.4 24.6 28.3 32.5

30 15.0 16.3 18.5 20.6 23.4 25.5 29.3 33.5

1 1.64 2.7 3.8 5.4 6.6 7.9 9.5 10.8

2 3.22 4.6 6.0 7.8 9.2 10.6 12.4 13.8

3 4.64 6.3 7.8 9.8 11.3 12.8 14.8 16.3

4 6.0 7.8 9.5 11.7 13.3 14.9 16.9 18.5

5 7.3 9.2 11.1 13.4 15.1 16.3 18.9 20.5

6 8.6 10.6 12.6 15.0 16.8 18.6 20.7 22.5

7 9.8 12.0 14.1 16.6 18.5 20.3 22.6 24.3

8 11.0 13.4 15.5 18.2 20.1 21.9 24.3 26.1

9 12.2 14.7 16.9 19.7 21.7 23.6 26.1 27.9
(continued)
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Table A.3 (continued)

d. f. (m) Level of significance (a)

0.99 0.98 0.95 0.90 0.80 0.70 0.50 0.30

10 13.4 16.0 18.3 21.2 23.2 25.2 27.7 29.6

11 14.6 17.3 19.7 22.6 24.7 26.8 29.4 31.3

12 15.8 18.5 21.0 24.1 26.2 28.3 31.0 32.9

13 17.0 19.8 22.4 25.5 27.7 29.8 32.5 34.5

14 18.2 21.1 23.7 26.9 29.1 31.3 34.0 36.1

15 19.3 22.3 25.0 28.3 30.6 32.8 35.5 37.7

16 20.5 23.5 26.3 29.6 32.0 34.3 37.0 39.2

17 21.6 24.8 27.6 31.0 33.4 35.7 38.5 40.8

18 22.8 26.0 28.9 32.3 34.8 37.2 40.0 42.3

19 23.9 27.2 30.1 33.7 36.2 38.6 41.5 43.8

20 25.0 28.4 31.4 35.0 37.6 40.0 43.0 45.3

21 26.2 29.6 32.7 36.3 38.9 41.4 44.5 46.8

22 27.3 30.8 33.9 37.7 40.2 42.8 46.0 48.3

23 28.4 32.0 35.2 39.0 41.6 44.2 47.5 49.7

24 29.6 33.2 36.4 40.3 43.0 45.5 48.5 51.2

25 30.7 34.4 37.7 41.6 44.3 46.9 50.0 52.6

26 31.8 35.6 38.9 42.9 45.6 48.3 51.5 54.1

27 32.9 36.7 40.1 44.1 47.0 49.6 53.0 55.5

28 34.0 37.9 41.3 45.4 48.3 51.0 54.5 56.9

29 35.1 39.1 42.6 46.7 49.6 52.3 56.0 58.3

30 36.3 40.3 43.8 48.0 50.9 53.7 57.5 59.7
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AC power supply system, 133, 134, 136, 151
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Advanced first order second moment method,
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Aleatory uncertainty, 125, 391, 459–461, 496,
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Allowable outage time uncertainty, 398, 426,
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Alpha—factor model, 362
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Associative law, 21
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293–295, 298, 299, 321, 323, 331, 332,
407, 422, 436, 509, 519, 524, 525,
541, 542, 548, 553
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Average energy not supplied
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B
Basic adequacy indices
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362–364, 378, 416, 417, 424, 429,
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Bathtub curve, 2, 189
Baye’s theorem, 467, 469
Bearings, 47, 58, 72, 219, 238–240
Belief, 23, 463, 466, 467, 473, 522, 524–532,

549
Bending, 244, 266, 492
Beta factor model, 359–361
Bimodal bounds, 285, 289
Binary gate, 110
Binomial distribution, 34–37, 39, 58
Binomial failure rate model
Birnbaum importance, 348–350, 429, 515, 516
Black box models, 191, 192
Boolean algebra, 19, 21, 109, 114, 344, 354,

358
Bridge network, 90, 490, 491
Brittle fracture, 223
Bulk power interruption index
Bulk power/energy curtailment index
Bulk power-supply average mw curtailment

index

C
Capability maturity model, 169, 199
Capacitors, 49, 161, 162, 165, 167, 175
Capacity, 133, 174, 223, 239, 244, 258, 301,

304, 306, 308, 492
Capacity outage probability table
Cavitation, 226, 234
Centroid, 55
Chi-square distribution, 56–58
Classical set theory, 19
Class IV power supply, 134, 347, 398, 408
Common cause failures, 335, 352, 353, 354,

361, 404, 405, 424, 496, 497, 506–508
Commutative law, 21
Complementation law, 21
Composite system reliability
Compression spring, 234, 235, 237
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Conditional core damage probability, 431, 433,
445

Conditional event, 110
Conditional probability, 24, 25, 27, 33, 287,

430, 431, 441, 447, 467, 468
Consequence, 1, 4, 6, 7, 14, 24, 85, 106,

110, 186, 239, 305, 307, 335–341,
343, 344, 347, 368, 378, 398, 402,
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434–436, 449, 453, 472

Containment spray system, 115, 116
Contamination factor, 240
Continuous probability distributions, 29, 34, 40
Correlation, 14, 269, 284, 481, 495, 496,

498, 506, 507, 509, 540, 544, 545, 552
Correlation coefficient, 268, 270, 290, 479,

497, 500, 502, 504, 509, 514
Correlation matrix, 229, 269, 270, 285, 290,

500
Coverage, 93
Creep failures, 224
Crude sampling, 137, 140, 498, 540
Cumulative distribution function, 29, 30, 37,

40, 60, 137, 336, 386, 463, 502, 504
Customer average interruptions frequency

index
Customer satisfactory index, 206
Cut-set, 89, 92, 133, 134, 136, 416, 502, 513,
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D
Defect density, 202, 208
Defect rating, 200, 201, 203, 207, 210
Deferential importance measure
Delphi method, 473, 474
Demand failure probability, 70, 391, 421
De Morgan’s laws, 21
Dempster-Shafer theory, 465, 526, 548, 551,

552
Dependent failure, 140, 220, 352, 441, 444,

495, 497
Dielectric break down, 175, 177
Discrete probability distribution, 28, 34
Distribution system reliability, 19
Distributive law, 117
Durability, 219, 220, 234
Dynamic fault tree gates, 104, 120, 140, 141,

143, 147, 151, 157, 377
Dynamic reliability analysis, 140, 384

E
ECCS recirculation, 420
Electrical power system, 398

Electro migration, 177
Electronics reliability, 8
Emergency power supply, 90, 350, 360, 411
Environment factor, 167, 169
Epistemic uncertainty, 383, 391, 459, 465, 496,

504, 516–518, 520, 526, 528, 537, 539,
545

Erlangian distribution, 55
Event tree analysis, 11, 342, 381
Evidence theory, 465, 466, 523, 530, 549, 550,

552
EXOR gate, 111
Expected damage cost
Expected demand not supplied
Expected duration of load curtailment
Expected energy not supplied
Expected frequency of load curtailment
Expected load curtailments
Expert elicitation, 11, 472, 473
Expert judgment, 11, 191, 472
Expert opinion, 429, 435, 436, 472, 475
Exponential distribution, 40, 41, 65, 68, 70, 72,

93, 126, 127, 158, 483, 484, 520
Extended β factor model, 359, 362, 405
Extension principle, 489

F
Failure frequency, 125, 130, 137, 363, 408,
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Failure modes, 75, 161, 164, 172, 221, 231,
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Failure surface, 257, 263, 264, 271
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Fault tolerant systems, 104
Fault tree analysis, 10, 75, 93, 104, 115, 123,

133, 136, 141, 301, 416, 498, 509, 525,
543

FDEP gate, 143, 149
F-distribution, 57, 70
Field programmable gate array, 161, 164, 180
First order reliability method, 258, 264, 280
First order second moment fosm method, 259
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Four state markov model, 444, 451
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Fussel-vesely importance, 349, 429
Fuzzy arithmetic, 464, 486, 488, 489, 510, 544,

549, 551–553
Fuzzy logic, 203, 205, 207
Fuzzy number, 464, 488, 488–490, 510, 511,

544, 549
Fuzzy set, 488, 490, 510, 511
Fuzzy uncertainty importance measures, 511

G
Gamma distribution, 53, 55, 56, 327, 471
Generation facility
Genetic algorithms, 416
Genetic operators, 421
Geometric averaging, 475
Geometric distribution, 28, 39, 40
Goodness-of-fit tests, 71
Group maturity rating, 200, 201, 207, 210

H
Hardware reliability, 172, 188
Hazard rate, 2, 33, 61, 72, 125, 137, 188, 442,

472
Helical compression spring, 235
Hierarchical Bayes method, 471
Hierarchical level, 299, 332
House event, 110
Human cognitive reliability model, 371
Human error probability, 385, 388, 405, 415
Human interactions, 367, 369, 375, 415
Human reliability analysis, 11, 15, 367, 370,

381, 405, 415
Hyper geometric distribution, 39

I
Idempotency law, 21
Identity law, 21
Importance measures, 15, 125, 348, 351, 411,

426, 429, 508, 515
Importance sampling, 137, 486, 498
Inductors, 162, 163, 165
Infant mortality, 2, 168, 188, 226, 250
Inhibit gate, 104
Initiating events, 340, 342, 368, 399, 424,

462, 470
In-service inspection, 13, 395, 426, 427, 436,
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