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Preface

The phenomenal growth of the Internet has resulted in the availability of

huge amounts of online information, a situation that is overwhelming to

the end-user. To overcome this problem personalization technologies have

been extensively employed across several domains to provide assistance in

filtering, sorting, classifying and sharing of online information.

The objective of this book is to foster the interdisciplinary discussions

and research in the diversity of personalization and recommendation tech-

niques. These techniques depend on various sources such as domain knowl-

edge, user modeling and user demographics. These fields of research are

now being covered by several cross disciplinary societies. It is also the goal

of this book to foster the discussions between researchers in pattern recog-

nition community and those in other societies, and address personalization

techniques at a broader level.

The first International Workshop on Web Personalization, Recom-

mender Systems and Intelligent User Interfaces (WPRSIUI’05) was orga-

nized to address issues related to user interfaces, personalization techniques

and recommender systems. It was held in Reading, UK in October 2005.

The program committee consisted of a group of well-known researchers and

practitioners in the area. Twenty papers were presented at the workshop,

the topics ranging from user modeling, and machine learning, to intelli-

gent user interfaces and recommender systems. To solicit papers for this

book, authors of the best papers from the workshop were invited to resub-

mit their extended versions for review along with other papers submitted

through the open call. After a prestigious selection process involving two

rounds of committee reviewing followed by editors’ final review, we are

delighted to present the following twelve (12) papers.

The first paper “Personalization-Privacy Tradeoffs in Adaptive Infor-

mation Access” is an invited contribution by Prof. Barry Smyth. This

paper presents the challenges of adapting different devices such as mobile

phones to access online information.

v
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The next three papers discuss issues related to user modeling techniques.

In “A Deep Evaluation of Two Cognitive User Models for Personalized

Search ”, Fabio Gasparetti and Alessandro Micarelli present a new tech-

nique for user modelling which implicitly models the user’s preferences. In

“Unobtrusive User Modeling for Adaptive Hypermedia”, Hilary Holz, Katja

Hofmann and Catherine Reed present a user modeling technique which im-

plicitly models the user’s preferences in an educational adaptive hypermedia

system. In “User Modelling Sharing for Adaptive e-Learning and Intelligent

Help”, Katerina Kabassi, Maria Virvou and George Tsihrintzis present a

user modeling server with reasoning capability based on multicriteria deci-

sion making theory.

Continuing on from the user modeling theme the next three papers

discuss issues related to collaborative filtering. In “Experimental Anal-

ysis of Design Choices in Multi-Attribute Utility Collaborative Filtering

on a Synthetic Data Set”, Nikos Manouselis and Constantina Costopoulou

present the experimental analysis of several design options for three pro-

posed multiattribute utility collaborative filtering algorithms. In “Efficient

Collaborative Filtering in Content-Addressable Spaces”, Shlomo Berkovsky,

Yaniv Eytani and Larry Manevitz describe a fast heuristic variant of a col-

laborative filtering algorithm that decreases the computational effort re-

quired by the similarity computation and neighbourhood formation stages.

In “Identifying and Analyzing User Model Information from Collaborative

Filtering Datasets ”, Josephine Griffith, Colm O’Riordan and Humphrey

Sorensen present a technique of extracting features from the collaborative

filtering datasets to be used in modeling groups of users.

Finally the last five papers discuss issues related to content-based rec-

ommender systems, hybird systems and machine learning methods. In

“Personalization and Semantic Reasoning in Advanced Recommender Sys-

tems”, Yolanda Blanco Fernandez, Jose Pazos Arias, Alberto Gil Solla,

Manuel Ramos Cabrer and Martin Lopez Nores present a hybrid-based

recommender system framework which uses semantic information for user

modeling. In “Content Classification and Recommendation Techniques for

Viewing Electronic Programming Guide on a Portable Device”, Jingbo Zhu,

Matthew Ma, Jinghong Guo and Zhenxing Wang present a content-based

recommender system which presents a personalized browsing and recom-

mendations of TV programs. In “User Acceptance of Knowledge-based Rec-

ommenders”, Alexander Felfering, Eric Teppan and Bartosz Gula present a

knowledge based recommender system for e-commerce. In “Restricted Ran-

dom Walks for Library Recommendations”, Markus Franke and Andreas
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Geyer-Schulz present an implicit recommender system which uses restricted

random walks for a library application system. In “An Experimental Study

of Feature Selection Methods for Text Classification”, Gulden Uchyigit and

Keith Clark present a comparative study of feature selection method. The

above twelve papers represent many interesting research efforts and cover

several main categories of personalization and recommendation. This book

is dedicated to bringing together recent advancements of personalization

techniques for recommender systems and user interfaces. It is also of par-

ticular interest to researchers in industry intending to deploy advanced

techniques in their systems.
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User Modeling and Profiling

1
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Chapter 1

Personalization-Privacy Tradeoffs in Adaptive Information

Access

Barry Smyth

Adaptive Information Cluster
School of Computer Science and Informatics

University College Dublin
Belfield, Dublin 4, Ireland

Barry.Smyth@ucd.ie

As online information continues to grow at an exponential rate our abil-
ity to access this information effectively does not, and users are often
frustrated by how difficult it is to locate the right information quickly
and easily. So-called personalization technology is a potential solution
to this information overload problem: by automatically learning about
the needs and preferences of users, personalized information access so-
lutions have the potential to offer users a more proactive and intelligent
form of information access that is sensitive to their long-term prefer-
ences and current needs. In this paper, we document two case-studies
of the use of personalization techniques to support information brows-
ing and search. In addition, we consider the inevitable privacy issues
that go hand-in-hand with profiling and personalization techniques and
highlight the importance of striking the right balance between privacy
and personalization when it comes to the development and deployment
of practical systems.

1.1. Introduction

The success of the information revolution has been largely characterized by

the incredible growth in the information that is available, as the Internet

and electronic media continues to expand at an incredible pace. There is a

darker side to this revolution, however, as users are becoming increasingly

frustrated by how difficult it can be to access the right information at

the right time. This is exacerbated by a number of factors beyond the

obvious issues such as the sheer quantity and diversity of information that

3
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is available. For example, we are using a wide range of devices to access

online information, from the traditional PC to the mobile phone, PDAs,

and Interactive TV (ITV). These various devices have a wide range of

limitations that present their own challenges when it comes to adapting

services for their capabilities. In addition, the type of person regularly using

information services has changed over the years. Today the vast majority

of users are not the information experts anticipated by many information

access technologies in the past. For example, the average Web searcher

is not an information retrieval expert and cannot readily produce the sort

of meaningful and informative queries that most search engines require in

order to efficiently respond to a user’s needs.

In response to these challenges researchers have highlighted the poten-

tial value of so-called personalized information services,2,10,22,24,26,28,30–32

services that are capable of adapting to the learned needs and priorities of

individual and groups of users. Personalization technology combines ideas

from user profiling, information retrieval, artificial intelligence and user in-

terface design, in order to develop information services that are more proac-

tive and sensitive to our individual preferences. By monitoring our online

behavior, for example, it is possible to construct a user profile that accu-

rately captures our information preferences and this profile can then be used

to adapt a particular information service in response to these preferences.

This paper will describe two case-studies for personalizing two very dif-

ferent modes of information access (browsing versus search) in two very dif-

ferent content domains (the Mobile Internet versus the World-Wide Web).

To begin with, we will focus on the Mobile Internet where information

browsing is the primary mode of information access and we will describe

how personalization techniques can be used to automatically adapt the

structure of a mobile portal to reflect the preferences of an individual user.

In the second case-study we will focus on the more traditional Web, but

this time examine how personalization techniques can be used in the con-

text of Web search to adapt search results for the needs of a community of

like-minded users. In each case-study we will motivate the need for person-

alization, describe the personalization techniques that have been deployed,

and outline some evaluation results that highlight the potential value of

these techniques for the domain at hand.

It is worth noting that the research behind both case-studies has been

published in separate articles previous to this. However in this article our

focus is on contrasting these approaches to personalized information access

and consider their pros and cons with respect to the different ways that they
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balance the personalization opportunity with users’ likely privacy concerns.

1.2. Case-Study 1 — Personalized Mobile Portals

Mobile phones are now poised to overtake more traditional information

access devices (e.g. desktop and laptop PCs) as the dominant platform for

Internet information access in many markets. A recent report published by

Strategy Analytics shows that mobile phone subscriptions approached 2.2

billion at the end of 2005 and are forecast to reach 2.5 billion by the end

of 2006.13 Indeed, at the time of writing, a new report by Ipsos Insight

highlights how mobile phone ownership is now reaching saturation levels in

many areas of the world. According to market research firm Ipso Insight,11

globally, 28% of mobile phone subscribers have used their phones to browse

the Internet (just over a 3% increase on 2004 figures). In Japan 40% of

subscribers use the Mobile Internet while in Europe, France and the UK

are leading the way; according to a 2005 Forrester Research study, 21% of

European mobile subscribers use Mobile Internet services at least once per

month, for example, refer to Ref. 35. Given this growth in Mobile Internet

usage, and mobile information access in general, it is likely that the Mobile

Internet will rapidly become a vital source of anytime, anywhere access to

information for hundreds of millions of users.

However, there are problems. Mobile devices are not ideal information

access devices, as we shall see. They have limited display capabilities and

even more limited input features, all of which conspire to make mobile

information access extra challenging from a usability viewpoint. In what

follows we will describe some of these challenges in more detail, and outline

their implications when it comes to mobile browsing. Particular attention

will be paid to the so-called click-distance problem, which highlights how

onerous it can be for users to navigate to content via mobile portals .

We will go on to describe and evaluate how portals can be adapted in

line with the browsing habits of users so as to significantly reduce the

click-distance problem and lead to a corresponding increase in usability

and usage.

1.2.1. The challenges of mobile information access

The Mobile Internet refers to the delivery of a variety of data services across

wireless networks for Internet-enabled handsets, including Web-style infor-

mation content, email services, games, maps, etc. Access devices range
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from limited, first-generation WAP (Wireless Application Protocol) phones

to today’s sophisticated PDAs and so-called smart phones. In the past, the

usability of these mobile services has been compromised by limited device

functionality, bandwidth and content. Today’s new generation of 3G mo-

bile services, however, represents a significant step forward so that major

bandwidth and content issues have largely been resolved, with the latest

phones offering users significant interface and functionality improvements

over the original models. Nevertheless significant and challenging usability

problems still remain. For example, mobile portals suffer from the prevail-

ing once-size-fits-all approach to portal design that has been inherited from

the traditional Web-space. The core problem being that the menu-driven

nature of mobile portals (see Fig. 1.1), means that users spend a signif-

icant amount of their time online navigating to content through a series

of hierarchical menus (their navigation time), and relatively limited time

interacting with content (their content time). This limits the overall user

experience since navigation time is essentially valueless, at least from a

user’s perspective.23,27

1.2.1.1. Mobile internet devices

From a user-experience viewpoint, one of the key features of the Mobile

Internet is the degree to which existing consumer devices represent a signif-

icant step backwards in terms of their functionality, at least when compared

to the traditional Internet device (the desktop PC or laptop). In particular,

presentation and input capabilities tend to be extremely limited on most

mobile devices. For instance, a typical desktop PC, with a screen size of

1024×768 pixels, offers more than 10 times the screen real-estate of a PDA,

and more than 20 times the screen space of Internet phones (e.g. I-mode

and Vodafone Live! handsets or Microsoft’s SmartPhone).

Mobile handsets are further limited by their capacity to receive user

input. The keyboard and mouse functionality of a modern PC are notably

absent and the mobile phone numeric keypad makes it extremely difficult

for user to input any quantity of information. From a Mobile Internet

viewpoint, these devices restrict input features to simple scroll and select

keys that allow the user to scroll through menu lists and perform simple

selections. Some improvements are present in most PDAs, which tend to

offer touch sensitive screens that are easier to manipulate. Nevertheless

data input remains difficult at best.
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Fig. 1.1. Modern mobile portals offer users menu-driven access to content. The example

screenshots show a sequence of menus from a portal home page to a local cinema site.
In this scenario, the user is expected to navigate to their favourite cinema by scrolling
to, and selecting, the appropriate intermediate menus (Entertainment, Cinema, Movie

Times, Dublin Cinemas, etc.). A total of 15 clicks are ultimately required, made up of
4 menu selections and 11 menu scrolls.

1.2.1.2. Browsing versus search on the mobile internet

These differences that exist between mobile handsets and more traditional

Internet devices, such as PCs and laptops, directly influence the manner

in which users access information using these devices. For example, on the

Internet today search has largely become the primary mode of information

access. It is relatively easy for users to input search queries and search

engines have improved significantly in their ability to respond intelligently

to user needs. In addition the large screen sizes make it feasible for users

to efficiently parse the longs lists of search results returned. In contrast,

search is far more problematic on mobile devices. Entering queries is simply

too time consuming and complex for the average user to tolerate and small

screen sizes make it practically impossible for users to easily process the
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result lists returned. As a result, browsing is the primary mode of infor-

mation access on the Mobile Internet. Instead of searching for information,

users attempt to navigate to information by using mobile portals. Today

the vast majority of Mobile Internet services are accessed via an operator

portal with direct search constituting a small fraction (<10%) of Mobile In-

ternet activity. This distinction between alternative modes of information

access on the mobile and fixed Internet is an important one and it sets the

scene for this case-study. To help users to locate information and services

more effectively on the Mobile Internet we must attempt to improve the

efficiency of mobile portal browsing or navigation.

1.2.2. The click-distance problem

Mobile portals are examples of hierarchical menu systems (HMS), which

have a long history of research when it comes to understanding their general

usability and navigation characteristics.12,14,15,17,19,34,36–38 Much of this

early research has focused on the structural properties of hierarchical menu

systems, for example, their depth and width, as they relate to the ability

of a user to easily navigate through the HMS. The evidence is clear: the

complexity of a hierarchical menu system has a significant impact on its

usability and the ability of users to navigate through menu levels. The

type of menu hierarchies found on the Mobile Internet have been found to

be subject to similar findings with portal complexity modeled in terms of

the number of device interactions (i.e. menu selections and scrolls) needed

for a user to locate a particular item of content.

The scale of the navigation problem associated with mobile portals

today, and the mismatch between user expectations and realities, is

highlighted by a number of early studies on mobile usability. For in-

stance, Ref. 23 highlights how the average user expects to be able to access

content within 30 seconds, while the reality was closer to 150 seconds at

the time of the study. The time it takes a user to access a content item is

a useful measure of navigation effort and the navigation effort associated

with an item of content depends on the location of that item within the

portal structure, and specifically on the number of navigation steps that

are required in order to locate and access this item from the portal home

page.

With most mobile phones today, there are two basic types of navigation

action. The first is the select : the user clicks to select a specific menu

option. The second is a scroll : the user clicks to scroll up or down through
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a series of options. Accordingly, an item of content, i, within a mobile

portal can be uniquely positioned by the sequence of selects and scrolls

needed to access it, and the navigation effort associated with this item can

be simply modeled as click-distance, the corresponding number of these

selects and scrolls [see Eq. (1.1)] . This simple model of click-distance has

been shown to be a strong predictor of the navigation time associated with

its access.27,32,33

Click − Distance(i) = Selects(i) + Scrolls(i) (1.1)

Recent studies illustrate the extent of the click-distance problem. For

example, a recent analysis of 20 European mobile portals reports an av-

erage click-distance in excess of 16.27 In other words, a typical European

mobile user can expect to have to make 16 or more clicks (scrolls and se-

lects) to navigate from their portal home page to a typical content target.

Moreover, on average European portals are organized such that less than

30% of content sites are within 10–12 clicks of the portal home page; 10–12

clicks corresponds to a navigation time of about 30 seconds, which is ex-

pected by Mobile Internet users.23 In other words the majority of mobile

portal content was found to be essentially invisible to users because of its

positioning within its parent portal.

1.2.3. Personalized navigation

One way to relieve the navigation problem is to reduce the click-distance

of a portal (see Ref. 20). But large click-distances are a fundamental fea-

ture of a one-size-fits- all approach to portal design and optimizing a menu

structure for the needs of some imaginary “average user” is unlikely to ben-

efit individual users. However, a solution is at hand: instead of presenting

the same portal to each and every user it is possible to use user profiling

and personalization techniques to learn about the preferences of individual

users in order to strategically adapt the structure of the portal on a user by

user basis.2,3,8,21,22,24,31–33 Each time a user accesses a given menu, m, this

menu is dynamically created based on their short and long-term behavior.

Importantly, the click-distance of the content items that a user is likely to

be interested in is reduced by promoting these items to higher menus within

the portal structure.
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1.2.3.1. Profiling the user

Tracking user accesses across a mobile portal provides the basis for an

effective profiling mechanism. Individual menu accesses are stored in a so-

called hit-table, which provides a snapshot of a user’s navigation activity

over time. For example, Fig. 1.2 indicates that a user has accessed option

B from menu A 10 times and option C 90 times; of course in reality other

activity information including device, temporal and location information

is normally stored as part of this evolving profile, but a more detailed

discussion is outside of the scope of this paper.

B

D E

C

F G

A

D E F G

(100)

(10) (90)

(10)(80)(5)(5)

B

D E

C

F G

A

D E F G

(100)

(10) (90)

(10)(80)(5)(5)

(100)

(10) (90)

(10)(80)(5)(5)

Fig. 1.2. The user hit-table reflects portal access frequencies at the level of an individ-
ual user. One such hit-table is stored for each unique user as a record of their access
behaviour.

B

D E

C

F G

A

D E F G

(40)

(20) (20)

(10)(10)(10)(10)

B

D E

C

F G

A

D E F G

(40)

(20) (20)

(10)(10)(10)(10)

Fig. 1.3. The static hit-table is used to encode a default portal structure. A single-static
hit-table is maintained across all portal users and the relative values of the hit-table nodes
provide one way to control the sensitivity of the portal to the activities of users.

In fact two types of hit-table are used: a global, static hit-table that

is initialized with respect to the default portal structure [Fig. 1.3]; and a
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user hit-table that records each user’s individual history. The static ta-

ble makes it possible to deliver a default menu structure during the early

sessions. This will be over-ridden by the personalized menu, during later

sessions, once a user’s access probabilities build-up as a result of their ac-

tivity. Moreover, the hit values set in the static table make it possible

to control personalization latency — low values mean that personalization

takes effect very quickly.

1.2.3.2. Personalizing the portal

To build a personalized menu m we must identify the k most probable

options for m (the k options with the highest Pu(o|m) values — the prob-

ability that user u will access option o given that they are in menu m)

using the frequency information in the user and static hit-tables. Consider

the data in Fig. 1.2 and Fig. 1.3] wit respect to the construction of menu

A. The access probabilities can be determined as shown in Fig. 1.4. In

descending order of access probability we have C,F,B,G,D, and E. For

k = 3, C, F and B are selected, in order, for menu A.

The complexity of the proposed personalization method depends on the

complexity of the process that identifies the k most probable options for the

menu,m. As described this can mean examining not just the default options

of m, but also all the options contained in menus that are descendants of m;

essentially a breadth-first search from m to the content leaves of the menu

tree is required. Fortunately, a more efficient algorithm is possible once we

recognize that, by definition, Pu(o|m) is always greater than or equal to

Pu(o′|m) where o′ is an option of a menu, m′, which is itself a descendent

of m through o. This means that we can find the k most probable nodes for

menu m by performing a depth-limited, breadth-first search over the menu

tree rooted at m. We only need to expand the search through an option

o′ if Pu(o′|m) is greater than the kth best probability so far found. Once

again, a detailed description of this issue is beyond the scope of the current

Fig. 1.4. Sample access probabilities.
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paper but the interested reader is referred to Refs. 32 and 33 for further

information.

The approach just described supports two types of menu adaptations

called vertical promotions. A menu option may be promoted within its par-

ent menu; that is, its relative position within the parent menu is adjusted.

A promotion between menus occurs when an option is promoted into an

ancestral menu. Of course promotions are side-effects of the probability

calculations. In the above example, option F is promoted to A’s menu —

options can even be promoted from deeper levels if appropriate — because

it is a probable destination for this user. If F is subsequently selected from

A, it is added to A’s hit table entry for that user, so the next time that A

is created, the computation of P (F |A) must account for the new data on

F . Specifically, assuming a single access to F as an option in A, we get:

P (F |A) = 1/101 + (110/141)(10 + 80/20 + 90) = 0.647.

An example of a portal after personalization has occurred is presented

in Fig. 1.5. In this case, the original portal presented in Fig. 1.1 has been

adapted, based on their usage history, to provide more direct access to local

cinema listings. In this example, the Entertain option on the home page

has been promoted to be the top option and their local cinema’s site (Ster

Century) has been promoted out of the Movie Times section of the portal

and into the Entertain menu.

1.2.4. Evaluation

We believe that user satisfaction will be significantly enhanced by using

personalization to reduce the click-distance of a mobile portal, on a user by

user basis. In turn, by enhancing user satisfaction we expect to experience

a significant increase in portal usage as users come to recognize the value of

the Mobile Internet. The evaluation presented in this section is part of a set

of live-user field trials carried out on European mobile portals. In this case

the trial consisted of a two-week profiling period in which no personalization

took place, but the behavior of the users was monitored in order to profile

their navigation patterns. The remaining four weeks were divided into two

two-week personalization periods. During this time profiling continued but

in addition, personalization was switched on so that users experienced a

new portal structure that was adapted to their navigation preferences. The

reported trial consists of 130 trialists from a variety of backgrounds and

with a range of mobile usage habits and handsets.
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Fig. 1.5. Screenshots showing a portal after it has been personalized to provide the user
with more direct access to their local cinema listings. Note that the Entertainment menu
in the portal home page has now been promoted to the top of the page and that the Ster

Century local cinema option has been promoted from the depths of the entertainment
section of the portal right to the top of the main entertainment menu. Due to the
consistent past behavior of this example user, their local cinema is now within 2 clicks
of the portal home page, instead of the 15 clicks required to access this service in its
default portal position.

1.2.4.1. Click-distance reduction

Figure 1.6 illustrates how portal click-distance is altered during the trial

as a result of personalization. In this instance click-distance is measured

in terms of the average click-distance from the home page to each user’s

top three most frequently accessed sites. In summary, the results show

how a starting click-distance of 13.88 for the static portal drops by over

50% to 6.84 during the first personalization period and by a further 2% for

the final period. These results show two things: first that significant click-

distance reductions are possible; and second, these reductions are realized

very rapidly, in this case after only two weeks of profiling, which corresponds

to about 3–5 sessions per user, there is a marked impact on click-distance
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and thus, we assume, navigation effort.

Fig. 1.6. Click-distance results.

Fig. 1.7. Navigation time per site access.

1.2.4.2. Navigation time versus content time

Navigation effort is considered explicitly in Fig. 1.7, which shows the time

taken by a typical user navigating to a typical content site; this was obtained

by computing the average navigation time per session and dividing by the

average number of sites visited per session. Navigation time is seen to

decrease significantly during the trial, as the portal adjusts to each user’s
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Fig. 1.8. Content time results.

habits. During the control period, the average trialist was taking nearly 32

seconds to navigate to a typical content site. However, this falls to about

16 seconds as a result of personalization, a relative reduction of about 50%.

In contrast, when we look at the daily content time for users (Fig. 1.8) we

find that there is a significant increase due to personalization. Over the

four-week personalization period (weeks 3–6) average daily content time

increases by over 16% overall. During the static period the average total

daily content time per trialist is about 312 seconds compared to over 364

seconds as an average of the four-week personalization period. Moreover,

if we look at the average content time for the final two trial weeks (as

opposed to the final four weeks) we find a relative increase of more than 22%

(average content time of nearly 383 seconds). Thus, the relative increase

in content time for the final two weeks of the trial (22.45%) has more than

doubled in comparison to the first two weeks of personalization (10.89%);

as personalization, proceeds so too do the usage benefits increase.

Of course mobile operators have largely moved from time-based Mo-

bile Internet charging models towards content-based models. The results

in Fig. 1.9 show that this extra content time arises because users are down-

loading additional content by visiting extra sites and services. For example,

we see that users are visiting between 24% and 28% extra content sites per

day as a result of personalization, which has significant revenue implications

for mobile operators.
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Fig. 1.9. Site-hit results.

1.3. Case-Study 2: Personalized Web Search

For our second case-study we look at information access on the Web, fo-

cusing on Web search as the primary way for people to locate Web-based

information services today. We are all familiar with query-based Web search

and we have all participated in the rapid growth of search engines over the

past 10 years. Recent statistics by search engine marketing service, Search

Engine Watch (www.searchenginewatch.com), estimates that in the United

States alone, there were in the region of 200 million searches per day during

March 2006. However, although today’s search engines have evolved from

their information retrieval roots, they continue to struggle when it comes

to delivering the right information at the right time to the right user. In

this case-study we will explore some of the challenges facing Web search

engines and explain how one particular approach to personalization can

have a significant benefit when it comes to delivering relevant results to

communities of like-minded searchers.

1.3.1. The challenges of web search

Web search is challenging for a variety of reasons. For a start the sheer scale

and heterogeneity of the Web represents a significant information access

challenge in and of itself. Recent estimates of the Web’s current size speak

about a rapidly growing, distributed and diverse repository of 10 seconds of

billions of publicly accessible information items, from the largely text-based

content of HTML Web pages, PDFs and blogs to less structured content
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such as photos, video and podcasts. Recent studies suggest a growth rate

that tops 60 terabytes of new information per day:25 in 2000 the entire

World-Wide Web consisted of just 21 terabytes of information, by 2004, it

was growing by three times this figure every single day.18

Web search is made all the more difficult because of the nature of Web

searchers and their queries. Today’s typical Web searcher is a far cry from

the information retrieval (IR) expert contemplated by the IR engines that

lie at the core of modern search engines. Web searchers rarely produce high

quality queries: typically they are vague and ambiguous , with the average

query containing only about two query terms.16 For example, consider

a query like “jordan pictures” which offers no clues about whether the

searcher is likely to be looking for images of the Formula One racing team,

the middle eastern state, the basketball star, or the UK model (a.k.a. Katie

Price). Moreover, people use a wide variety of terms to refer to the same

types of information9 and as a result there is often a mismatch between the

terms found in search queries and the terms found within the documents

being sought: this lack of a strong correspondence between the query-space

and the document-space introduces a major problem for the term-based

matching approaches that form the kernel of modern search engines.4

Our research has focused on addressing the vague query problem and the

vocabulary gap that plagues modern Web search. Our approach has been

to look at how a variety of artificial intelligence inspired techniques can be

used to recast the traditional document-centric view of Web search as one

that emphasizes the vital role that Web searchers themselves can play in

solving the search problem. We combine ideas from case-based reasoning,

user modeling, and information filtering with a view to developing Web

search engines that leverage the social power of the Web. In short, we

argue that it is useful to think of Web search as a social activity in which

ad hoc communities of like-minded searchers tend to search for similar types

of information in similar ways. And we demonstrate that by capturing the

search experience of such communities it is possible to adapt traditional

(general-purpose) search engines so that they can respond more effectively

to the needs of different communities of searchers, even in the face of vague

queries. For example, when a member of a motoring community is searching

for “jordan pictures” she is likely to select results related to the Formula

One racing team, and the past search behavior of other community members

should support this.

In this case-study we outline our work on a community-based approach

to Web search known as Collaborative Web Search (CWS) ; see Refs. 28
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and 30. CWS is a post-processing (meta-search) technique that maintains

a profile of the search patterns and preferences of separate communities of

searchers. When responding to a new query by some community member,

CWS uses the host community’s profile to enrich the results returned by

an underlying search engine(s) by identifying and promoting results that

have been previously selected by community members in response to similar

queries. After motivating and describing the core CWS technique we go

on to summarize recent results that highlight the potential for CWS to

significantly improve the precision of the results returned by the underlying

search engine.

1.3.2. Exploiting repetition and regularity in community-

based web search

Collaborative Web search is motivated by regularity and repetition that is

inherent in Web search, especially among the searches of communities of

like-minded individuals: similar queries tend to recur and similar pages tend

to be selected for these queries. CWS proposes to exploit these regularities

when responding to new queries by reusing the result selections from similar

past queries.

How commonplace is community-based search and how regular are

community search patterns? Even though most searches are conducted

through generic search engines many are examples of community-based

searches. For instance, the use of a Google search box on a specialized

Web site (e.g. a motoring enthusiast’s site) suggests that its searches

are likely to be initiated by users with some common (motoring) inter-

est. Alternatively, searches originating from a computer laboratory as-

signed to second year students are likely to share certain characteristics

related to their studies (courses, projects etc.) and social lives (societies,

gigs etc.).

Previous analyses of search engine logs have shown how query repetition

and selection regularity is prevalent in community oriented search scenar-

ios. For example, Ref. 30 reports how up to 70% of search queries from

community searches share at least 50% of their query terms with other

queries. Moreover, they show that there is a strong regularity between the

selections of community members in response to similar queries: similar

queries lead to similar selections. CWS takes advantage of this repeti-

tion and regularity by recording community searches (queries and result

selections) and then promoting results that have been regularly selected
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in the past by community members in response to similar queries to the

target.

1.3.3. A case-based approach to personalizing web search

The basic CWS architecture is presented in Fig. 1.10. Briefly, when a new

target query qT is submitted, in the context of some community, result-list

RT is produced from the combined results of the underlying search engines

(S1, . . . , Sn), RM plus a set of promoted results (RP ) chosen because they

have been previously selected by community members for queries that are

similar to the target.

Collaborative Web search adopts a case-based reasoning perspective1,5

in the sense that past search experiences are harnessed to help respond

to new target search queries. The search history of a given community is

stored as a case-base of search cases with each search case made up of a

specification part and a solution part; see Eq. (1.2). The specification part

[see Eq. (1.3)] corresponds to a given query. The solution part [see Eq. (1.4)]

corresponds to a set of selection-pairs; that is, the set of page selections

that have been accumulated as a result of past uses of the corresponding
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Fig. 1.10. The collaborative web search architecture.
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query. Each selection-pair is made up of a result-page id and a hit-count

representing the number of times that the given page has been selected by

community members in response to the given query.

ci = (qi, (p1, r1), . . . , (pk, rk)) (1.2)

Spec(ci) = qi (1.3)

Sol(ci) = ((p1, r1), . . . , (pk, rk)). (1.4)

Given a new target query, qT , CWS must identify a set of similar search

cases from the community’s search case-base. A standard term-overlap

metric [Eq. (1.5)] is used to measure query-case similarity, to rank-order

past search cases according to their target similarity, so that all, or a subset

of, similar cases might be reused during result ranking.

Sim(qT , ci) =
|qT ∩ Spec(ci)|
|qT ∪ Spec(ci)|

. (1.5)

Consider a page, pj , that is associated with query, qi in some search

case, ci. The relevance of pj to ci can be estimated by the relative number

of times that pj has been selected for qi; see Eq. (1.6).

Rel(pj , ci) =
rj

∑

∀rmεSol(ci)
rm

. (1.6)

Then, the relevance of pj to some new target query qT can be estimated as

the combination of Rel(pj , ci) values for all cases c1, . . . , cn that are deemed

to be similar to qT , as shown in Eq. (1.7). Each Rel(pj , ci) is weighted by

Sim(qT , ci) to discount the relevance of results from less similar queries;

Exists(pj , ci) = 1 if pjεSol(ci) and 0 otherwise.

WRel(pj , qT , c1, . . . , cn) =

∑

i=1···n Rel(pj , ci) • Sim(qT , ci)
∑

i=1···n Exists(pj , qi) • Sim(qT , ci)
. (1.7)

This weighted relevance metric is used to rank-order search results from

the community case-base that are promotion candidates for the new tar-

get query. The top ranked candidates are then listed ahead of the standard

meta-search results to giveRT ; see Ref. 6 for further details on the search in-

terface and result presentation. The CWS technique has been implemented

in the I-SPY (http://ispy.ucd.ie) search engine , which allows groups to cre-

ate and harness search communities in order to benefit from search results

that are personalized for a particular group of users. An example search

session is presented in Fig. 1.11 for a community that was created by a

local Dublin software company specializing in the development of person-

alization technology. The screen-shot shows the top results for the query
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Fig. 1.11. An example screenshot showing promoted results.

“IJCAI 2005”, referring to the main artificial intelligence (AI) conference,

and the top three presented results have been promoted by the CWS en-

gine. These results have been promoted because they have been selected

for similar queries, by other searchers in this community, in the past. It

is worth commenting on the second promoted result. This result refers to

a related conference on user modeling and normally this result would not

have been so prominent in the ranking for this query. However, many of

the community members, given their interest in personalization, also have

an interest in user modeling and in 2005, both conferences took place in

Edinburgh back to back. Hence, this promotion makes particular sense to

this community of searchers and is a good example of the type of relevant

result that might ordinarily be missed.
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1.3.4. Evaluation

Previous evaluations of collaborative Web search have included a mixture

of artificial-user and live-user studies.7,29,30 However these studies have

been limited in various ways, either because they have involved artificial

user models or because they have used live users but in a restricted search

scenario. In this section we review the results of a more open-ended search

trial involving 50 staff from a local software company over a four-week

period in late 2005.

During the trial the participants were asked to use I-SPY as their pri-

mary search engine; prior to the trial 90% of search sessions used Google.

The I-SPY system was setup to use Google and HotBot as its underlying

search engines and a new community was created for participants with a

hit-matrix initialized from search log data for the nine weeks prior to the

start of the trial. I-SPY’s query-similarity threshold was set at 50%, so that

only those past sessions that shared more than half of their query terms

with the current target query would be considered to be similar for the

purposes of result promotion (see Sec. 1.3.3). Participants were introduced

to I-SPY via a short explanatory email and encouraged to use it as they

would a normal search engine. Over the four weeks more than 1500 queries

were submitted and more than 1800 result URLs were selected.

1.3.4.1. Successful sessions

The real test of the system is whether I-SPY’s promotions turn out to

be relevant for the searcher than the default Google and HotBot results.

Evaluating the relevance of search results in a trial such as this is difficult

to do in a direct fashion. For example, standard search interfaces do not

provide a facility to allow users to indicate how well their information needs

have been met by search results, and while it would be possible to add such

a facility to I-SPY for the purpose of measuring relevance in this trial, many

users indicated that they would find this to be a nuisance. For this reason

we examine a less direct measure of relevance. Instead we propose that the

selection of at least one result in a given search session acts as a crude, but

nevertheless useful indicator of result-list relevance. We refer to a search

session, where at least one result has been selected, as a successful session. If

no results are selected (a failed session) then we can be relatively confident

that the search engine has not retrieved a result that is obviously relevant

to the searcher. Note that we do not distinguish here between sessions with

different numbers of selected results, mainly because it is not possible to
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Fig. 1.12. A comparison of the success rates of standard and promoted search sessions.

conclude much from the frequency of result selections. For example, one

might be tempted to conclude that users selecting more results is a sign of

increasing result relevance, except that a similar argument can be made in

support of decreasing result relevance, on the basis that the initial selections

must not have satisfied the users.

To analyze the ability of collaborative search to deliver successful ses-

sions, we split the search sessions into those that contained promotions

(promoted sessions) and those that did not (standard sessions). The for-

mer correspond to sessions where collaborative search has the potential to

influence relevance, whereas the latter serve as a pure meta-search bench-

mark against which to judge this influence. Incidentally, there appears to be

no difference between the queries for the promoted sessions when compared

to those for standard sessions and both sets of queries have almost iden-

tical distributions; for example, an average of 2.4 terms per query for the

promoted sessions compared to 2.5 for the standard sessions was measured.

Indeed, given enough time it is likely that many of the standard queries

would eventually be paired with new similar queries and so participate in

future promoted sessions.

Figure 1.12 presents the average percentage of successful sessions among

the promoted and standard sessions and demonstrates a clear advantage

for the promoted sessions. On average, 80% of the promoted sessions were

successful, compared to 56% for the standard sessions, a difference that is

significant at the 99% confidence level. In other words, the collaborative

search result-promotion mechanism leads to a 40% relative improvement

in the chances that a given search will translate into a successful search

session.
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Fig. 1.13. A comparison of the mean selected position of selected results in standard

and promoted search sessions.

1.3.4.2. Selection positions

As a complementary measure of result-relevance, it is also interesting to

compare the promoted and standard sessions in terms of the average po-

sition of selected results within successful sessions; that is, those sessions

in which selections have been made. We would like to see relevant results

appearing higher up in result-lists. Moreover, assuming that users are likely

to select results that at least appear to be more relevant than those that do

not, then we would like to minimize the mean position of a selected result.

Figure 1.13 presents the mean position of the selected results among the

successful sessions of the promoted and standard sessions. This once again

shows a clear advantage for the former. On average, the mean position of a

selected result among the successful promoted sessions is 1.96, compared to

3.51 for the successful standard sessions. This difference is statistically sig-

nificant at the 99% confidence level and corresponds to a 44% reduction in

the position of relevant results for promoted sessions compared to standard

sessions.

It is worth commenting on the importance of this observed difference in

the selection positions. While there is an advantage due to the promoted

sessions, one might ask whether the observed reduction of one or two places

is likely to be important. We believe that it is, for a number of reasons,

not the least of which is that results should be ordered by their expected

relevance as a matter of course. In addition, users have a tendency to

focus their attention on the top-ranked results. The fact that promoted

sessions have a higher success rate than the standard sessions is likely due

to this difference in the position of apparently relevant results, because
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for the most part I-SPY promotes results from lower-down in the standard

result-lists (returned by Google and HotBot) to higher positions. Moreover,

the observed difference may become even more important in other search

scenarios, such as mobile search, where screen-space is so restricted as to

severely limit the number of results that may be presented on a single

screen.

1.4. Personalization-Privacy: Striking a Balance

Personalization technologies are undoubtedly an important component in

any practical solution to the information overload problem . By understand-

ing our preferences and likely interests, personalized information services

can do a far better job when it comes to predicting and responding to our

current needs. The upside of personalization is a more efficient information

access experience for end users. For example, in this paper we have ex-

plored two case-studies, from different domains (the Mobile Internet versus

the traditional Web), and involving different modes of information access

(browsing versus search). In each scenario, the availability of personal-

ization technology was seen to improve the end-user experience, either by

helping users to navigate more efficiently to content on the Mobile Internet,

or by ensuring that search results that are likely to match a user’s unstated

preferences are promoted, in the case of Web search.

There is, of course, a downside to personalization: users must be willing

to sacrifice some level of privacy if their preferences are to be learned, espe-

cially when these profiles are stored on the server-side. In our experience,

users view personalization as a privacy tradeoff and the degree to which

they are willing to trade their personal information for a degree of person-

alization depends greatly on the type of information that is requested and

the nature of the improvement that they expect to enjoy as a result. Our

two case-studies serve to highlight two very different approaches to this

personalization-privacy tradeoff.

In the first case-study the personalization techniques employed were de-

signed to capture the preferences of the individual. However, the nature of

the profiled information is less likely to be of concern to the individual user,

after all we were only storing information about their navigation patterns

through a set of fixed portal categories. This seems to be borne out in

practice because in deployment scenarios the vast majority of users have

indicated a willingness to opt-in to portal personalization. In this sense

it appears that most users are willing to accept a limited set of personal
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preferences (related to preferred portal content categories) for a greatly

improved mobile portal service.

The situation appears to be somewhat different in the area of Web search

however; for example, at the time of writing (June 2007) serious questions

were being asked of Google in relation to its privacy policies and the practice

of recording and storing the long-term search profiles of individual users.

Certainly storing the individual queries submitted by searchers, and the

results each searcher selects, is likely to raise privacy concerns in the mind of

the searcher. Our search patterns are far more revealing that our browsing

patterns, especially when browsing is limited to a well-defined portal. The

queries we submit to search engines speak volumes about our likes and

dislikes on as wide a range of topics as one could imagine. This, after all,

is why Google and Yahoo have built such a successful advertising business

out of search. For these reasons, when looking to apply personalization

techniques to Web search, we felt it inappropriate to consider profiling the

individual. Instead, our Web search case-study describes an anonymous

form of profiling, where the search behavior of an individual is not recorded

in a way that can be traced back to the individual. Instead, it is merged

with the relevant community’s search experience, disguising the input of

any individual, but still facilitating a level of personalization that can help

to improve the user’s search experience.

In summary, we argue that in both case-studies a reasonable balance

has been struck with respect to personalization and privacy. The indi-

vidual user profiles in the first case-study represent a minor sacrifice in a

user’s privacy set against the significant navigation benefits that were found

as a result. In recent years the technology described in this case-study

has been widely rolled out across European mobile operators by Chang-

ingWorlds (www.changingworlds.com) and has met with extremely high

adoption rates (approximately 85%) among Mobile Internet subscribers,

suggesting that users recognize their navigation patterns being profiled as

fair trade considering the navigation benefits they enjoy as a result. On the

other hand, the community-based profiles used in the second case-study

provide for a level of profiling that is virtually anonymous from a user’s

perspective, whilst still providing for a level of personalization that can

deliver value to the individual searcher. As the search industry looks to

personalization technologies to drive the next generation of search engines,

we believe that users will come to resist server-side profiling if it means



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

Personalization-Privacy Tradeoffs in Adaptive Information Access 27

that detailed individual profiles are being maintained. Instead we argue

that less invasive profiling, such as community-based profiling, provides a

more practical compromise.

1.5. Conclusions

In this paper we have highlighted the role to be played by personalization

technologies when it comes to relieving the information overload problem.

Today, personalization technologies are becoming more commonplace as

information providers and users alike come to appreciate the benefits on

offer. In this paper, we have reviewed two case-studies of the use of per-

sonalization in mobile browsing and Web search as a basis for describing

two very different approaches to personalization. However, the potential

benefits of personalization come at a price and there is always a cautionary

note regarding the privacy of individuals when it comes to recording and

reusing information about their online behavior or information preferences.

In our case-studies we have highlighted how the different approaches to

personalization have different implications when it comes to user privacy.

In short, getting personalization right means striking a balance between

what we can learn about users and what we should learn about users. If

we can get this balance right the practical benefits of personalization will

become a reality. If we get this balance wrong, and usually this means over

profiling the user, then personalized information services will not succeed

in the marketplace.
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Personalized retrieval of documents is a research field that has been
gaining interest, since it is a possible solution to the information over-
load problem. The ability to adapt the retrieval process to the current
user needs increases the accuracy and reduces the time users spend to
formulate and sift through result lists.

In this chapter we show two instances of user modeling. One is based
on the human memory theory named Search of Associative Memory,
and a further approach based on the Hyperspace Analogue to Language
model. We prove how by implicit feedback techniques we are able to
unobtrusively recognize user needs and monitor the user working con-
text. This is important to provide personalization during traditional
information retrieval and for recommender system development.

We discuss an evaluation comparing the two cognitive approaches,
their similarities and drawbacks. An extended analysis reveals interest-
ing evidence about the good performance of SAM-based user modeling,
but it also proves how HAL-based models evaluated in the Web browsing
context shows slightly higher degree of precision.

2.1. Introduction

Web users follow two predominant paradigms to access information: brows-

ing and searching by query. In the first paradigm, users analyze Web pages

one at a time, surfing through them sequentially, following hyperlinks. This

is a useful approach to reading and exploring the contents of a hypertext,

but it is not suitable for locating a specific piece of information. The larger

33
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the hypertextual environment is, the more difficulty a user will have finding

what he is looking for.

The other information access paradigm involves querying a search en-

gine, an effective approach that directly retrieves documents from an index

of millions of documents in a fraction of a second. This approach is based

on a classic Information Retrieval (IR) model: wherein documents and in-

formation needs are processed and converted into ad-hoc representations.

These representations are then used as input to some similarity function

that produces lists of documents.

In this paradigm, users are usually forced to sift through long result

lists to find relevant information. Moreover, most of the times, the same

result list is returned for the same query, regardless of who submitted the

query, despite users usually having different needs. For these reasons, the

identification of the user’s information needs and the personalization of the

human-computer interaction are becoming fundamental research topics.

The acquisition of user knowledge and preferences is one of the most

important problems to be tackled in order to provide effective personalized

assistance. Learning techniques for user modeling can be partitioned by

the type of input used to build the profile. Explicit feedback systems rely

on direct user intervention, that usually suggests keywords or documents

of interest, or answers to questions about his/her needs.

Even though explicit feedback techniques have been shown to improve

retrieval performance, some studies have found that these techniques are

not able to considerably improve the user model,1 especially if interfaces

provided to manage the model are not very powerful.2 Users are usually un-

willing to spend extra effort to explicitly specify their needs, and are often

not able to use those techniques effectively,3,4 or might find them confusing

and unpredictable.5 Moreover, research shows that users often start brows-

ing from pages identified by less precise but more easily constructed queries,

instead of spending time to fully specify their search goals.6 Aside from

requiring additional time during the seeking processes, the burden on users

is high and the benefits are not always clear, therefore the effectiveness of

explicit techniques may be limited.

On the contrary, implicit feedback collects information about users while

they perform their regular tasks. Basically, it unobtrusively draws usage

data by tracking and monitoring user behavior, for example, by means of

server access logs or query and browsing histories, e.g., see Refs. 4,7–11.

Implicit and explicit feedback based on the same amount of information,

namely snippets from result lists, are reasonably consistent in search en-
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Fig. 2.1. A user profile based on implicit feedback techniques analyzes usage data, e.g.
server access logs or query and browsing histories, and current working contexts in order
to build representations of information needs of users.

gine domains. The fact that implicit feedback is readily available in large

quantities overcomes possible bias in users’ decisions, sometimes influenced

by the trust they have in retrieval functions, and by the overall quality of

result sets.12

Once enough knowledge has been collected, user profiles can be em-

ployed in search engines, to directly provide personalized results (see

Fig. 2.1). For instance, Google Personalized Search records a trail of all

queries and Web sites the user has selected from the results, building a pro-

file according to that information. During the search activity, the search

engine adapts the results according to needs of each user, assigning higher

scores to the resources related to what the user has seen in the past. Al-

ternatively, user profiles can take part in a distinct re-ranking phase. Some

systems implement this approach on the client-side, where the software

connects to a search engine, retrieving query results that are then analyzed

locally, e.g. Refs. 13–15.

Just-in-Time IR (JITIR)16 is a further interesting approach for personal-

ized search where the information system proactively suggests information

based on a person’s working context. Basically, the system continuously

monitors the user’s interaction with the software, such as typing in a word

processor or browsing the Web, in a nonintrusive manner, automatically

identifying their information needs and retrieving useful documents with-

out requiring any action by users (see also Watson17 as a further instance

of the JITIR approach). The same approach could be employed to provide

contextual advertisements to users.

In this work, we propose a user modeling approach based on a cognitive
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theory of retrieval processes in human memory. The theory allows us to

define not only suitable structures to organize concepts, but also how the

information is stored and kept updated during the information seeking pro-

cess. The user model is able to unobtrusively learn user needs by means of

implicit feedback techniques. Unlike many traditional user models, the pro-

posed approach takes under consideration the current user context in order

to provide personalization related to the user’s current activity. Moreover,

the user model’s learning phase does not need any off-line phase, during

which the user provides data in order to train the model.

We also take into consideration an additional modeling approach based

on Hyper-space Analogue to Language (HAL),18 a semantic memory model

that shares some similarities with the SAM-based model.

After introducing relevant related work in Sec. 2.2, Section 2.3.1 intro-

duces SAM, the general theory on which one of the proposed user modeling

approaches is based on, which is deeply discussed in Sec. 2.3.2. Section 2.3.3

presents the second approach for user profiling based on the HAL model.

In what follows, i.e., Section 2.4, we discuss a wide evaluation of the two

approaches in the context of Internet browsing activities. The last section

concludes the chapter with final remarks and future works.

2.2. Related Work

Several statistical approaches for user profiling have been proposed in or-

der to recognize user information needs while interacting with information

sources. Nevertheless, a few of them are based on formal cognitive theories

and implicit feedback techniques.19

A number of approaches that address the personalization task are based

on the traditional content-based IR approach and explicit feedback tech-

niques, e.g. Refs. 20–23. Some approaches reduce the burden on users to

provide explicit feedback combining content and collaborative techniques.24

Interesting approaches employ Näive Bayes classifiers to build represen-

tations of the user needs, such as Syskill and Webert.25 Personal Web-

Watcher26 employs Bayes classifiers to represent the keywords contained

in the hyperlinks selected by users, helping the user browse the Web high-

lighting interesting hyperlinks on visited Web pages. It is one of the first

prototypes based on implicit feedback techniques.

Speretta and Gauch15 analyze search histories in order to build user

models based on ODP categories. Teevan et al. obtain interesting results

performing a re-rank of search engine results according to user profiles built
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from the information created, copied, or viewed by a user, such as Web

pages, emails, documents stored on the client PC, etc. Watson17 monitors

the user’s actions and the files that he is currently working on to predict the

users needs and offer them related resources. The TFxIDF technique27 is

used to create the contextual query based on the currently active window

that is submitted to the information sources, i.e. search engines. These

kinds of user models have many similarities with those we included in our

evaluation.

Two systems use natural language processing and semantic or keyword

networks in order to build long term user profiles and evaluate the relevance

of text documents with respect to a profile. SiteIF project28 uses semantic

networks built from co-occurrence frequencies among keywords in News

corpora, where each node represents the meaning of one keyword in given

news, identified by means of the WordNet database.29 ifWeb prototype30

makes use of a network of keywords in order to create a representation

of the available topics in one domain. The explicit feedback updates the

user model adding or removing subsets of topics, i.e. subnetworks, judged

interesting for the network associated with the user.

Two works based on cognitive theories are focused on the prediction

of user actions, SNIF-ACT model31 exploits ACT-R theory’s concepts32

such as the declarative and procedural knowledge, trying to represent all

the items a user can deal with during the search, e.g. links, browser but-

tons, etc. and simulates users’ actions during information-seeking processes

by means of a set of production rules. The action selection considers the

mutual relevance between the user goals and the current Web contents.

Cognitive Walkthrough for the Web (CWW)33 looks at the degree of simi-

larity between user goals and heading/link texts by means of Latent Seman-

tic Analysis, a technique that estimates the semantic relatedness of texts,

based on a statistical analysis of a large corpus.34 Even though they have

not been employed in the personalization domain, the underlying cognitive

models and techniques are in part related to our work.

2.3. SAM-based User Modeling Approach

We hereby provide a brief introduction of the SAM theory before investi-

gating in depth the proposed user modeling approach.
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2.3.1. SAM: search of associative memory

In this section, we give a short description of the SAM theory. For a closer

examination of this theory, see, for example, Ref. 35.

SAM is a general theory of retrieval from long-term memory that con-

siders both the structure of the memory system and the processes operating

within it. The structure refers to the items represented and their organi-

zation in the memory system, the processes refer to the main activities

that occur within the memory, such as learning and recall of the stored

information.

The memory is organized in two parts: Long-Term Store (LTS) and

Short-Term Store (STS). The STS shows two key features: a limited ca-

pacity and a proneness to “forget” its content (if the buffer size is reached,

an item at random will be replaced). It can be regarded as a temporar-

ily activated subset of information enclosed in the permanent LTS storage,

which contains all prior information plus new information transferred from

STS. The role of STS corresponds to a working space for control processes,

such as coding, rehearsal, decision-making, etc. When a new external sen-

sory input occurs, the related information is analyzed through the LTS

structure, and data correlated with the input is activated and placed in the

STS.

Both kinds of memories consist of unitized images, that is, objects that

may be learned and recalled. Images also include temporal-contextual fea-

tures that are not included in the discussion in order to make the description

simple. The retrieval (or recall) process is based on the associative relation-

ships between probe cues in STS, and LTS memory images. In the SAM

theory, probe cues are the pieces of information the subject has with regard

to the current task to be accomplished, e.g. information from a question,

information retrieved earlier in the search, etc. The cue set activates a

subset of LTS images. To what degree each of the images is activated is

determined by a matrix that gives the strengths of relationship between

each possible probe cue and each possible image (Fig. 2.2).

The recall process determines what images are sampled and made avail-

able to the user for evaluation and decision-making. It is convenient to

organize the process in two phases:

• At each step of the process, STS cues are used as probes of LTS. The

probability to sample a LTS’s image is a function of the strength of

association between the probe cues and the various images in LTS.

• The sampled LTS images are then accessed and evaluated by the so-
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Fig. 2.2. The strength matrix used in the sampling and recovery processes to determine
the probability of selection of words. It represents the information contained in LTS.
The generic entry in the matrix corresponds to the strength between cue Q and word I

(I stands for image in the SAM theory).

called recovery process. This process depends on the strength between

the selected images and the probe cues. The recovered images will be

stored in the STS.

The SAM Simulation (SAMS) approach is employed to build and keep

the LTS structure updated. This approach consists of a buffer rehearsal

process36 that updates the image–image strength as a function of the total

amount of time the pair of objects are simultaneously present in the STS.

For example, let tij be the time that objects i and j are together in the

STS simultaneously, then the strength is ST (i, j) = a tij where a is a

parameter. The strength between a probe set and an image also increases

when a successful recovery occurs.

2.3.2. The user modeling approach

During each information-seeking session, when users are looking for docu-

ments that satisfy their information needs, they have to assemble and deal

with sets of concepts related to these needs. The identification of these

concepts allows us to personalize the human-computer interaction, e.g. im-

proving the ranking of resources retrieved by traditional tools such as search

engines or recommending new resources to the user. For this reason, we

have decided to ground our user modeling approach in the cognitive theory

of human memory developed by Raaijmakers and Shiffrin.35 It suggests

important characteristics that have to be implemented in structures used

to store memory concepts, and gives important recommendations about the
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Fig. 2.3. The user profile is organized in two memory structures: STS and LTS. The
former is a working buffer that contains probe cues extracted from usage data and
subsets of LTS images (or words). The latter is the permanent store, containing all prior
information.

algorithms to store and retrieve information from these structures.

Figure 2.3 shows the user model’s internal organization and how it in-

teracts from the outside. Probe cues are drawn from usage data (1), which

is information related to users’ behavior while interacting with the system.

Examples of usage data are past queries submitted to search engines or

contents of the browsed pages. This information is transferred in the tem-

porary STS store (2) and is used by the sampling and recovering processes

to probe the LTS (3), the permanent store containing all prior information

transferred from STS. The probability to activate and transfer information

from LTS to STS is a function of the strength of association between the

STS probe cues and the information stored in LTS. These strength values

saved in the LTS structure are assumed to be proportional to the total

amount of time a given information unit remains in STS. The successfully

recovered LTS units are transferred to STS and correspond with the in-

formation related to the user’s current working context, e.g. a browsed

page or an e-mail the user is currently writing. This information is useful

to personalize the interaction with the system (4), for example, generating

queries to several sources of information and presents them in a separate

window.
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2.3.2.1. LTS and STS

The SAM theory does not require particular memory representations for

LTS and STS buffers, therefore we have to define the information encod-

ing, e.g. the kind of images stored in the LTS and the STS cues used for

probing. In our approach, both kinds of memories consist of words, there-

fore they correspond with the unitized information that may be learned

and recalled. This choice is justified by its simplicity and adaptation to the

Web personalization context used in the evaluation. We have considered an

environment where documents are represented by text sentences, therefore

words seem the obvious elements that could be stored and analyzed.

No temporal or contextual information has been stored along with each

word in this prototype. Nevertheless, Natural Language Processing (NLP)

techniques can be successfully employed in order to assign a unique semantic

meaning to each word extracted from usage data, for example, analyzing the

sentence in which the word occurs and using this co-occurrence information

to query the WordNet database.29

LTS stores associative relationships between words. The amount of

word–word information stored is assumed to be proportional to the total

amount of time those two words are simultaneously present in the rehearsal

buffer STS. The associations are stored in a strength matrix (see Fig. 2.2).

Given a cue Q and a word I , the matrix stores the strength between these

two objects ST (Q, I).

The STS size is a parameter of the system. Miller claimed that about

seven chunks could be held into this kind of short-memory,37 where a chunk

stands for an integrated unit of information. Instead of remembering a

single stimulus, humans usually group input events, apply a new name to

the group, and then remember the new name rather than the original input

events. In this way, since the memory span is a fixed number of chunks,

it is possible to increase the number of bits of information that it contains

simply by building larger and larger chunks by means of a recoding process.

Nevertheless, this kind of process has not been included in the user modeling

approach.

The choice to use words as the unitized information that may be learned

and recalled from the memory, and the absence of the recoding process lead

us to reconsider the initial STS size. During empirical evaluations, users

were asked to remember as many words as they could after having read

sequences of documents. Being able to organize many words into single

chunks, they could recall many more words than expected. Following these
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preliminary evaluations, we decided to set the STS size in the 25-100 unit

range (see Sec. 2.4.5 for experimental results).

2.3.2.2. Sampling and Recovery

As explained in the previous section, the retrieval process consists of two

phases: the sampling of words in the LTS, and their evaluation in a recovery

process. Both steps exploit the strength matrix, which corresponds to the

information stored in the LTS.

Given the current cues Qs, the sampling phase draws the probabilities

for each word Ii in LTS as a function of the strength of association between

them:

PS(Ii|Q1, Q2 · · ·QM ) =

∏M
j=1 ST (Qj , Ii)

Wj

∑N
k=1

∏M
j=1 ST (Qj , Ik)Wj

(2.1)

where M is the current number of cues in STS, and N is the matrix dimen-

sion.

Equation (2.1) assigns high probabilities to words with the highest prod-

uct of strengths, hence, those that tend to be greatly associated with all

the current cues. Wj represents weights used to give different importance

to the cues. For instance, in the Web domain, Inverse Document Frequency

(IDF) values38 can decrease the weight for words that frequently occur in a

given corpus, therefore very common and hardly relevant. In our evaluation

Wj takes on the expression:

Wj =

(

idfj

max Idf

)3

(2.2)

where idfj = log |Docs|
dfj

, dfj is the Document Frequency of the j word,

max Idf = log |Docs| and Docs is a given input set of documents.

Once a word has been sampled, the recovery process takes place. The

probability to successfully retrieve the sampled word Ii corresponds to:

PR(Ii|Q1, Q2 · · ·QM ) =

∑M
j=1 ST (Qj , Ii)

Wj

maxk∈[1,N ]

∑M
j=1 ST (Qj , Ik)Wj

. (2.3)

This expression differs considerably from others in the literature, e.g.

Ref. 33:

PR(Ii|Q1, Q2 · · ·QM ) = 1 − e[−
∑

M
j=1 WjST (Qj ,Ii)]. (2.4)

The reason concerns the size of the rehearsal buffer, which is larger than the

size used in other systems. If there are many cues, the exponent in Eq. (2.4)
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gets very low values and the probability tends to 1. In other words, the

cue effect is so marginal that all the sampled images will be successfully

recovered. The normalization in Eq. (2.3) prevents this effect. As in the

original formulation, large cue weights affect the recovery positively and

probabilities get high values even if one strength is high.

2.3.2.3. Learning

The strength matrix is kept updated according to the total time a word or

a pair of words are stored together in the STS buffer. Given ti the time

spent in the buffer by the word Ii, and tij the time images Ii and Ij occur

together in the buffer, we have:

ST (Ii, Ij) = ST (Ij , Ii) = b tij , tij 6= 0,

ST (Ii, Ii) = c ti.

If a word pair has never appeared together in the buffer, they assume a

nonnegligible residual strength d. The values b, c and d are parameters of

the model.

The strengths are also increased whenever a successful recovery occurs.

In this case, the strength between the cues Qis and the word Ij , and the

self-association strength ST (Ij , Ij) is incremented:

S′
T (Qi, Ij) = ST (Qi, Ij) + f, tij 6= 0

S′
T (Ij , Ij) = ST (Ij , Ij) + g

where S is the strength before incrementing, and f and g are further pa-

rameters of the model.

The currently activated words in STS and their relationships with the

words in LTS are used to build new LTS relationships. An important

feature of the model is that units of information in the STS tend to be

stored jointly. For example, when the user is browsing a given page and

some content is extracted and given as input to the model, the words are

stored in LTS with relationships that connect the words to each other.

When some of these words are recovered, the relationships help to retrieve

the correlated information.

In natural language domains, such as the Web, this kind of implicit

context helps to disambiguate the meaning of words. The relationships

among them connect each word with the implicit context present at the

time of learning. It may happen that users analyze the same word again,

but in different contexts. In this case, different sets of connections are built
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between the word and the new context. Probing the LTS with some words

related to the right context help recognize the right meaning of the word.

Moreover, the word significance depends on the user’s current work-

ing context. Traditional approaches assign weights to words according to

explicit and/or implicit feedbacks without taking under consideration the

user’s current activity. In our approach, a word is judged interesting if it

is connected to the context, that is, the information stored in the control

and decision-making buffer STS.

2.3.2.4. Interaction with Information Sources

After having explained the sampling, recovering and learning processes, we

briefly describe the general retrieval process that occurs each time the user

interacts with information sources. For a detailed description, see Ref. 39.

The process can be broken down to two inner retrieval processes that

are based on the SAM cognitive model. The first process makes KMAX

attempts to sample and recover words stored in LTS by means of the current

probe cues (the context stored in STS). If a word Ii has been successfully

sampled, the strengths ST (Qj , Ii) with the current STS’s words Qjs, and

the self-association ST (Ii, Ii) are increased, and the word is included in the

STS. The updated buffer will be used to sample other correlated words.

A further retrieval process corresponds to a rechecking phase. It ensures

that all associative retrieval routes starting from the STS’s words have been

checked thoroughly, at least LMAX times.

The main retrieval process concerns the human-computer interaction

with information sources. In our domain, we analyze the user’s current

activity and extract content that is given to the model as probe cues. Ex-

amples of probe cues are: queries, document’s snippets, categories selected

by the user. The available information is included in the current context

stored in STS, and the retrieval process takes place to recover and suggest

correlated information and, at the same time, update the LTS. The process

periodically checks if the current user activity is changed, e.g. the user

closed the browser window and opened a word processor. In this case, the

temporary information stored during the session is wiped out and the STS

is cleared.

Each time the recovery process is completed, the STS words correspond

to the information related to the current information needs of the user. As

described in the evaluation they can be used for query expansion, enhancing

the query using words or phrases related to the set of documents seen by
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the user and the current user activity.

Traditional interactive systems ask users to mark documents as relevant

or nonrelevant. These documents are used as training data for a relevance

feedback query expansion approach. On the contrary, the proposed user

modeling approach is based on implicit feedback techniques, where usage

data are analyzed in order to draw information used to build the model

and keep it updated.

The described user modeling is based only on an additive learning pro-

cess. At the same time, it is always possible to ignore concepts judged not

interesting. In fact, the learning process tends to increase the relationship

strengths between concepts that frequently occurred during the interaction

with information sources. Wrong concepts may be included in the model,

but their strengths with other words will not be increased if they no longer

appear in the probe cues. Therefore, the probabilities to recover these con-

cepts decrease as new concepts are included in the model. In other words,

“forgetting” follows the failure in the attempt to retrieve concepts.

2.3.3. HAL-based User Modeling Approach

The Hyperspace Analogue to Language (HAL) model18 of memory grounds

its roots in psychological theories of word meaning. In these theories the

meaning of words learnt by users is a function of the contexts in which that

word has occurred in. The word meaning of Jaguar for example could be

related to an animal, a car manufacturer, the operating system, etc.. The

context of the word, that is, the words the co-occour with it, determines the

particular concept the given peace of text intends to communicate. Humans

are able to use the context neighborhoods to match words with similar co-

occurring items and to derive a specific word from its neighborhood.40

In computational terms, the HAL model represents each word as a vec-

tor of weights corresponding to other words. Given a corpus of textual doc-

uments, by utilizing a global co-occurrence learning algorithm, HAL stores

weighted co-occurrence information forming a matrix of co-occurrences for

words in the context of other words. Two vectors can then be compared

to each other, giving an overall measure of the similarity of two words’ co-

occurrence patterns, with the underlying hypothesis that two words that

have occurred in similar contexts will have similar meanings.

The weighing scheme of the HAL vectors is based on a sliding window of

fixed length, typically 8-10 words, that runs across the text, calculating the

word co-occurrences values along the way. The HAL model is represented
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with a Nh×Nh matrix of integers, whereNh is the number of distinct words

appearing in text. Given two words, whose distance within the window is

d, the weight between them is determined by w − d + 1, where w is the

window size. This basically means that closer words get higher scored than

words farther away.

Table 2.1. Sample HAL matrix for
the sentence “What goes around comes
around” using a window of 5 words.

around comes goes what

around 4 5 8 6
comes 5 0 4 3
goes 0 0 0 5
what 0 3 0 0

The HAL model has been exploited in a broad range of cognitive and

data analysis tasks, such as proper name semantics, semantic and gram-

matical categorization, simulating memory in mental disorders, semantic

constraints during syntactic processing, etc. (e.g., Refs 41–45).

In our context, the HAL model represents the concepts one user has

identified and analyzed during the interaction with information sources. In

other words, documents browsed or edited become the corpus on which

the HAL model is trained. Once the hyperspace of concepts has been

formed, given a keyword it is possible to analyze its context, i.e., the lexical

co-occurring words, by the vector of the HAL matrix. The words with

higher weights can be employed for IR personalization by query expansion

techniques, or to filter incoming streams of information.

In our evaluation, the Inverse Vector Frequency (IVS) function46 re-

weights the HAL values according to the measure of informativeness of

words:

IV F (w) =
log(Nh+0.5

n
)

log(N + 1)
(2.5)

as the Inverse Document Frequency (IDF) does likewise in the IR domain;

n is the number of elements of the vector of the word w with a value greater

than 0.

Conceptually, HAL models have some sort of similarities with the SAM-

based approach. The strength matrix in SAM stores how long two given

information units remains in the STS. The HAL matrix counts the times



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

A Deep Evaluation of Two Cognitive User Models for Personalized Search 47

two words were close together. If we consider words as units of information

stored in the LTS and STS of SAM, ignoring any additional temporal or

contextual information, the two models’ structures coincide. As for the

training phase, the HAL sliding window of 8-10 words is not comparable

to 50-100 words of the STS. Moreover, the First-In First-Out policy of the

sliding window differs from the random deletion that happens when the

STS buffer size is reached. Therefore, the two matrices store data that

we are not able to compare. Lastly, the recovery process described in the

previous sections used to retrieve related words used for query expansion

is composed of two distinct aleatory process, while HAL uses a statistical

selection based on co-occurrence frequencies.

2.4. Evaluation

In this section, we discuss several experiments to determine the performance

of the SAM-based and HAL-based user modeling approaches in Web brows-

ing tasks.

A traditional IR-based approach provides us the benchmark to compare

our evaluation results. It is based on a content-based technique where docu-

ments are represented through the Vector Space model (VSM). A Relevance

Feedback (RF) technique updates the model according to the content of the

training pages. The keywords with highest rank, measured by means of the

TFxIDF measure, are used for query expansion.

2.4.1. Evaluating User Models in Browsing Activities

The amount of the available information that can be exploited during any

information-seeking task makes the Web a fundamental environment where

user modeling approaches can be evaluated. Recognizing what users are

looking for during browsing sessions, that is, their information needs, is the

first step towards efficient personalization techniques.

In order to employ our user modeling approach on the Web, we must

resort to a methodology to identify the probe cues, i.e., information related

to the current needs, used to train the user models. The notion of informa-

tion scent47,48 developed in the context of Information foraging theory49,

already evaluated in different tasks,47 is a valid approach in recognizing

these cues by means of the anchor text associated to each link. While

browsing, users use these proximal cues to decide whether to access the

distal content, that is, the page pointed by the link. Formally, the infor-

mation scent is the imperfect, subjective perception of the value or cost of
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the information sources obtained from proximal cues.

Each time the user selects a link and visits the corresponding page, the

link’s anchor text can be extracted and used in learning and recall processes.

However, preliminary evaluations show how sometimes this information is

not enough to recognize valuable probe cues, especially if the text consists

only of a few common words, e.g. “full story”, “page two”, “link”, “rights

reserved”, etc.

For this reason, we have developed an algorithm to collect information

related to a given link selection: the anchor text is combined with the title

of page visited by the user. Afterwards, by means of the page’s Document

Object Model,a the page is divided into units whose boundaries are defined

by a subset of HTML tags, e.g. TR, P, UL, etc. and the text of the deepest

unit that contains the link is retrieved. Finally, the retrieved text plus

anchor and title are compared to the other units of the pointed page, in

order to find further related text. The text comparison is based on the

IR similarity function used in the TextTiling algorithm.50 For a deeper

analysis of the cue-extraction technique, see Ref. 51.

As for the SAM-based user modeling, in this evaluation no temporal

or contextual information has been stored along with each word, nor have

NLP techniques to analyze semantic meanings been included in this first

prototype. After a preliminary evaluation, we have chosen the following

values for the SAM parameters: a = 0.1, b = 0.1, c = 0.1, d = 0.2, e = 0.7,

f = 0.7 and g = 0.7. As for the HAL model, the sliding window is set to

10 words, according to past experiments.40,52

2.4.2. Corpus-based evaluation

After a preliminary evaluation based on human subjects and subsets of

browsers’ histories,53 we have developed a more formal and accurate frame-

work that simulates implicit feedback techniques for browsing activities.39

Instead of making ad hoc corpus of documents based on Web browsing

sessions, and manually recognizing the information needs that led users

through specific paths, we decided to consider some categories in a directory

service Web site for training and test phases. The paramount advantage

is that measures of search effectiveness, e.g. precision and recall, can be

adopted without considering time consuming and costly experiments with

human subjects.

After having randomly chosen Nodp categories from the Open Directory

ahttp://www.w3.org/DOM/
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Projectb (ODP), a subset of the entries in each category is selected for the

training phase. Each category corresponds to a different user information

need. For example, in the third level of the OPD category we could have:

(i) Business, Energy and Environment, Management

(ii) Health, Occupational Health and Safety, Consultants

(iii) Shopping, Home and Garden, Garden Shops

In order to provide usage data for training the models, we employed

two different methodologies. The former described in Sec.2.4.1 is based on

anchor text and related text retrieved from pointed Web pages. In our

evaluation, the first page is built by the information extracted from the

ODP category, e.g, category name, title e description of the entry in the

ODP category, while the second page corresponds to the content of

the entry page. The second methodology simply draws the text related

to the user needs extracting the whole pages’ content. We expect that the

latter brings extra information loosely related to the current needs, be-

cause of the Web page elements, such as advertisements, browsing support

items, etc.

The evaluation is based on the user model’s ability to suggest further

Web sites related to the user needs, namely, the remaining Web site entries

that are not used for training in the chosen ODP categories. In particular

the cross validation sets are 25% for training and 75% testing. In general,

users analyze a small number of pages on a given topic of interest, while

the available pages of interest are relatively large sets. This justifies the

chosen ratio.

Basically, the name of the ODP category is given as probe cues and the

related keywords returned by the user models are used for query expansion.

A standard IR search engine indexes the Web sites contained in the first

three layers of the ODP hierarchy . The following cosine rule is used to

match the expanded query Q with the ODP entries Ds:

M(Q,D) =
∑

t∈Q

tfQ,t · idft
√

∑

t∈Q(tfQ,t · idft)2
· tfD,t · idft√

LD

boostt (2.6)

where t is a term of the queryQ, LD is the number of terms in the document

to analyzeD, tx,t is the term frequency of t in the query or document x, and

finally idft is the inverse document frequency of t. The expanded queries

are composed of the category name and the suggested keywords.
bhttp://www.dmoz.org
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The precision is the measure employed to estimate the performance of

the different models. For each query, i.e., ODP topic, the test set is com-

pared to the list of the top 50 results retrieved during the query expansion.

The precision is the number of results that are in the test set divided by

the size of the test set.

The different evaluation phases are summarized as follows:

(a) Random selection of Nodp ODP categories corresponding to stable in-

formation needs.

(b) Random selection of 25% urls in each category for the training phase.

(c) Extraction of probe cues by means of the algorithm described in

Sec. 2.4.1.

(d) Training of user models:

(1) SAM: learning and recovery processes, see Sec. 2.3.2.2

(2) HAL: sliding window, see Sec. 2.3.3

(3) VSM: relevance feedback

(e) The category names and descriptions are given as probe cues to the

UM in order to retrieve related sets of keywords.

(f) Query expansion with the retrieved keywords.

(g) Precision of the top 50 documents returned by a search engine which

indexed the ODP urls.

In the rest of this section we discuss the performance of the modeling

approaches as a function of different features considered. In particular, we

begin analyzing how the number of topics of interest affects the precision

of the models.

2.4.3. Precision vs. Number of Topics

The first evaluation regards the difference in performance levels as a func-

tion of the number of ODP categories, i.e, sessions that correspond to dis-

tinct user needs, which the models analyze. User models should be able

to keep several and typically not correlated needs for filtering and recom-

mending tasks. Good models are able to retrieve concepts and keywords

related to the subset of needs the user is currently showing interest in.

Figure 2.4 shows the precision of the three models: one based on VSM

and a traditional relevance feedback technique, and the other two ap-

proaches based on HAL modeling and the SAM theory. On average the

RF-based model shows low performance. This traditional modeling ap-

proach does not take into consideration the current context of users’ ac-
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Fig. 2.4. A chart of the precision values obtained in the evaluation as a function of the
ODP categories (Nodp) used for training and test.

tivities, i.e., probe cues extracted during the browsing. For this reason, its

personalization does not depend on the particular query, and the expansion

considers keywords related to many different topics at the same time.

Table 2.2. Precision values as a
function of Nodp categories

Sessions VSM-RF HAL SAM

5 0.035 0.129 0.114
10 0.051 0.134 0.096
15 0.018 0.080 0.070
20 0.063 0.080 0.077
30 0.058 0.107 0.100
50 0.060 0.109 0.108

The HAL-based modeling shows slightly better performance in com-

parison with the SAM approach, even though after a certain number of

sessions, the performance difference is not noticeable. Probably the SAM

approach has better chances to store relationships between concepts coming

from different sessions, while HAL might include ambiguous correlations if

the number of topics gets high levels.
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Fig. 2.5. Precision results when two different cue extraction techniques are employed.

The trend among the number of sessions depends on the page content

used for training. Between 15 and 20 sessions, the evaluation included

several topics from which it was hard to draw relevant data to train the

models.

In general, the absolute precision values are low (less than 0.15, as shown

in Tab. 2.2). As a natural consequence of the chosen domain, we have many

Web pages with no content (only images or animations), or home-pages that

have short content related to the main topic. If we consider a corpora of

roughly 200.000 resources, as in our case, it is not easy for simple content-

based query expansions to obtain high precision levels.

2.4.4. Precision vs. Extracted Cues

In the second evaluation we simulate how the models are able to deal with

usage data that contain noisy information. Instead of employing the extrac-

tion technique based on proximal cues, see Sec.2.4.1, we have considered

the whole page contents during the learning phase.

Taking 10 ODP categories for training, we can see in Fig. 2.5 that when

the whole page content is considered, the difference between the SAM and

HAL modeling is lower. SAM-based models show higher tolerance to usage

data with noise information. This is an advantage in domains where cue
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Fig. 2.6. Precision of the SAM model as a function of the STS size.

extraction techniques are hard to develop.

2.4.5. Precision vs. Size of STS

In the past experiments we set to 50 the size of the SAM STS. We performed

the same experiments with different sizes of the STS. In particular, Fig. 2.6

shows the performance of SAM modeling for STS of 25, 50, 100 and 200

elements. It is possible to say that a too large size of STS negatively affects

the learning, causing the inclusion of LTS relationships that degrade the

global precision. A size between 25 and 100 shows the best results.

2.4.6. Precision vs. Number of Recovery Attempts

In the last evaluation, we try to recover additional keywords from the LTS

running multiple attempts (for a detailed description of the SAM recovery

process see Sec.2.3.2.2 and Ref. 39). Figure 2.7 shows how values greater

than two do not increase the precision of the retrieval process. In other

words, when we try to run multiple recoveries, the process draws keywords

that are not related to the current needs of the user.
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Fig. 2.7. Influence of the number of recovery attempts on SAM precision.

2.5. Conclusions

As a first step towards better modeling of user needs and interests, we have

proposed two approaches based on cognitive theories and models. The goal

is to represents basic human memory processes of learning and retrieval

during the interaction with information sources.

To assess the performance of the two approaches, we have devised an

evaluation framework based on the ODP category and standard IR mea-

sures, i.e., precision of result sets. The evaluation proves the good perfor-

mance of SAM-based user modeling in providing keywords related to the

current Web browsing needs.

If the users are interested in a few topics or the usage data exploited

during model learning is particular noisy, HAL-based models evaluated in

the same context obtain slightly higher degree of precision. In other words,

the STS and the related learning process of the SAM-based modeling do

not provide any significant advantage.

As the proposed approaches deals with low levels human memory pro-

cesses, it is possible to imagine more complex models of the human-

computer interaction with information sources. These models represent

information-seeking strategies and plans users undertake when a particu-

lar task ought to be accomplished. Our future work will be towards this

high-level modeling.
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Further potential enhancements concern the inclusion of contextual in-

formation in each word stored in STS and LTS. This kind of information is

available through common categorization techniques that assign a category

to each analyzed document. NLP techniques able to assign unique seman-

tic meanings to each word can increase the performance of the approach

further.

References

1. R. White, J. M. Jose, and I. Ruthven. Comparing explicit and implicit feed-
back techniques for web retrieval: Trec-10 interactive track report. In TREC,
(2001).

2. A. Wærn, User involvement in automatic filtering: An experimental study,
User Modeling and User-Adapted Interaction. 14(2-3), 201–237, (2004).

3. P. Anick. Using terminological feedback for web search refinement: a log-
based study. In SIGIR ’03: Proceedings of the 26th annual international ACM
SIGIR conference on Research and development in informaion retrieval, pp.
88–95, New York, NY, USA, (2003). ACM Press. ISBN 1-58113-646-3. doi:
http://doi.acm.org/10.1145/860435.860453.

4. J. Teevan, S. T. Dumais, and E. Horvitz. Personalizing search via automated
analysis of interests and activities. In SIGIR ’05: Proceedings of the 28th
annual international ACM SIGIR conference on Research and development in
information retrieval, pp. 449–456, New York, NY, USA, (2005). ACM Press.
ISBN 1-59593-034-5. doi: http://doi.acm.org/10.1145/1076034.1076111.

5. J. Koenemann and N. J. Belkin. A case for interaction: a study of interactive
information retrieval behavior and effectiveness. In CHI ’96: Proceedings of
the SIGCHI conference on Human factors in computing systems, pp. 205–
212, New York, NY, USA, (1996). ACM Press. ISBN 0-89791-777-4. doi:
http://doi.acm.org/10.1145/238386.238487.

6. J. Teevan, C. Alvarado, M. S. Ackerman, and D. R. Karger. The perfect
search engine is not enough: a study of orienteering behavior in directed
search. In CHI ’04: Proceedings of the SIGCHI conference on Human factors
in computing systems, pp. 415–422, New York, NY, USA, (2004). ACM Press.
ISBN 1-58113-702-8. doi: http://doi.acm.org/10.1145/985692.985745.

7. P. K. Chan. Constructing web user profiles: A non-invasive learning ap-
proach. In WEBKDD ’99: Revised Papers from the International Workshop
on Web Usage Analysis and User Profiling, pp. 39–55, London, UK, (2000).
Springer-Verlag. ISBN 3-540-67818-2.

8. M. Claypool, P. Le, M. Wased, and D. Brown. Implicit interest indicators.
In IUI ’01: Proceedings of the 6th international conference on Intelligent
user interfaces, pp. 33–40, New York, NY, USA, (2001). ACM Press. ISBN
1-58113-325-1. doi: http://doi.acm.org/10.1145/359784.359836.

9. D. Kelly and J. Teevan, Implicit feedback for inferring user preference: a
bibliography, SIGIR Forum. 37(2), 18–28, (2003). ISSN 0163-5840. doi: http:



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

56 F. Gasparetti and A. Micarelli

//doi.acm.org/10.1145/959258.959260.
10. F. Radlinski and T. Joachims. Query chains: learning to rank from im-

plicit feedback. In KDD ’05: Proceeding of the eleventh ACM SIGKDD
international conference on Knowledge discovery in data mining, pp. 239–
248, New York, NY, USA, (2005). ACM Press. ISBN 1-59593-135-X. doi:
http://doi.acm.org/10.1145/1081870.1081899.

11. R. White, I. Ruthven, and J. M. Jose. The use of implicit evidence for rele-
vance feedback in web retrieval. In eds. F. Crestani, M. Girolami, and C. J.
van Rijsbergen, Advances in Information Retrieval, 24th BCS-IRSG Euro-
pean Colloquium on IR Research Glasgow, UK, March 25-27, 2002 Proceed-
ings, vol. 2291, Lecture Notes in Computer Science, pp. 93–109. Springer,
(2002).

12. T. Joachims, L. Granka, B. Pan, H. Hembrooke, and G. Gay. Accurately in-
terpreting clickthrough data as implicit feedback. In SIGIR ’05: Proceedings
of the 28th annual international ACM SIGIR conference on Research and
development in information retrieval, pp. 154–161, New York, NY, USA,
(2005). ACM Press. ISBN 1-59593-034-5. doi: http://doi.acm.org/10.1145/
1076034.1076063.

13. J. Pitkow, H. Schütze, T. Cass, R. Cooley, D. Turnbull, A. Edmonds, E. Adar,
and T. Breuel, Personalized search, Commun. ACM. 45(9), 50–55, (2002).
ISSN 0001-0782. doi: http://doi.acm.org/10.1145/567498.567526.

14. A. Micarelli and F. Sciarrone, Anatomy and empirical evaluation of an
adaptive web-based information filtering system, User Modeling and User-
Adapted Interaction. 14(2-3), 159–200, (2004). ISSN 0924-1868. doi: http:
//dx.doi.org/10.1023/B:USER.0000028981.43614.94.

15. M. Speretta and S. Gauch. Personalized search based on user search histories.
In Web Intelligence (WI2005), France, (2005). IEEE Computer Society.

16. B. J. Rhodes. Just-In-Time Information Retrieval. PhD thesis, MIT Me-
dia Laboratory, Cambridge, MA (May, 2000). URL citeseer.ist.psu.edu/

rhodes00justtime.html.
17. J. Budzik, K. J. Hammond, and L. Birnbaum, Information access in context.,

Knowledge-Based Systems. 14(1-2), 37–53, (2001).
18. K. Lund and C. Burgess, Producing high-dimensional semantic spaces from

lexical co-occurrence, Behavior Research Methods, Instruments and Comput-
ers. 28(2), 203–208, (1996).

19. A. Micarelli, F. Gasparetti, F. Sciarrone, and S. Gauch. Personalized search
on the world wide web. In eds. P. Brusilovsky, A. Kobsa, and W. Nejdl, The
Adaptive Web: Methods and Strategies of Web Personalization, vol. 4321,
Lecture Notes in Computer Science, pp. 195–230. Springer Berlin, Heidelberg,
Berlin, Heidelberg, and New York, (2007). ISBN 3-540-72078-2. doi: http:
//dx.doi.org/10.1007/978-3-540-72079-9 6.

20. T. Joachims, D. Freitag, and T. M. Mitchell. Webwatcher: A tour guide for
the world wide web. In Proceedings of the 15h International Conference on
Artificial Intelligence (IJCAI1997), pp. 770–777, (1997).

21. A. Moukas and P. Maes, Amalthaea: An evolving multi-agent information
filtering and discovery system for the WWW, Autonomous Agents and Multi-



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

A Deep Evaluation of Two Cognitive User Models for Personalized Search 57

Agent Systems. 1(1), 59–88, (1998).
22. H. Lieberman, N. W. V. Dyke, and A. S. Vivacqua. Let’s browse: a collabora-

tive web browsing agent. In Proceedings of the 4th International Conference
on Intelligent User Interfaces (IUI’99), pp. 65–68, Los Angeles, CA, USA,
(1998). ACM Press.
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We propose a technique for user modeling in Adaptive Hypermedia (AH)
that is unobtrusive at both the level of observable behavior and that of
cognition. Unobtrusive user modeling is complementary to transparent
user modeling. Unobtrusive user modeling induces user models appro-
priate for Educational AH (EAH) based on metaphors characterized by
a shared locus of control over learning, such as small group learning.
Transparent user modeling, on the other hand, induces user models ap-
propriate for EAH based on metaphors characterized by an independent
locus of control, such as social navigation.

We extend an existing decomposition model of adaptation in AH to
incorporate summative evaluation of unobtrusive user modeling. Sum-
mative evaluation examines the effects or outcomes of a system, while
formative evaluation is used to improve a system under development. We
also introduce a separate, two-stage model for formative evaluation of
unobtrusive user modeling. We then present results from a field study
for the first of the two developmental stages and describe the current
field study of the second developmental stage. Finally, we compare un-
obtrusive and transparent user modeling, and explain the role of each.

3.1. Introduction

3.1.1. User modeling in adaptive hypermedia

Adaptive Hypermedia systems (AH) adapt the presentation and navigation

of web pages based on a variety of static and dynamic models.1 Static mod-
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Fig. 3.1. A decomposition model of adaptation in AH, adapted from Paramythis and

Weibelzahl.19 This version is simplified in that it focuses on a single dynamic model, the
user model.

els abstract information that does not change over the course of a single

interactive session, such as models of domain knowledge, tasks, and the

AH itself. Dynamic models capture information that changes more rapidly,

such as user characteristics, behavior, interaction history and contextual in-

formation. User characteristics, behavior and interaction history comprise

the user model.

Adaptation in AH can be decomposed into multiple stages (see

Fig. 3.1).2 The AH collects data via the interactive front end and/or non-

interactive sensors. The data collected are interpreted with the aid of the

static models and the user model. Based on the input data, any inferences

drawn, and the existing user model, the AH constructs a model of the

current state of the world. It may also update the user model. The AH

decides what (if any) adaptation is needed given the current state of the

world, based on its adaptation goals and objectives, or adaptive theory.3

The AH adapts and the cycle repeats.

For example, a web-based Unix tutorial might track mouse and key-

board events. If a laboratory study was being performed, it might also

collect eye-tracking data. Using pattern recognition techniques, the tuto-

rial could infer the user’s learning style from: the event data; the user’s

history; and hypermedia features of the current page, such as the presence

of audio information. The tutorial would record its inference in the user

model, as well as incorporate it into its model of the current state of the

world. If the tutorial’s adaptation goal was to help the user find materials

best suited to her learning style, it might change the order or appearance

of the links in a navigation area.
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3.1.2. Motivation: informal education and the user model-

ing effect

Most existing Educational AH (EAH) are based on metaphors from formal

education, such as lecture, textbook or tutoring. Our laboratory focuses on

metaphors from informal education, especially small group learning modal-

ities such as study groups and faculty office hours (see Sec. 3.3.1). The

small group learning paradigm is characterized by: a shared locus of con-

trol over learninga; a lack of explicit assessment of the state of the user

(for example, through quizzes or ratings); and an unpredictable learning

environment. To adhere to the metaphor, we should: share control with

the user; rely exclusively on implicit assessment; and support as broad a

set of user-selected learning environments as feasible.

One approach to sharing control over learning with the user would be

to use transparent user modeling.4 Transparent user modeling exposes the

adaptive process through the user interface, facilitating the user’s develop-

ment of mental models. However, research shows that awareness of the user

model changes user behavior, a special case of the Hawthorne Effect.5 For

example, Claypool et al., report that users asked to read and rate online

items will spend time reading an item even if they do not find it interesting.6

In AH, one manifestation of the Hawthorne Effect is that awareness of

user modeling tempts users to alter their behavior, consciously or subcon-

sciously, a phenomenon we term the User Modeling Effect (UME). Although

no current research directly evaluates the extent to which the UME skews

data sets in the online environment, a general rule for the Hawthorne Ef-

fect is that the greater the awareness of being monitored and recorded, the

stronger the effect.

3.1.3. Our solution: unobtrusive user modeling

An alternative way to share control is to develop an unobtrusive user model

through iterative and participatory design. Rather than exposing a prede-

termined user model to the user, unobtrusive user modeling captures the

natural structure of the user population. Unobtrusive user modeling lessens

the impact of the UME by minimizing the user’s continuing awareness of

being monitored.

We have developed a technique for user modeling that is unobtrusive

at both the data collection and cognitive levels. On the data collection
aWhen a learner expects to share control over the timing and shape of future learning
with others, they are exhibiting a shared locus of control.
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level, the user model is unobtrusive in that it collects data implicit in the

learning process through current web technologies without altering normal

user behavior or environment. On the cognitive level, the user model is

unobtrusive in that it does not impose a predetermined structure on users,

but rather employs the natural structure of the user population.

In this paper, we extend Paramythis and Weibelzahl’s decomposition

model to incorporate summative evaluation of unobtrusive user modeling.

We also introduce a separate, two-stage developmental model for formative

evaluation of unobtrusive user modeling. We then present results from a

field study for the first of the two developmental stages and describe the

current field study of the second developmental stage. Finally, we compare

unobtrusive and transparent user modeling, and explain the role of each.

3.2. Approach

In their decomposition model, Paramythis and Weibelzahl distinguish be-

tween collecting data (stage 1) and making inferences from that data

(stage 2) in order to facilitate formative and summative evaluation of

adaptation in AH. The raw measurements collected in the first stage do

not necessarily contain any semantic information. Semantic information

is associated with the data at the second stage, when it is interpreted

with the use of the static and dynamic models. Thus, recommended

methods for evaluating the first stage concern the technical quality of

the data acquired, as for example, reliability, precision and accuracy.7

The proposed decomposition works fairly well when the raw measure-

ments map directly to their semantically meaningful counterparts, called

features.

For AH with inference grounded in statistical learning theory, however,

it is important to distinguish among collecting data, extracting the sub-

symbolic structure of the data, inferring symbolic information from the

subsymbolic structure, and modeling the state of the world. Statistical

learning theory grounds the study of inference in a statistical framework,

a set of “. . . assumptions of statistical nature about the underlying phe-

nomena (in the way the data is generated)”.8 Figure 3.2 presents a revised

model that explicitly includes each of these stages.

Distinguishing among collecting data, extracting subsymbolic structure,

and inferring symbolic information are critical because the extraction pro-

cess is dependent on how the extracted information will be used — the best

features for one classifier are not necessarily the best features for a different
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classifier.9 First, we need a set of measurements (in essence, minimally

preprocessed features) that capture existing structure in the user popula-

tion that the inference step can use. Next, we transform those measure-

ments into a more compact, computationally tractable feature set. Thus

we distinguish between feature selection, which is the process of select-

ing features that contain information relevant to the learning problem,

and feature extraction, which is the process of computing new features

or relations between features from existing features. In both cases, the

goal is to reduce the dimensionality of the data with little or no loss of

information.

3.2.1. Classifier-independent feature selection

Development of unobtrusive user modeling requires an additional, ex-

ploratory stage (see Fig. 3.3.) The goal of this exploratory stage, classifier-

independent feature selection, is to construct an initial set of features that

capture the natural structure of the user population present in the mea-

surements, independent of the assumptions of any particular inference al-

gorithm.10

We start by working with domain experts to construct a set of likely

features, features we expect to be relevant under our adaptive theory. For

example, if we wish to adapt to the user’s learning style, likely features

might include whether the user played video clips or sound files. Next,

Fig. 3.2. A decomposition model of adaptation in AH that make inferences using statis-
tical pattern recognition. (1) Collect measurements via the interactive front end and/or
noninteractive sensors. (2) Extract features from those measurements that capture the
natural structure of the user population. (3) Infer symbolic information about the user
from the features with the aid of the static models and the user model. (4) Model the
current state of the world and update the user model if necessary. (5) Decide what (if
any) adaptation is needed. (6) Adapt the web page.
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Fig. 3.3. Developmental Stage 1: Classifier-independent feature selection. (1) Design a
set of features likely to extract information relevant to the adaptive task from the avail-
able measurements with the help of problem domain experts. (2) Because the structure
of the data is poorly understood, analysis of the proposed features should use exploratory
data analysis based on unsupervised learning. This step will require an initial training
sample. (3) If the feature set does not induce sufficient structure, either redesign the
features or seek out new measurements.

we perform an exploratory data analysis on those features using unsuper-

vised clustering. In unsupervised clustering, the correct inferences for each

sample in the data is unknown. The samples are analyzed on the basis of

similarity between feature vectors. If the feature set does not induce suffi-

cient structure, either the features may be redesigned or new measurements

may be necessary.

Because the correct inferences are unknown, the feature set is evalu-

ated purely on the quality of structure induced. How much and what kind

of structural information are available varies by exploratory data analy-

sis technique. Typically, exploratory data analysis techniques do not have

quantitative measures of convergence or captured structure, but assist re-

searchers in making a preliminary exploration of the feature space, typically

through visualization or coarse approximations. What constitutes sufficient

structure is a judgment call, although some guidance may be available from

case studies using the particular exploratory data analysis technique.

Classifier-independent feature selection will not yield the best features

for any one particular inference algorithm. Rather, it enables the developer

to choose an inference algorithm on the basis of the natural structure of the

user population, and to evaluate the measurements on a semantic level, in-

dependent of the subsequent steps.

3.2.2. Inference design

The result of the first developmental stage is a set of features that capture

some of the natural structure of the user population, structure on which
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the AH should adapt. The goal of the next developmental stage, inference

design (see Fig. 3.4), is to construct an inference algorithm that can exploit

the features constructed in stage one to adapt the AH according to the

given adaptive theory.

We start by identifying a set of candidate inference algorithms. Each

inference algorithm considered will need a second round of feature analy-

sis, comprised of classifier-specific feature extraction and possibly classifier-

specific feature selection. Due to the confounding issues of classifier-

independent versus classifier-specific features, statistical learning theory

does not concern itself with finding the best inference algorithm, but with

finding an inference algorithm that is “good enough”.

Next, we use factorial design to set the parameters of the learning al-

gorithm, including any feature extraction parameters. Factorial analysis

will generally yield better results faster than heuristic and/or intuitive ex-

ploration of the design space. However, heuristics can be used to set the

factor levels in the factorial design, as can the structural information from

the previous stage. It is a good idea to use a new set of training data for

factorial design, rather than the sample from the previous stage. If the

inference algorithm is very closely related to the exploratory data analysis

Fig. 3.4. Developmental Stage 2: Inference design. (1) Identify a set of candidate infer-
ence algorithms that exploit the features constructed in stage one (classifier-independent
feature selection) and support the adaptive theory. Starting with the best prospect,
extract a reduced set of classifier-specific optimal features from the existing features
(2) and use factorial design to set any necessary parameters (3). If the feature ex-
traction algorithm for the inference algorithm has parameters, steps two and three are
not separable, and the extraction parameters should be included in the factorial design.
(4) Select the design point for which the inference algorithm exhibits strongest conver-
gence. If the inference algorithm does not converge for any design point, try the next
candidate.
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technique, using a new training sample is mandatory.

The inference algorithm is evaluated on the basis of convergence rather

than performance because we want to evaluate the inference algorithm in-

dependent of the adaptive decision making. If the inference algorithm does

not have a formal measurement of convergence, follow the accepted practice

for that algorithm.

Once we have the inference algorithm, the classifier-independent stage

is no longer necessary, and our developmental model reduces to the model

in Fig. 3.2.

3.3. Field Study

We performed a field study of Developmental Stage One, classifier-

independent feature selection, on an existing EAH. The results from the

stage one field study are currently being used in a stage two field study.

3.3.1. ACUT

We tested our method in a field study on an existing EAH, the Adaptive

Collaborative UNIX Tutorial (ACUT).11 Originally, ACUT was conceived

and implemented as an informal EAH intended to teach UNIX skills re-

quired for computer science (CS) studies. The current version is an open-

source mod perl webserver intended as an experimental platform for re-

searching the small group learning metaphor in EAH.

ACUT was developed to address the problem of low retention of non-

traditional students, for example, female and minority students, in CS.12

Practical knowledge about the UNIX operating system is required for ad-

vanced undergraduate and graduate CS study. Acquiring competence in

practical computing skills such as UNIX through formal education is prob-

lematic.13 Traditional CS students acquire UNIX skills through informal

education. Examples of informal education include discussions with friends

or family members. Nontraditional CS students have less access to infor-

mal education in computing. To increase retention of nontraditional CS

students, ACUT works to bridge both gaps — the difference in UNIX ex-

perience and the differential access to informal education in computing.

ACUT is a “meta-tutorial”; it helps students navigate the vast, unman-

ageable knowledge space of the web by filtering, organizing and annotating

learning resources (see Fig. 3.5.) ACUT assumes the tasks of placing stu-

dents’ questions in context, and then recommending appropriate learning
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resources to students.

Beginning CS students often face the problems of not knowing what

they do not know and where to start learning. One of the primary goals of

ACUT is to improve peer-to-peer support through collaborative learning,

both through explicit collaboration with other ACUT users and through

implicit collaboration with other computer scientists in the web commu-

nity. Students can add notes to each learning resource and also see other

students’ notes. ACUT is designed to adapt based on the subsymbolic cues

that master teachers use in mentoring environments such as office hours

or student research. Because ACUT is a research platform, however, the

actual nature of adaptation in ACUT varies with time. Details concerning

adaptive decision making (stages 4 and 5) are omitted from this discussion

because our current focus is on the development of the user model.

Fig. 3.5. A screenshot from ACUT (the Adaptive Collaborative UNIX meta-Tutorial).
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3.3.2. Measurements

In prior research, we developed a technique to unobtrusively collect a rich

set of data on subsymbolic user behavior in AH.14 We used our technique

to record user behavior and page characteristics as follows:

• User behavior

(a) page requests

(b) mouseovers

(c) clicks

(d) pauses (periods of inactivity greater than two seconds)

(e) scrolling

(f) resize events

(g) tool use (modify, edit or create comments).

• Page characteristics

(a) tag mapb

(b) size (bytes sent)

(c) URI

(d) number of topics

(e) number of related topics

(f) number of subtopics

(g) number of resources

(h) number of own comments

(i) number of total comments.

3.3.3. Feature design

From these measurements, we constructed an initial feature set based on

reports in the literature, ACUT’s existing design documentation, and our

intuition. For example, time spent reading, mouseovers, clicks, and scrolling

have shown some promise in capturing subsymbolic user behavior.15–17 We

constructed an initial set of self-normalizing features incorporating these

measurements. These features are all fairly generic, applicable to a broad

set of EAH.

Initial feature set

• event share–mouseover: mouseovers as % of total events
bA tag map is a string representation of all the names of the HTML elements in a page
and the number of times each occurs.



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

Unobtrusive User Modeling For Adaptive Hypermedia 71

• event share–resize

• event share–scroll

• event share–click

• time spent reading: % of possible time spent reading (max of 30 min)

• pause frequencyc

• activity time: time spent reading — total time paused.

3.3.4. Data collection

Users can register online for ACUT.11 The registration process involves

three steps: facilitating informed consent for human subjects research; com-

pleting a questionnaire; and creating a unique username and password. The

contents of the questionnaire vary over time according to the needs of cur-

rent ACUT-supported research projects.

The results in the following sections are for data generated by 22 users

in 35 sessions between April 18th and May 7th, 2006. The users visited 698

pages within ACUT, producing a total of 3278 trace events. Approximately

half of the users were age 20 to 29, the rest were older. Just under 20%

were female. Approximately half were undergraduates. Two-thirds were CS

majors, with the rest drawn from other hard sciences. Most reported using

computers several hours each day. None rated themselves as beginners at

computing, but rather as intermediate or expert. In contrast, well over

half rated their UNIX expertise as either beginner or advanced beginner.

Only a few included friends or family in their primary or secondary sources

for learning UNIX. Most users were, in fact, nontraditional in one sense

or another, as all but two were from our institution, which specializes in

nontraditional students.

3.3.5. Self-organizing maps

For data about which we have very little knowledge, we need to use ex-

ploratory data analysis.18 The goals of exploratory data analysis are (1) to

gain a better understanding of the structure of the data and (2) to identify

previously unknown patterns and relationships within the data.

We use self-organizing maps (SOMs) for exploratory data analysis, as

SOMs can be used to visualize fine structures and clustering tendencies un-

derlying high-dimensional data.18,19 SOMs consist of a grid of map units

(or neurons), each of which is associated with a weight vector of the same
cInactivity of two seconds or longer was recorded as a pause, therefore the maximum
number of pauses is (time spent reading/2).
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dimensionality as the input data. The weight vectors are randomly initial-

ized. The SOM is trained in several phases, so that the weight vectors of

the map units approximate the input data in an ordered way.

Map training minimizes the average quantization error, defined as the

average Euclidean distance of each data sample from the map unit closest

to that data sample. Training several SOMs on a data set with identical

parameters will yield different maps, depending on map initialization. The

quantization error is used to select the best trained map. Graphing the aver-

age quantization error is used to estimate convergence (see Fig. 3.6), because

SOMs lack a formal measure of convergence.

The trained SOM is then transformed in a variety of ways to visualize dif-

ferent aspects of the input data. Several implementations for training SOMs

and generating map visualizations are available. We used the program pack-

age SOM PAK.20

To visualize the structure of our data, we use Sammon mapping (see

Fig. 3.7).21 Sammon mapping projects points in high-dimensional data to

lower dimensionality, usually a two-dimensional plane. Sammon maps pre-

serve topology in that the projection of neighboring points approximates the

distances between the points in the original dimensionality. Sammon maps

are complementary to SOMs, as the former visualize distances between

data points while the latter preserve neighborhood relationships and visu-

alize these in an ordered way. Different algorithms for generating Sammon

Fig. 3.6. Convergence of the quantization error for the SOM trained on the initial
feature set. The table below the graph shows the quantization error for map “snapshots”
every 1000 training steps.
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maps exist. We use SOM PAK’s implementation of the iterative algorithm

described in Sammon.21

Figure 3.7 shows the Sammon maps for our initial feature set. In com-

bination with the quantization error graph, the Sammon maps show that

we have collected sufficient training data to proceed, and that the map

parameters chosen are appropriate for our data.

To visualize the clusters in the trained SOM, we used a U-matrix rep-

resentation.22 To build a U-matrix representation, also called a cluster

tendency map, we find the closest map unit for each sample in the input

data. Each map unit is then colored (gray level) depending on how many

input samples are closest to that unit. The fewer samples a map unit

“wins”, the darker the color of the unit in the U-matrix. The U-matrix

is then blurred. Areas of the map corresponding to high density of input

samples will be light or white. These areas constitute likely clusters within

(a) (b)

(c)

Fig. 3.7. We use Sammon maps to inspect the structure of the SOM before, during
and after map training. (a) The distances between weight vectors are randomly ini-
tialized. (b) After a first training run, the neighboring weight vectors are ordered. (c)
Subsequently, the SOM is trained to reflect the finer structure of the input data. Points
projected in close proximity indicate a clustering tendency.
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the data. Dark areas in this representation are of low density and represent

likely cluster boundaries.

Figure 3.8(a) shows the cluster tendency map for our initial feature

set. The data exhibit little clustering tendency. The map has one cluster,

labeled ‘1’, a very pronounced cluster in the lower-left hand corner.

To understand how each input feature contributes to clustering in the

trained SOM, we use component “planes”.19 A separate visualization is

generated for each of the input features. Map units with high values for a

particular feature are represented as light values of gray. Map units with

low values are represented as dark. The resulting representations show the

distribution of each feature on the trained SOM, and are used to interpret

the influence of each feature on the global and local ordering of the SOM.

To interpret the component planes, we look for structures within the

component planes that best explain local clustering tendencies and cluster

boundaries within the U-matrix representation.23 In addition, the global

ordering of a feature can indicate the importance of that feature for global

ordering of the SOM.

Figures 3.8(b)–8(h) show the component planes for our initial feature

set. Focusing on the three features that contribute to the cluster structure,

we see that cluster 1 is characterized by high activity time (c), but low

values for event share–click (d) and event share–mouseover (b). We can

also see that the global structure in the activity time component plane

is reflected in the global structure of the cluster tendency map. Time

spent reading (f), event share–resize (g) and event share–scroll (e) also

show structure in the component planes, but do not seem to have much

influence on either local or global structure of the SOM.

3.3.6. Revising the features

We combined the most promising features in the initial set with new features

as described below to generate a revised feature set. To revise the features,

we worked with a domain expert, a cognitive scientist working in internet

communication. Thus the results of the first exploratory data analysis

phase established the basis for the participatory design process.

We retained activity time, as it contributed significantly to both global

and local structure in the first SOM.

Time spent reading and scrolling both induced some structure in the

initial data. Taken separately, neither had much influence on the cluster

structure of the map. Working with our domain expert, we constructed
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1

(a) cluster tendency (b) event share–mouseover

(c) activity time (d) event share–click

(e) event share–scroll (f) time spent reading

(g) event share–resize (h) pause frequency

Fig. 3.8. The cluster tendency and component plane maps for the initial feature set.
(a) The initial feature set does not induce very much structure (compared to Fig. 3.10).
Of the structure induced, event share–mouseover and event share–click are the strongest
contributors, while pause frequency is the weakest contributor.
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a new feature, named time before first scrolling (relative to time spent

reading). When a user scrolls quickly after requesting a page, she might be

quickly skimming the page, while a longer time could mean slower reading.

The utility of this feature is somewhat limited as pages do not require

scrolling when the page contents fit in the browser window.

Mouseovers and clicks exhibited very similar structure in the initial

feature set. We decided to explore mouseovers in more detail because the

data contained far more mouseovers.

Combining mouseovers with hypermedia information, we constructed

new, richer features still broadly applicable to EAH. As with many EAH,

the structure of the pages in ACUT can be divided into a navigation area,

an administrative area (topic bar) and a content area (see Fig. 3.5). We

hypothesized that the amount of activity within each of those areas could

indicate how the user interacts with web pages. For example, moving the

mouse over a large percentage of the navigation area could indicate a user

who looks at all the options carefully before choosing one.d

Combining the locus of activity with time before first scrolling anchored

the revised feature set. The revised feature set exhibited good convergence

and far more structure than the initial feature set (see Fig. 3.9).

Revised feature set

• Where on the page is the user most active?

(a) % links on topic bar moused over

(b) % links on navigation bar moused over

(c) % links in content moused over.

• How does user interact with text?

(a) % time spent on page before first scrolling.

• How much does the user interact with each web page?

(a) % activity time.

Analyzing the U-matrix representation, we can distinguish seven clus-

ters (Fig. 3.10). Cluster 1 is very pronounced. It captures behaviors with

high activity time and time before first scroll but few mouseovers of any

kind. Cluster 2 is a large cluster that is not clearly distinguished by bound-

aries in the component planes. Feature values are: high time before first

scroll and activity time; low navigation link mouseover; and mixed topic
dMousing over a navigation link reveals a description of the target page.
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(a)

(b)

Fig. 3.9. The Sammon maps for the revised feature set. On the left are the ordered
and fully trained Sammon maps for the initial feature set. On the right are the same

maps for the revised feature set. (a) An improvement over the initial feature set can
already be seen after the first training run. (b) After fine training, the SOM for the
revised feature set shows a dramatic increase in structure.

link and content link mouseover. Adding features might reveal additional

structure in this cluster. Cluster 3, less pronounced, is characterized by

mid-range navigation link mouseover, mid to high content link and topic

link mouseover, high time before first scroll and low activity time. As with

cluster 2, additional features might reveal additional structure. Cluster 4

is a pronounced cluster, characterized by high time before first scroll, low

navigation link mouseover, content link mouseover, low to mid topic link

mouseover and low activity time. Cluster 5 is also fairly well pronounced.

Like cluster 4, it captures behaviors with high time before first scroll and

low navigation link and content link mouseover. However, these behaviors

have low topic link mouseover and mid-range activity time. Cluster 6 is
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another very pronounced cluster with high navigation link mouseover as

the identifying characteristic. Cluster 7, which has low time before first

scroll as the identifying characteristic, is not very pronounced. In the cur-

rent field study, we no longer collect time before first scroll unless the user

scrolls on a page. We expect this change to improve the strength of time

before first scrolling.

Incorporating hypermedia information into mouseovers produced three

useful features: % navigation links moused over; % topic links moused

over; and % content links moused over. We hypothesize that including hy-

permedia information will also differentiate mouseovers from clicks, which

hypothesis we are currently testing.

3.4. Discussion

The process described allows us to visualize the structure underlying our

data set. We constructed a feature set for a live EAH based on cluster

visualization and expert analysis. Analyzing this feature set, we identified

previously unknown patterns of user behavior. Thus, through iterative and

participatory design, we have identified a small set of behavior patterns

that represent the ways in which users typically interact with ACUT.

These revealed behavior patterns suggest questions for further investi-

gation. These questions include: What symbolic information can we attach

to these behavior patterns, if any? When do they occur? Which students

exhibit which behavior patterns on which pages?

One way to analyze the semantic content of the SOMs is to attach

symbolic labels to the map units. For a set of labeled input samples, we

find the map unit closest to the input sample. The map unit is then assigned

the label of the input sample. Some map units might not be associated with

a label, while other map units might be associated with several labels. In

the latter case, we only display the label of the closest sample. Labeled

SOM units can be used with either cluster tendency or component plane

maps.

The labeled maps in Fig. 3.11 are typical of our data set. None of the

user characteristics currently collected in the registration process explains

the global or local structure of the trained SOM.e Labeled cluster tendency

maps can also be used to estimate the magnitude of the transformation

required in order to use the features to infer the symbol. While the revised

feature set captures significant structure, strong feature extraction will be
eFor a contrasting example, see Ref. 23.
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1

2

6

7

4

5

3

(a) cluster tendency (b) time before first scroll

(c) % navigation bar links moused over (d) % topic links moused over

(e) % content links moused over (f) activity time

Fig. 3.10. The cluster tendency and component plane maps for the revised feature set.
The revised features induce far more structure on the user population (compared to

Fig. 3.8). All the features contribute to the induced structure. Time before first scroll,
% of navigation bar links moused over, and % of topic links moused over can be used
as currently constructed. Activity time and % content links moused over merit (and
require) further exploration.

required to infer any of the desired symbolic values.

We are currently conducting a field study of Developmental Stage Two,

inference design, on ACUT. Knowing that the revised feature set exhibits

strong global and local structure, we can design an inference engine to
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(a) unix expertise

(b) gender

Fig. 3.11. Cluster tendency maps labeled by symbolic feature. If a symbol’s values
cluster in the same way as the gray-scale values cluster, minimal feature extraction will

be needed to infer that symbol from the feature set. (a) Unix expertise at time of
registration, ranging from beginner (displayed as 1) through expert (displayed as 4).
(b) Gender. Significant feature extraction will be required to infer either of the desired
symbols.

exploit that structure. The inference engine will infer the user’s learning

style from the revised feature set. Once we have a successful inference

engine, we plan to explore using the inferred learning styles to recommend

resources and to facilitate study networks.

Both transparent and unobtrusive user modeling are important in that

they incorporate the task-artifact cyclef into the design methodology for an

fIntroducing a computational artifact changes the way users perform a task, a phe-
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EAH. Perhaps even more important is that both methods can be used to

contribute to “. . . understanding . . . the distinctive dynamics of working

with computational artifacts, and . . . their artful integration with the rest

of the social and material world”.25

The dynamics of working with computational artifacts depend, in part,

on which method is employed. Neither transparent nor unobtrusive user

modeling is intrinsically preferable, rather, they induce different kinds of

user models. Transparent user modeling induces a user model that is ap-

propriate for EAH based on metaphors with independent locus of control

over learning, such as indirect social navigation. Unobtrusive user modeling

induces a user model that is appropriate for EAH based on metaphors with

shared locus of control, such as small group learning. The two can also be

combined, for example, by transparently modeling goals and unobtrusively

modeling behavior.

The distinction between transparent and unobtrusive user modeling is

fundamental to our research. In transparent user modeling, the user is able

to “see” that actions are being captured. The data is affected by user aware-

ness, triggering the User Modeling Effect, although the extent of the effect

has not been measured. In unobtrusive user modeling, conscious awareness

of being monitored fades over time, as the user “sees” neither the process of

monitoring nor the technical details of the relationship between monitoring

and adaptation in the EAH. Thus the structure in the user population that

forms the basis for unobtrusive user modeling remains relatively unchanged

by the User Modeling Effect. This relatively unchanged structure will en-

able the construction of more robust EAH, scaffolding the learning needs

of all students regardless of their expertise.
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This paper presents a domain independent method for user modelling
sharing between applications. More specifically, a user modelling server,
called UM-Server, has been developed. UM-Server embodies a multi-
criteria decision making theory on the server side and provides services
to any application that requests for it. To demonstrate the re-usablility
of UM-Server, we have used a common user model in three different
applications of various domains, an e-learning system for health issues
and two intelligent user interfaces, one for file manipulation and one for
e-mailing. Despite the differences that exists between these domains, it
is shown that the generalised method proposed can be successfully used
by various applications.

4.1. Introduction

Most people interacting with a computer program encounter problems that

are related to the system usage. This problem may be addressed if the sys-

tem is adapted to goals, needs and interest of each individual user. However,

this adaptation is possible only if some characteristics of the user interact-

ing with the software are taken into account. These characteristics are used

to build some kind of a user model.1,2 User models are very useful because

they provide an insight to software applications about the real intentions of

users, their preferences and habits, their level of knowledge and beliefs and

possible misconceptions or unintended actions. This information is used by

user modelling mechanism to improve the system’s understanding of the

user interacting with it at the particular moment.
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However, the main problem with this approach is that the system needs

quite a long time before it gathers adequate information about the user’s

goals, errors, misconceptions or interests. This problem has been addressed

in the past by using stereotypes. Indeed, stereotypes constitute a powerful

mechanism for building user models3 and have been widely used in ad-

visory software1,2,4–6 and intelligent tutoring systems.7 More specifically,

stereotypes are used in user modeling in order to provide default assump-

tions about individual users belonging to the same category according to

a generic classification of users that has previously taken place.1,2 These

inferences must, however, be treated as defaults, which can be overridden

by specific observations which also requires the user interacting with the

system for quite a long time.

Such problems may be overcome if several applications use a common

user model. As a result, every time the user uses a new application, this

application will have the ability to adapt to his/her characteristics, as these

would be available from the common user model. These common user

models may be provided by user model server. Indeed, a user model server

could enable the reuse of the user model across applications,8 and, as a

result, improve the user modelling procedure. For a comprehensive review

and an analysis of commercial user modelling servers the reader can refer

to Fink and Kobsa.9

In view of the above, we have developed a User Modelling server. The

developed server is called UM-Server and its main characteristic is that

is uses a decision making theory for user modelling. UM-Server has been

tested for providing information for intelligent help and adaptive e-learning.

For this purpose, UM-Server has been used by three two different applica-

tions, an e-Learning system (INTATU) for a disease called Atheromatosis,

an emailing system (MI-Mailer) and a file manipulation program (MBIFM),

which share the same user model. The domain of an e-learning system

about Atheromatosis differentiates in many ways from the domain of in-

telligent user interfaces that provide intelligent help during file or e-mail

manipulation.

All these systems constantly reason about every user action and provide

spontaneous advice in case of an error. This kind of reasoning is performed

by the user modelling component that communicates with the UM-Server.

In case one of these systems judges that the user may have made a mistake

with respect to his/her hypothesised intentions, it suggests an alternative

action that the user may have really meant to issue rather than the one is-

sued. The selection of the best alternative is a multi-attribute decision prob-
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lem. Therefore, both systems use Simple Additive Weighting (SAW)10,11

for selecting the best alternative. The values of the attributes needed for

the application of SAW are provided by the user model maintained in the

UM-Server.

Multi-criteria decision making theories are not easily adapted in In-

telligent User Interfaces (IUIs). As a result many development steps are

required for their effective application. These steps involve many exper-

imental studies and complicate the knowledge-based software life-cycle.12

In this sense, the development of a Web Service that incorporates the rea-

soning of a decision making theory would be very beneficial for developers

of adaptive user interfaces. We have tested the reusability of UM-Server in

two different applications, a file manager and an e-mail client.

UM-Server uses Web Services for information sharing. Web Services

introduced a new model on the Web, in which information exchange is

conducted more conveniently, reliably and easily. More specifically, Web

Services are self-contained, modular applications via the Web that provide

a set of functionalities to anyone that requests them. One of the advan-

tages of Web Services is that they allow a higher degree of reusability of

components and knowledge sharing. This is very important for software

that is quite complex to develop from scratch. This is certainly the case

for user modelling components. However, the technology of Web Services

by itself cannot ensure reusability if the application has not been designed

in an appropriate way that makes optimum use of the potential offered by

the technology.

The main body of this chapter is organized as follows: In Section 2 we

describe the three systems that share the common user model. More specif-

ically, it is presented an e-Learning system for health issues, an Intelligent

User Interface for an e-mailing system and an Intelligent User Interface for

file manipulation. In Section 3 we present and discuss the attributes that

are commonly used by all applications for evaluating alternative actions.

In Section 4, we give examples of a user’s interaction with all three ap-

plications and how the common user model is used. In Sections 5 and 6,

we describe the UM-Server’s functionality and interaction with the client

applications. Finally, in Section 7 we give the conclusions drawn from this

work.
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4.2. Description of Systems of Different Domains Sharing a

Common User Model

4.2.1. System for e-Learning in Atheromatosis

E-learning and e-health can help users take more control of their well-being

and improve their lives by accessing health information. However, this

information is sometimes inaccessible for most people, as they do not have

the background knowledge to understand the medical terminology used.

A solution to this problem may be achieved by providing each user with

personalized information that is tailored to his/her knowledge and interests.

In view of the above, we have developed an e-learning system for a

medical domain that has the ability to adapt its interaction to each user

dynamically. The system is about Atheromatosis, which is a topic that

is of interest to many categories of people. Atheromatosis of the aortic

arch has been recognized as an important source of embolism. System

embolism is a frequent cause of stroke. The severity of Atheromatosis is

granted by the fact that aortic atheromas are found in about one quarter of

patients presenting embolic events.13 Information about Atheromatosis is

considered crucial because the diagnosis of this particular disease is mostly

established after an embolic event has already occurred.

The e-learning system developed is called INTATU (INTelligent Athero-

matosis TUtor). The system addresses a variety of users, such as patients,

patients’ relatives, doctors, medical students, etc. The main goal of IN-

TATU is to adapt dynamically its interaction to each user. The main

problem that users of such an application face is that most of them are

not familiar with interacting with a computer and as a result their learning

process is slowed down. A solution to this problem may be given if the

system provided them support during their learning process.

4.2.2. Systems for Intelligent Help in file manipulation and

e-mailing

Recently there have been several approaches for intelligent help which all

aim at improving the quality of help to the user.14 Very often, help is

given after an explicit user’s request like in UC,5,6 which is an intelligent

help system for Unix users. However, one important problem that has been

revealed by empirical studies (e.g.15) is that users do not always realize that

they have made an error immediately after they have made it. Therefore,

they may not know that they need help. This problem can be addressed by
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active systems that intervene when they judge that there is a problematic

situation without the user having initiated this interaction.

In view of the above, two different Graphical User Interfaces, MBIFM

and MI-Mailer, have been developed: MBIFM is a file manipulation sys-

tem and MI-Mailer is an e-mail client. Both systems aim at alleviating the

frustration of users caused by their own errors and increasing their produc-

tivity. This is achieved by constantly reasoning about every user action

and, in case of an error, providing spontaneous advice.

4.2.3. Error Diagnosis in three systems of different domains

All three systems described above aim at supporting users during their

interaction with the computer and operate in a similar way. In particular,

the common aims and operation of each of the three systems (MBIFM,

MI-Mailer or INTATU) can be summarised as follows:

The system monitors every user’s actions and reasons about them. In

case the system diagnoses a problematic situation, it provides spontaneous

advice. When the system generates advice, it suggests to the user a com-

mand, other than the one issued, which was problematic. In this respect,

the system tries to find out what the error of the user has been and what

the user’s real intention was. Therefore, an important aim of the system’s

reasoning is error diagnosis. The reasoning of the system is largely per-

formed by the shared user modelling component, which tries to model the

user in terms of his/her possible intentions and possible mistakes. More

specifically, the system evaluates the actions of every single user in terms of

their relevance to his/her hypothesized goals. In case an action contradicts

the systems’ hypotheses about the user’s goals or if it is wrong with respect

to the user interface formalities, the system tries to generate a hypothesis

about which action the user really intended to issue. During this process

many alternative actions may be generated. The alternative actions that

the system generates are similar to the user’s initial action and compati-

ble to his/her initial action. In order to evaluate the possible alternatives,

rank them and select the one that is more likely to have been intended by

the user, the system uses an adaptation of a multi-criteria decision making

theory, which is shared by all systems described above (MI-Mailer, MBIFM

and INTATU). The particular theory that has been adapted and incorpo-

rated in the user modelling mechanism is SAW, which is briefly described

in the Appendix at the end of this document.

The actual adaptation and application of a multi-criteria decision mak-
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ing theory is a demanding procedure that requires many development

steps.12,16,17 Therefore, we have adapted a Web Service User model that

maintains user models and incorporates a decision making theory. These

user models are used by all systems described above (MI-Mailer, MBIFM

and INTATU). In this way, information collected during the interaction of

the user with MI-Mailer or MBIFM can be also used for the same users’

interaction with INTATU and vice versa.

In case a user is new to both systems and, thus, there is not any in-

formation stored about him/her, the system uses stereotypes in order to

initialise the user model for the new user. User stereotypes are used in order

to provide default assumptions about users until systems acquired sufficient

information about each individual user. In UM-Server, the default assump-

tions of the stereotypes are given in the form of the values of attributes

that are essential for the application of SAW. Indeed as1,2 points out, a

stereotype represents information that enables the system to make a large

number of plausible inferences on the basis of a substantially smaller num-

ber of observations; these inferences must, however, be treated as defaults,

which can be overridden by specific observations. Therefore, MI-Mailer,

MBIFM and INTATU constantly observe their users, collect information

about them and send it to UM-Server that updates the individual user

models.

4.3. Common attributes for evaluating alternative actions

In order to locate the attributes that human experts take into account

while providing individualised advice, we conducted an empirical study.12

During this process 16 human experts were reviewed about the attributes

that they take into account when providing advice in computer applications.

The attributes that were selected for the application of the multi-attribute

analysis method were proposed among other attributes by the majority of

human experts that participated in the experiment and are the following:

(1) Frequency of an error (f): The value of this attribute shows how often

a user makes a particular error. Some users tend to entangle simi-

lar objects, other users entangle neighbouring objects in the graphical

representation of the file store and others mix up commands. As the fre-

quency of an error increases, the possibility that the user has repeated

this kind of error increases, as well.

(2) Percentage of the wrong executions of a command in the number of total
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executions of the particular command (e): The higher the number of

wrong executions of a command, the more likely for the user to have

failed in the execution of the command once again.

(3) Degree of similarity of an alternative action with the actual action

issued by the user (s): Similar commands or objects of the file store

are likely to have been confused by the user. Therefore, the similarity of

the object and the command selected with the object and the command

proposed by the system is rather important in order to locate the user’s

real intention.

(4) Degree of difficulty of a command (d): It has been observed that some

commands are not easily comprehensible by the user. Therefore, the

higher the degree of difficulty of a command or topic, the more likely

for the user to have made a mistake in this command or want to revise

the topic.

(5) Degree of relevance to the user’s goals (g): An alternative action may

be proposed to a user if it confirms the user’s goals and plans or if

it does not influence them. The actions that complete or continue an

already declared and pending plan have higher degree of relevance to

the user’s goals than other actions.

The attributes f and e acquire their values directly from the information

that is stored in the user model that is maintained centrally on the server.

The user model contains information about the user’s goals and plans as

well as his/her errors and misconceptions. This information can be used by

all systems described above (MBIFM, MI-Mailer and INTATU). As a result,

if a user has interacted with MBIFM and is prone to accidental slips, this

kind of information could be used when the user interacts with MI-Mailer

or INTATU, as well. The value of the attribute g is acquired by the short

term user model that is maintained locally on the user’s computer. The

value of the attribute d is predefined and static and is connected to each

command. Finally, the value of the attribute s is dynamically calculated

and is connected not just to the command issued in the graphical user

interface of the client application but to the graphical representation of the

user’s file-store state or the user’s mailbox as well. An example operation

of each system is described in the next Section.
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4.4. Example of a user interacting with three different sys-

tems

In this Section, we give examples of how a common user model stored in

UM-Server is used in a user’s interaction with MI-Mailer, MBIFM and

INTATU for the same user. In the specific example, UM-Server indicates

that the particular user is an expert in the usage of the computer, but

rather careless:

In the case of INTATU, the user is presented several theory topics and

the user selects to access the theory topic ”Cardiography”. However, the

system after error diagnosis suspects that this theory topic is probably not

the one that s/he really wanted to access as the particular user is novice

with respect to his/her knowledge in Atheromatosis and does not have the

prerequisite knowledge for this subject. Therefore, INTATU generates the

following two alternative actions:

T1. Cardiology

T2. Computed Tomography

Both topics are neighbouring in the list presented to the users and their

names are quite similar. For every alternative action that has been gener-

ated, the system uses the information from the user model that is stored on

the Server in order to calculate the values of each criterion. This informa-

tion is then sent back to the Web Service, which is responsible for applying

SAW and selecting the best alternative. In the particular case the best

alternative was the first one. Table 4.1 presents the values of the criteria

for every one of the three alternative actions. Furthermore, it updates the

information stored in the user model maintained on the UM-Server.

Table 4.1. The values of the crite-
ria based on the information stored
in UM-Server user model.

f e s d g

T1 0.7 0.3 0.9 0.1 0.9

T2 0.5 0.3 0.6 0.1 0.3

In the case of MI-Mailer, the example initial state of the user’s electronic

mailbox is illustrated in Figure 4.1. The user has just received a possibly

infected message and tries to delete the message in a way that she would

not activate the virus. Since the user is an expert, she knows that in some

of the most popular e-mailing systems users can only avoid a virus sent by

e-mail by not opening or even selecting the message. Indeed, in such clients,
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selecting a message to display it in a preview frame triggers the execution

of possible scripts that it may contain. Furthermore, in most e-mailing

systems the only way of deleting an e-mail message is by selecting it and

then executing the command delete. Therefore, the user in the particular

case, like the majority of expert users, finds different ways of deleting an

infected message without selecting it.

Fig. 4.1. The user’s electronic mailbox

The user’s final goal is to delete the infected message, which is located in

the folder ‘Inbox/Course2’, without ‘clicking’ on it. In order to achieve this,

she intents to move the rest of the messages, which are rather important

for her, into another folder and then, delete the folder which contains only

the infected message. Therefore, she moves all the messages stored in the

folder ’Inbox/Course1’ except for the infected message to the newly created

folder.

However, she accidentally tries to delete the folder ’Inbox/Course1’.

This action would be disastrous because the user would have deleted all

the messages that she intended to keep. Therefore, the system finds the

particular action ’suspect’ and generates alternative actions. The alterna-

tive actions that are generated by the system are the following:

J1. delete(Inbox\ Conferences\)
J2. delete(Inbox\Course2\)
J3. delete(Inbox\Courses\)

The alternative actions result from the assumption that the user prob-

ably wanted to delete a different folder and, therefore, the system proposes

the folder ’Inbox/Course2’ that has the infected message and the folders

’Inbox/Courses’ and ’Inbox/Conferences’ that are empty. Similarly to IN-

TATU, the system uses the information from the user model that is stored
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on the Server in order to calculate the values of each criterion for each one

of the alternative actions presented above. This information is then sent

back to the Web Service, which is responsible for applying SAW and se-

lecting the best alternative. In the particular case the best alternative was

the second one. Table 4.2 presents the values of the criteria for every one

of the three alternative actions. Furthermore, it updates the information

stored in the user model maintained on the UM-Server.

Table 4.2. The values of the crite-
ria based on the information stored
in UM-Server user model.

f e s d g

J1 0.2 0.3 0.3 0.5 0.4

J2 0.7 0.3 0.9 0.5 1.0

J3 0.5 0.3 0.6 0.5 0.4

The same user also interacts with MBIFM. The user has emptied

the folder ‘C:\Courses\SoftwareEng1’ and moved its content to the folder

‘C:\Courses\Old’ that she keeps all files about her old courses. Then she

selects the folder ‘C:\Courses\SoftwareEng2’ and issues first the command

’copy’ and then the command ’delete’. However, the system finds the partic-

ular action as not intended as the particular folder contains many subfolders

and files that will be lost and the system generates alternative actions.

Fig. 4.2. The user’s initial file store state

The alternative actions that are generated by the system are the follow-

ing:

G1. delete(C:\Courses\SoftwareEng1\)
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G2. delete(C:\Courses\WWW\)
G3. cut(C:\Courses\SoftwareEng1\)

The first alternative action is based on the assumption that the user has

tangled up neighbouring and similarly named objects. Similarly, the second

alternative supposes that the user has tangled up neighbouring objects

whereas the last alternative is based on the assumption that the user wanted

to issue a different command. However, the user model that is maintained

centrally on UM-Server reveals that the user is an expert and, therefore it

is rather unlikely to have been mistaken in selecting the correct command.

Furthermore, it has proven from the user’s interaction with MI-Mailer and

INTATU that the particular user is prone to accidental slips and selecting

the wrong object in a graphical representation. Using the values of the

criteria as these were formed after the user’s last interaction with MI-Mailer

and INTATU (Table 4.3), the Web Service selects the first alternative action

and sends it to MBIFM to propose it to the user. The way that the values

of the criteria are acquired by UM-Server and then used by INTATU, MI-

Mailer and MBIFM in order to select the best alternative is presented in

the next sections.

Table 4.3. The values of the crite-
ria based on the information stored
in UM-Server user model.

f e s d g

G1 0.8 0.3 0.9 0.5 1.0

G2 0.2 0.3 0.3 0.5 0.4

G3 0.1 0.4 0.4 0.6 0.0

4.5. User Modelling based on Web Services

When a user logs on INTATU, MBIFM or MI-Mailer then the UM-Server is

responsible for locating the user model and returning this information to the

application that requested the information. The operation of UM-Server is

quite simple. The application makes a request to the Server and the Server

returns an XML document containing the response to the application’s

request. Based on this, the system sends the username and password of

the user to the UM-Server and the latter is responsible for finding the

user model and sending this information to the client that requested it.

The user model is updated with information gathered locally, through the

user’s interaction with the application. Finally, the information acquired
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is sent back to the UM-Server so that the user model is updated. In this

way, UM-Server keeps track of the intentions and the possible confusions of

each individual user. This information is available to the client application

irrespective of the computer where it is running.

4.5.1. UM-Server’s Architecture

In every one of the systems presented above (MBIFM,MI-Mailer, INTATU),

most of the user models’ manipulation is handled by UM-Server and the

only data sent back to the client application are query results. Then the

client application can further process the results in order to calculate the

values of the attributes and, finally, adapt its interaction with each indi-

vidual user. The main goal here is to ensure basic interoperability. This

may be achieved by using standard communication protocols. Therefore,

the UM-Server architecture is based on Web Services, which are based on

standard protocols. The primary standards involved in this approach are:

• XML (eXtensible Markup Language) to handle the data transportation,

• SOAP (Simple Object Access Protocol) to handle communications,

• WSDL (Web Services Description Language) to provide the metadata

necessary to run the service, and

• UDDI (Universal Description Discovery and Integration) to register

services on Internet servers and thus make them public.

Communication between a client and UM-Server takes place in terms of

Web Services protocols. The client application makes specific SOAP calls

(under HTTP), which contain requests to the Web server. The Commu-

nication module retrieves and handles each such call, recognising it in the

URL’s structure. After resolving the service’s part of the URL it received,

the Communication Module passes on the rest of the string to the DB Mod-

ule or the User Modelling Module in order to process the request and form

the response. The response is sent again to the Communication Module,

which encodes it in XML and returns it to the caller (client).

The architecture of UM-Server is illustrated in Figure 4.3. The func-

tionality of each module of UM-Server is presented below:

• The Communication module handles all the Web Service messages. In

particular, it handles authentication requests, profile requests, profile

update requests, creation requests and deletion requests. Furthermore,

it is responsible for formatting the response in XML and sending it to
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Fig. 4.3. The architecture of UM-Server

the client application.

• The database module (DB module) implements all the functions nec-

essary to create, update and delete profiles, as well as to authenticate

a user. In order to perform these functions, the DB module interacts

with the database of user models (UMDB).

• The User Modelling Module processes all the information acquired by
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the UMDB, the Decision Making Module or the client application in

order to draw basic inferences about the user or form the response to

the call made by the client application.

• The Decision Making Module processes all information acquired by

the User Modelling Module and applies SAW in order to select the

alternative action to be proposed to the user by the system. More

specifically, the User Modelling Modules provides a set of alternatives

actions and the values of criteria for each alternative action and the

Decision Making Module applies SAW to select the best one.

• The Publication Module handles the interface publication demands. It

presents a description in HTML language for a developer that wishes to

use such a profile and handles the WSDL requests concerning the Web

Service. It handles all the details necessary for the interaction with the

service, including message formats, transport protocols and location.

More specifically, the information concerning the operation of the Web

Service contains an identification of the service, a complete list of the

functions provided together with their arguments and return values.

The interface hides the implementation details of the service, allowing

it to be used independently of the hardware or software platform on

which it is implemented on and also independently of the programming

language which it is written in.

4.5.2. UM-Server’s Operation

In order to provide intelligent help or assistance during e-Learning, IN-

TATU, MBIFM and MI-Mailer monitor all users’ actions and reason about

them. The information collected by this process is stored in a detailed user

model, which is located on a web server. Therefore, every time the user

interacts with one of the two systems, the client makes a specific SOAP

call, which contains a request about the particular user model, to the Web

server. In order to authenticate the user, this call contains the username

and the password given by the user during his/her interaction with the

mailing or the file manipulation system. The retrieval of this request is the

main task of the Communication Module. After resolving the service’s part

of the URL it received, the Communication Module passes on the rest of

the string to DB Module. The DB Module authenticates the user and finds

his/her user model.

In case the DB Module succeeds in finding the user model, the infor-

mation acquired is further processed by the User Modeling Module and the
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result is sent to the Communication Module. The Communication Module

generates a response in XML, which contains information about the values

of the attributes for the user interacting with the client application that

made the call, and returns it to the caller (client). In this case the caller

could be any of the two applications discussed in this paper or even a third

one that uses a similar user model.

In case the user does not exist in the User Models Database (UMDB),

the DB Module informs the Communication Module for its failure to find

the particular user model. The Communication Module generates a re-

sponse in XML that informs the caller (client) that there is no available

information about the user’s preferences and characteristics. Therefore, the

client asks the user a number of questions about his/her previous knowledge

of e-mail clients, file manipulation programs, operating systems, his/her In-

ternet experiences etc. The information collected by this process is sent to

UM-Server as a specific SOAP call. The Communication Module that re-

ceives the request, sends it to the User Modelling Module. As the User

Modelling Module maintains a library of models for every group of users,

it is responsible for retrieving the information about the user and deciding

which stereotype should be activated.

In UM-Server, users are classified into one of three major stereotype

classes according to their level of expertise, namely, novice, intermediate

and expert. Each one of these classes represents an increasing mastery

in the use of the particular e-mailing system. Such a classification was

considered crucial because it would enable the system to have a first view

of the usual errors and misconceptions of a user, belonging to a group.

For example, novice users are usually prone to mistakes due to erroneous

command selection or erroneous command execution whereas expert users

usually make mistakes due to carelessness. Therefore, another classification

that was considered important was dividing users into two groups, careless

and careful.

All default assumptions in stereotypes used in UM-Server, give informa-

tion about the errors that users belonging to each category usually make.

Information about each error is expressed by using the values of the at-

tributes f and e. More specifically, the value of f is used for showing how

often users belonging to a certain group make a particular error. Another

piece of information that can be derived from a stereotype is how the suc-

cess of the user in executing each command, which is expressed by the value

of the attribute e.

As the user interacts with the client application (INTATU, MBIFM or
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MI-Mailer), it collects more and more information about him/her and stores

it in an individual user model. Therefore, every time the user interacts

with the client, the information collected is sent to the UM-Server, which

makes all the essential work in order to update the user model. In this

way, the UM-Server keeps track of intentions and possible confusions of

each individual user using the values of the attributes. This information is

available to any client application irrespective of the computer where it is

running.

4.6. Multi-Attribute Decision Making on the Server side

The value of the attribute f that refers to the frequency of an error is calcu-

lated by dividing the times a particular user has made an error by his/her

total errors. Such information is provided by the user model that is main-

tained centrally on the Server. This user model also provides information

for calculating the value of the attribute e that represents the percentage

of the wrong executions of a command in the number of total executions of

the particular command. The particular attribute is calculated by dividing

the times the user has made an error in the execution of a command by

the total number of the command’s execution. The degree of relevance to

the user’s goals, on the other hand, is estimated by taking into account

the information about the user’s goals and plans that is stored in the in-

dividual short term user model. If the alternative action that is evaluated

results in the completion or continuation of a plan then the value of the

particular attribute is 1 otherwise, its value is lower. Finally, the values

of the other two attributes, s and d, are calculated by taking into account

the information that is stored in the knowledge representation component

of the system. For example, the degree of difficulty of each command is a

prefixed value that is maintained constant for all users.

However, the above mentioned attributes are not equally important in

the reasoning process of the human experts. For this purpose, an empirical

study was conducted in order to identify how important each attribute is

in the reasoning process of human experts. More specifically, 16 human

advisors were asked to rank the five attributes with respect to how impor-

tant these attributes were in their reasoning process. However, SAW does

not propose a standard procedure for setting a rating scale for attributes

weights. Several researchers have used different scale rating. For example

use a scale from 1 (least desirable) to 9 (most desirable) for six different

attributes.



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

User Modelling Sharing for Adaptive e-Learning and Intelligent Help 101

In view of the above, a scale from 1 to 5 is proposed for rating the

attributes in this empirical study. More specifically, every one of the 16

human experts was asked to assign one score of the set of scores (1, 2, 3, 4,

5) to each one of the four attributes and not the same one to two different

attributes. The sum of scores of the elements of the set of scores was 15

(1+2+3+4+5=15). For example, a human expert could assign the score

5 on the degree of relevance to the user’s goals (attribute g), the score 4

on the frequency of an error (attribute f), the score 3 on the percentage of

the wrong executions of a command in the number of total executions of

the particular command (attribute e), the score 2 on attribute s (similarity

of an alternative action with the actual action issued by the user) and the

score 1 on the attribute d (difficulty of a command).

As soon as the scores of all human experts were collected, they were

used to calculate the weights of the attributes. The scores assigned to each

attribute by each human expert were summed up and then divided by the

sum of scores of all attributes (15 * 16 human experts = 240). In this way

the sum of all weights could be equal to 1.

As a result, the calculated weights for the attributes were the following:

• The weight for the degree of similarity (s): ws = 75
240 = 0.313

• The weight for the frequency of an error (f): wf = 39
240 = 0.163

• The weight for percentage of the wrong executions of a command in

the number of total executions of the particular command (e): we =
37
240 = 0.154

• The weight for the degree of difficulty of a command (d): wd =
27
240=0.113

• The weight for the degree of elevance to the user’s goals (g): wg =
62
240 = 0.258

The empirical study for calculating the weights of the attributes is only

conducted once, but the values of the attributes are calculated every time

one alternative action is to be evaluated. Therefore, as soon as the decisions

about the calculation of the values of the attributes for every alternative

action have been made, SAW may be incorporated in the Web Service.

In SAW, the alternative actions are ranked by the values of a multi-

attribute function that is calculated for each alternative action as a linear

combination of the values of the n attributes. So the client application

(INTATU, MBIFM or MI-Mailer) gathers the values of all attributes and

send it to the Web Service, which is responsible for calculating the values of

the multi- attributes utility function U for each alternative action generated
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by the system. More specifically, the function U takes its values as a linear

combination of the values of the five attributes described in the previous

section:

USAW (Xi) = weei + wvvi + wcci + wddi, (4.1)

where Xi is the evaluated alternative, we, wv, wc, wd are the weights of

the attributes and ei, vi, ci, di are the values of the attributes for the i

alternative. As the weights of the attributes are already known the multi-

attribute utility function is transformed to be:

USAW (Xi) = 0.313si + 0.258gi + 0.163fi + 0.154ei + 0.113di. (4.2)

The particular formula is used for selecting the best alternative action

to be proposed to the user. For the example interactions presented in sec-

tion 4, the particular formula was used in the Web Service in order to select

the best alternative action irrespective of the application that the user in-

teracted with. More specifically, in the case of the undesired action in the

user’s interaction of INTATU, the Web Service uses the values of the crite-

ria presented in Table 4.1 for estimating the value of using formula (4.2):

USAW (T1) = 0.685, USAW (T2) = 0.404. Taking into account the values

of the multi-attribute utility function, INTATU selects the first alternative

action T1 to present it to the user.

Similarly, in the case of MI-Mailer, the Web Service used the values of

the attributes presented in Table 4.2 for applying formula (4.2) in every

one of the three alternative actions: USAW (J1) = 0.33, USAW (J2) = 0.76

USAW (J3) = 0.47. As a result, MI-Mailer proposed the second alternative

that had the highest value of the multi-attribute utility function. Finally,

when the user interacted with MBIFM, the Web Service used the values

of the attributes presented in Table 4.2 for applying formula (4.2) in every

one of the three alternative actions:USAW (G1) = 0.77, USAW (G2) = 0.33

USAW (G3) = 0.27. The multi-attribute utility function is maximised in the

case of the first alternative, and, therefore, G1 is selected to be presented

to the user.

4.7. Conclusions

In this paper, we have shown how applications from different domains can

share a common user model and adapt their interaction to each user. More

specifically, the paper presents an e-learning application for health issues
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and two intelligent user interfaces, one for file manipulation and one for e-

mailing. Each one of the above mentioned applications gathers information

about its users and stores it in a common user model that is maintained

in a user model server, called UM-Server. UM-Server maintains a central

database of all user models and allows the client applications to access this

information from virtually everywhere.

UM-Server uses Web Services. The technology of Web Services enables

the creation of a highly re-usable user model server as it offers advantages to

the developers of applications to create applications that are interoperable

and highly reusable. However, the reusability of Web Services depends on

the functionality that has been embodied in the Web Service and thus it

poses a problem for the application developers to solve.

For this purpose, in UM-Server the functionality of user modelling is

performed on the server side (UM-Server) and, thus, can be used by many

different applications. More specifically, UM-Server performs user mod-

elling based on a multi-criteria decision making theory called SAW. In this

way we have addressed the major problem caused by the need of construc-

tion from scratch of user models that incorporate a multi-criteria decision

making theory for various applications. Moreover, the fact that we have

incorporated a multi-criteria decision making theory into the reasoning of

a user model server, provides a reusable user modelling mechanism that

is not based on ad-hoc methods but rather it adapts and implements a

well-established multi-criteria theory for the purposes of user modelling.

Appendix A. Multi-Attribute Decision Making

A multi-attribute decision problem is a situation in which, having defined

a set A of actions and a consistent family F of n attributes g1, g2, . . . ,

gn (n ≥ 3) on A, one wishes to rank the actions of A from best to worst

and determine a subset of actions considered to be the best with respect

to F.18 According to19 there are three steps in utilising a decision making

technique that involves numerical analysis of alternatives:

(1) Determining the relevant attributes and alternatives.

(2) Attaching numerical measures to the relative importance of the at-

tributes and to the impacts of the alternatives on these attributes.

(3) Processing the numerical values to determine a ranking of each alter-

native.
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The determination of the relevant attributes and their relative impor-

tance is made at the early stages of the software life-cycle and is performed

by the developer or is based on an empirical study which may involve ex-

perts in the domain. However, decision making techniques mainly focus on

step 3. The Simple Additive Weighting (SAW)10,11 method is probably the

best known and most widely used decision making method. SAW consists

of two basic steps:

(1) Scale the values of the n attributes to make them comparable.

There are cases where the values of some attributes take their values in

[0,1] whereas there are others that take their values in [0,1000]. Such

values are not easily comparable. A solution to this problem is given

by transforming the values of attributes in such a way that they are in

the same interval.

(2) Sum up the values of the n attributes for each alternative.

As soon as the weights and the values of the n attributes have been

defined, the value of a multi-attribute function is calculated for each

alternative as a linear combination of the values of the n attributes.

Scaling the values of the n attributes to make them comparable is the

first step in applying the SAW method. However, the way that the values

of the attributes should be scaled up is not defined by SAW and, therefore,

different approaches have been proposed in order to overcome this problem.

The one proposed by20 is a very good one as it transforms all values so that

they take their values in the interval [0,1] and has been applied in solving

decision making problems in computer science. More specifically,20 uses the

scaling factor of formula A.1 in order to normalise the values of attributes

such as understandability, extent, availability, time and price.

xij =
dij − dmin

j

dmax
j − dmin

j

, (A.1)

where dij is the old value and xij is the transformed value of the j attribute

for the i alternative and are the maximum and minimum values of the

j attribute for all the alternatives. Using this scaling, the values of all

attributes are in the interval [0,1].

The SAW approach consists of translating a decision problem into the

optimisation of some multi-attribute utility function U defined on A. The

decision maker estimates the value of function for every alternative Xj and

selects the one with the highest value. The multi-attribute utility function

U can be calculated in the SAW method as a linear combination of the
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values of the n attributes:

U(Xj) =
n

∑

i=1

wixij , (A.2)

where Xj is one alternative and xij is the value of the i attribute for the

Xj alternative.
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Recommender systems have already been engaging multiple criteria for
the production of recommendations. Such systems, referred to as multi-
criteria recommenders, early demonstrated the potential of applying
Multi-Criteria Decision Making (MCDM) methods to facilitate recom-
mendation in numerous application domains. On the other hand, sys-
tematic implementation and testing of multi-criteria recommender sys-
tems in the context of real-life applications still remains rather limited.
Previous studies dealing with the evaluation of recommender systems
have outlined the importance of carrying out careful testing and param-
eterization of a recommender system, before it is actually deployed in a
real setting. In this paper, the experimental analysis of several design op-
tions for three proposed multi-attribute utility collaborative filtering al-
gorithms is presented. The data set used is synthetic, with multi-criteria
evaluations that have been created using an appropriate simulation en-
vironment. This synthetic data set tries to mimic the evaluations that
are expected to be collected from users in a particular application set-
ting. The aim of the experiment is to demonstrate how a synthetic data
set may be created and used to facilitate the study and selection of an
appropriate recommendation algorithm, in the case that multi-criteria
evaluations from real users are not available.

5.1. Introduction

The area of recommender systems attracts high research interest due to

its challenging open issues.1 Nowadays, there is an abundance of real-life

applications of recommender systems in the Web, which may help Internet

111
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users to deal with information overload by providing personalized recom-

mendations regarding online content and services.2 The application do-

mains range from recommendation of commercial products such as books,

CDs and movies, to recommendation of more complex items such as quality

methods and instruments. Early recommender systems were based on the

notion of collaborative filtering, and have been defined as systems that “. . .

help people make choices based on the opinions of other people”.3 With

time, the term recommender systems has prevailed over the term collabora-

tive filtering systems .4 It evolved to cover “. . . any system that produces

individualized recommendations as output or has the effect of guiding the

user in a personalized way to interesting or useful objects in a large space

of possible options”.5

In a recommender system, the items of interest and the user preferences

are represented in various forms, which may involve one or more variables.

Particularly in systems where recommendations are based on the opinion

of others, it is crucial to incorporate the multiple criteria that affect the

users’ opinions into the recommendation problem. Several recommender

systems have already been engaging multiple criteria for the production of

recommendations. Such systems, referred to as multicriteria recommenders,

demonstrated early the potential of applying multi-criteria decision making

or MCDM methods to facilitate recommendation in numerous application

domains, such as movie recommendation,6 restaurant recommendation,7

product recommendation,8 and others.9

In their recent survey of the state-of-the-art in the field of recommender

systems, Adomavicius and Tuzhilin1 stated that MCDM methods may have

been extensively studied in the Operations Research domain, but their ap-

plication in recommender systems has yet to be systematically explored.

An observation supporting their statement is that systematic implemen-

tation and testing of multicriteria recommender systems in the context of

real-life applications still remains rather limited.1,10,11 This indicates that

the evaluation of multicriteria recommender systems is not in line with the

conclusion of previous studies dealing with recommender systems’ evalua-

tion. These studies (e.g.12–15 have outlined the importance of carrying out

careful testing and parameterization of a recommender system, before it is

finally deployed in a real setting.

Towards this direction, this paper experimentally investigates various

design choices in a multicriteria recommender system, in order to support

neighborhood-based collaborative filtering in a particular application con-

text. More specifically, Sec. 5.2 describes how collaborative filtering may be

modeled using multi-attribute utility theory or MAUT principles.16 In Sec.
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5.3, a classic neighborhood-based algorithm for single-criterion collabora-

tive filtering is extended to support multi-attribute collaborative filtering.16

Then, a classic neighborhood-based algorithm for single-criterion collabo-

rative filtering is extended to support multicriteria collaborative filtering.

Three different MAUT-based techniques for calculating the similarity be-

tween neighbors are considered, leading to three multiattribute utility algo-

rithms. Following the guidelines of related literature, various design options

for each algorithm are considered. In Sec. 5.4, the proposed algorithms

are experimentally evaluated for potential implementation in an examined

application context: multi-attribute recommendation of electronic markets

(e-markets) to online customers. For this purpose, a synthetic data set with

multi-criteria evaluations is created, using an appropriate simulation envi-

ronment. Using the created data set, several design options are explored

for each algorithm. Using the collected data set, several design options

are explored for each algorithm. In Sec. 5.5, a discussion of the benefits

and shortcomings of the proposed approach is provided. Finally, Sec. 5.6

outlines the conclusions of this study and directions for future research.

5.2. MAUT Collaborative Filtering

In related research, the problem of recommendation has been identified

as the way to help individuals in a community to find the information or

products that are most likely to be interesting to them or to be relevant to

their needs.17 It has been further refined to the problem (i) of predicting

whether a particular user will like a particular item (prediction problem),

or (ii) of identifying a set of N items that will be of interest to a certain

user (top-N recommendation problem).13 Therefore, the recommendation

problem can be formulated as follows:1 let C be the set of all users and S

the set of all possible items that can be recommended. We define as U c(s)

a utility function U c(s) : C×S → <+ that measures the appropriateness of

recommending an item s to user c. It is assumed that this function is not

known for the whole C ×S space but only on some subset of it. Therefore,

in the context of recommendation, we want for each user c ∈ C to be able

to:

• estimate (or approach) the utility function U c(s) for an item s of the

space S for which U c(s) is not yet known, or

• choose a set of items S ′ ⊆ S that will maximize U c(s):
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∀c ∈ C, s = max
s∈S′

U c(s). (5.1)

In most recommender systems, the utility function U c(s) usually consid-

ers one attribute of an item, e.g. its overall evaluation or rating. Nev-

ertheless, utility may also involve more than one attributes of an item.

The recommendation problem may therefore be viewed under the prism of

MCDM.18–20 An extensive review and analysis of how multi-criteria rec-

ommender systems support the users decision has been performed and is

presented elsewhere11 In this paper, we focus on Value-Focused models,

and more specifically MAUT ones. Several MAUT recommender systems

have already been introduced in related literature.7,21–24 In general, Value-

Focused models have already been applied in recommender systems, such

as the listed MAUT approaches or other approaches that may be found in

the literature.25–27

Multi-criteria recommender systems have the advantage that they con-

sider more than one criterion that may affect the potential users decision, in

order to make a recommendation. However, most current proposals remain

at a design or prototyping stage of development. Until today, the system-

atic design, implementation, and evaluation of multi-criteria recommenders

in the context of real-life applications is limited (e.g.23). In addition, the

systematic evaluation of multi-criteria recommenders requires their exper-

imental investigation in the context of the particular application domains,

using data sets with multi-criteria evaluations.10

Collaborative recommendation (or collaborative filtering) takes place

when a user is recommended items that people with similar tastes and

preferences liked in the past.1 Collaborative filtering systems predict a

user’s interest in new items based on the recommendations of other people

with similar interests. Instead of performing content indexing or content

analysis, collaborative filtering systems rely entirely on interest ratings from

the members of a participating community.15 The problem of automated

collaborative filtering is to predict how well a user will like an item that he

has not rated (also called “evaluated” in the rest of this paper), given a set

of historical ratings for this and other items from a community of users.15

In single-attribute (or single-criterion) collaborative filtering, the problem

space can be formulated as a matrix of users versus items (or user-rating

matrix), with each cell storing a user’s rating on a specific item. Under this

formulation, the problem refers to predicting the values for specific empty

cells (i.e. predict a user’s rating for an item). Following the notation of

Sec. 5.2, it can be said that collaborative filtering aims to predict the
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utility of items for a particular user (called active user), based on the items

previously evaluated by other users.1 That is, the utility Ua(s) of item s

for the active user a ∈ C is estimated based on the utilities U c(s) assigned

to item s by those users c ∈ C who are “similar” to user a. For classic,

single-attribute collaborative filtering, this corresponds to the prediction of

the rating Ua(s) = ra,s, according to the ratings U c(s) = rc,s provided by

the users c ∈ C who are “similar” to user a.

Engaging MAUT,16 the recommendation problem in collaborative filter-

ing systems may be defined as a decision problem with multiple variables

(called multiattribute utility collaborative filtering), which may be modeled

in the following manner. The multiple attributes describing an item s are

defined as a set of criteria upon which a user evaluates the item. The utility

function U c(s) is then referred to as the total utility of an item s, which is

calculated by synthesizing the partial utilities of the item s on each one of

the criteria. The criteria are independent, nondecreasing real-valued func-

tions, defined on S as gi : S → <, where gi(s) is the evaluation of the item

s on the ith criterion (i = 1, . . . , n). Thus, the multicriteria evaluation

of an item s ∈ S is given as a vector g(s) = [g1(s), g2(s), . . . , gn(s)]. The

global preference model is formulated as an additive value function, where

an importance weight is associated with each evaluation criterion. Assum-

ing that there is no uncertainty during the decision making, the total utility

of an item s ∈ for a user c ∈ C can be expressed as:

U c(s) =

n
∑

i=1

uc
i (s) =

n
∑

i=1

wc
i g

c
i (s), (5.2)

where uc
i (s) is the partial utility function of the item s on criterion gi for

the user c, gc
i (s) is the evaluation that user c has given to the item s on

criterion gi and wc
i is the weight indicating the importance of criterion gi

for the particular user c, with:

n
∑

i=1

wc
i = 1. (5.3)

The linear function of the total utility function is the simplest and most

popular form of an additive value function. Other forms that could be

used include an ideal point model, dependencies and correlations, as well

as diminishing utility forms (see9).

For each user c ∈ C that has evaluated an item s ∈ S, this evaluation

is given as a vector gc(s) = [gc
1(s), . . . , g

c
n(s)], and there is also a set of im-

portance weights wc = [wc
1, . . . , w

c
n] that are associated with the n criteria.
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In the remainder of this paper, the evaluations gc
i (s) are referred to as the

evaluations of user c, and the weights wc
i (i = 1, . . . , n) as the properties of

user c.

5.3. MAUT Algorithms for Collaborative Filtering

The goal of the collaborative filtering system is to provide to the active

user a ∈ C, either an estimation of the total utility for a particular target

item s that he has not previously evaluated, or a ranking of a subset of

items S′′ ⊆ S. For the items in S′′ that the active user a has not evaluated

yet, this corresponds again to the prediction of the utility U a(s), for each

item s ∈ S′′ that this user has not evaluated. Thus, we will address both

goals in a similar manner, by calculating the prediction of Ua(s). To calcu-

late this prediction, we engage a neighborhood-based collaborative filtering

algorithm.

Neighborhood-based algorithms are the most prevalent approaches for

single-criterion collaborative filtering.15,28 They belong to the category

of memory-based ones, and they have their roots in instance-based learn-

ing (IBL) techniques that are very popular in machine learning applica-

tions.29 The nearest neighbor algorithm is one of the most straightforward

IBL ones.30 During generalization, IBL algorithms use a distance func-

tion to determine how close a new instance is to each stored instance, and

use the nearest instance or instances to predict the target.28 There are

several proposed approaches for neighborhood-based collaborative filtering

(e.g.12,15,28,31). These approaches engage various methods and techniques

at each stage of a neighborhood-based algorithm, in order to acquire an ac-

curate prediction. To design the multiattribute algorithms, we build upon

a number of stages of single-attribute neighborhood-based algorithms, as

they have been identified by Herlocker et al.15 and extended by other re-

searchers:

• Stage A — Similarity Calculation: this is the core stage of the algorithm,

where the similarity between the examined user (active user) and the rest

users is calculated.

• Stage B — Feature Weighting : the engagement of a feature weighting

method further weights similarity according to the characteristics of each

examined user or some heuristic rules.

• Stage C — Neighborhood Formation/Selection: it refers to the selection

of the set of users to be considered for producing the prediction.
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• Stage D — Combining Ratings for Prediction: the final stage, normal-

izing the ratings that the users in the neighborhood have provided for

the unknown item, and using some method to combine them in order to

predict its utility for the active user.

Neighborhood-based algorithms therefore create a neighborhood D ⊆ C

of m users that have similar preferences with the active user and who have

previously evaluated the target item s, and calculate the prediction of U a(s)

according to how the users in the neighborhood have evaluated s. That is,

if m is the number of users in the neighborhood D, the recommendation

algorithm will predict Ua(s) according to the m utilities Ud(s) of this item

for each neighbor d ∈ D. In the following, we examine three different algo-

rithms for MAUT-based collaborative filtering. Each algorithm formulates

the neighborhoodD based on a different notion of how “similar preferences”

can be measured. Other algorithms can also be considered, according to

how preference similarity is measured.32

5.3.1. Proposed algorithms

5.3.1.1. Similarity per priority (PW) algorithm

This algorithm is based on including in the neighborhood D ⊆ C users

that have similar priorities to the properties wa
i (i = 1, . . . , n) of the active

user. That is, it bases the recommendation on the opinion of users that

assign similar importance to each evaluation criterion when selecting an

item. The various design options for the PW algorithm are illustrated in

Table 5.1 (a detailed description may be found in11). The options examined

for similarity calculation measure the distance between the vector of the

properties of the active user a and the vector of the properties of user c.

5.3.1.2. Similarity per evaluation (PG) algorithm

This algorithm calculates the prediction of the total utility U a(s) of a tar-

get item s ∈ S, by calculating the n predictions of how the active user

would evaluate s upon each criterion gi (i = 1, . . . , n) in separate, and then

synthesizing these predictions into a total utility value. This algorithm is in

line with the proposed approach for multidimensional recommenders pre-

sented by Adomavicius et al.,33 where n-dimensional recommendations are

calculated by synthesizing the User × Item recommendations upon each

one of the n dimensions. The algorithm creates n neighborhoods Di ⊆ C,
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Table 5.1. Design options for the PW algorithm.

Algorithm Design Options Description
Stage

Similarity
Calculation

Euclidian
distance

sim(a, c) = 1 −

√

∑

n
i=1 f2

i (wa
i − wc

i )2
∑

n
i=1 f2

i

Vector/
Cosine
similarity

sim(a, c) =

∑n
i=1 f2

i (wa
i · wc

i )
√

∑

n
i=1 f2

i
· (wa

i
)2 ×

√

∑

n
i=1 f2

i
· (wc

i
)2

Pearson
correlation

sim(a, c) =

∑

n
i=1 f2

i (wa
i − wa)(wc

i − wc)
√

∑

n
i=1 f2

i
(wa

i
− wa)2 ×

∑

n
i=1 f2

i
(wc

i
− wc)2

where wa is the mean value of the priorities of the active
user, and wc the mean value of the priorities of the other
user.

Feature
Weighting

None fi = 1

Inverse user
frequency

fi = log cmax
ci

where ci is the number of users that have

provided a priority on criterion i, and cmax is the total
number of users in the system. Since we assume that after
the data processing stage all users will provide priorities
on all criteria, this option is equivalent to the previous
one (fi = 1).

Entropy fi =
Hi

Hi,max
where Hi = −

∑max(g)i
i=min(gi)

pj,i · log2 pj,i, Hi

is the entropy of priorities on criterion i, pj,i is the
probability of priorities on criterion i to take the value j
(distribution of priorities upon scales [min
(wi), . . . , max(wi)]), and Hi,max represents the maximum
entropy which assumes that the distributions over all
scales of priorities are identical.

Neighborhood
Formation/
Selection

Correlation
weight
threshold
(CWT)

m neighbors for which sim(a, c) ≥ thresholdcw

Maximum
number of
neighbors
(MNN)

m = M neighbors with max(sim(a, c))

Combining
Ratings for
Prediction

Simple
arithmetic
mean

Ua(s) =

∑m
d=1 Ud(s)

m

Weighted
mean

Ua(s) =

∑

m
d=1 Ud(s) · sim(a, d)

∑

m
d=1 sim(a, d)

Deviation-
from-
mean

Ua(s) = Ua +

∑

m
d=1 [(Ud(s) − Ud) · sim(a, d)]

∑

m
d=1 sim(a, d)
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one for each criterion gi according to the way the users in C have previously

evaluated items on each criterion gi. The similarity of the active user a to

a user c ∈ C for criterion gi is denoted as simgi(a, c) and takes into consid-

eration the y commonly co-rated items of the active users a and c. The n

predictions ga
i (s) (i = 1, . . . , n) are then used to compute the prediction of

the total utility of the target item s, according to the formula:

Ua(s) =

n
∑

i=1

wa
i g

a
i (s). (5.4)

The various design options for the PG algorithm are similar to the ones for

the PW one (see Table 5.1), whereas instead of wa
i and wc

i , g
a
i (s) and gc

i (s)

are used respectively. Again, a detailed description may be found in.11

5.3.1.3. Similarity per partial utility (PU) algorithm

This algorithm calculates the prediction of the total utility U a(s) of a target

item s ∈ S, by predicting separately each partial utility ua
i (s), and then

synthesizing these predictions into a total utility value. The predictions

are based on the similarity between the partial utilities of the active user

with the partial utilities of the rest of the users, upon each one of the n

criteria. More specifically, the algorithm calculates the n predictions of

the partial utilities ua
i (s) of the target item s ∈ S (i = 1, . . . , n), and

then sums them altogether to produce the total utility Ua(s). Again, n

neighborhoods Di ⊆ C are created, one for each criterion gi according to

the partial utilities ui users in C have provided for gi. The similarity of

the active user a to a user c for criterion gi which is denoted as simui(a, c),

takes again into consideration the y commonly corated items of the active

users a and each user c ∈ C. The n predictions ua
i (s) (i = 1, . . . , n) are

then used to compute the prediction of the total utility of target item s,

according to the formula:

Ua(s) =
n

∑

i=1

ua
i (s). (5.5)

The various design options for the PU algorithm are similar to the ones

for that of the PW (see Table 5.1), whereas instead of wa
i and wc

i , u
a
i (s)

and uc
i (s) are used respectively. Again, a detailed description may be found

in.11
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5.3.2. Nonpersonalized algorithms

Apart from the three neighborhoodbased algorithms presented above, five

non-personalized algorithms are also being considered, in order to serve

as comparison measures throughout evaluation experiments. In particular,

the following nonpersonalized algorithms are examined:

• The Random algorithm: it randomly produces a prediction of U a(s),

independently from what evaluations other users have provided in the

past.

• The Random Exist algorithm: it randomly selects one of the utilities

U c(s) that a previous user c ∈ C has given to item s, and presented this

as the predicted value.

• The Arithmetic Mean (AriMean) algorithm: it calculates a prediction as

the arithmetic mean of all U c(s) that all other users c ∈ C have provided,

independently of how similar they are to the active user.

• The Geometrical Mean (GeoMean) algorithm: it calculates a prediction

as the geometrical mean of all U c(s), independently of how similar they

are to the active user, according to Ua(s) = cmax
√

U1(s) × · · · × U cmax(s).

• The Deviation-from-Mean (Dev-from-Mean) algorithm: it calculates a

prediction as a deviation-from-mean average over all U c(s). This al-

gorithm actually aims to predict for the active user, what the average

deviation from the mean of his previous evaluations will be, based on

the other users’ evaluations. It is recommended by15 as a very efficient

nonpersonalized algorithm (although it introduces some personalization

factor, since it bases the prediction upon the mean value of the active

user’s evaluations). The formula for calculating Ua(s) from the utilities

of the cmax other users is the following:

Ua(s) = Ua +

∑cmax

c=1

(

U c(s) − U c
)

cmax
. (5.6)

In Eq. (5.6), Ua is the mean value of the evaluations that user a has

provided in other items, and U c the mean value of other evaluations that

user c has provided.

The next section will introduce the particular application context for

which the proposed algorithms have been implemented and experimentally

tested.
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5.4. Case Study and Experimental Analysis

The application of Internet technologies to online transactions has lead to

the amazing growth of Internet-based e-markets. With the advent of these

e-markets, numerous opportunities for online business participants (sellers,

buyers etc.) have opened up. E-markets are operating in different business

sectors, and are offering a variety of services that facilitate product and

information exchange, as well as support the all-in process of transactions

from initial contracts and negotiation to settlement.34 This leads to a

large amount of complex information that can become overwhelming for a

typical Internet user. From the potential customer’s perspective, tasks such

as searching, locating, comparing and selecting appropriate e-markets can

be difficult and time-consuming. Such obstacles may be partially overcome

by the development of appropriate e-market recommender systems that will

help users to easily locate e-markets according to their specific needs and

preferences.

Focusing on the particular business sector of agriculture, we aim to

deploy an online observatory of e-markets with agricultural products. An

initial prototype of this observatory, termed as the “eMaM: e-Market Meta-

data Repository” (http:// e-services.aua.gr/eMaM.htm), contains a collec-

tion of about 200 e-market descriptions and allows for searching or browsing

based on e-market characteristics.35 It is our aim to enhance the services

provided by eMaM, by adding an e-market recommendation service that

will be based on multiattribute collaborative filtering.

In this context, the members of the eMaM user community are expected

to be evaluating their experience from using an e-market. Evaluations will

be collected using well-accepted and validated evaluation instruments for

e-commerce services. In the experiment to follow, these are collected upon

the e-market quality dimensions of eTailQ36 but other options are also

under investigation (e.g. WebQual37 ). Thus, the e-market recommender

of eMaM will be taking as input multi-criteria evaluations from users, and

will try to predict the e-markets that some particular user might like. Since

the studied evaluation dimensions are the ones of eTailQ36 the criteria set

corresponds to the four evaluation dimensions that eTailQ uses to assess

the quality of an e-market. All criteria take values from a 7-point scale

{1, . . . , 7}, where “1” is the lower value of the criterion, and 7 the higher

one. The developers of eTailQ claim that these criteria are independent,

exhaustive, and non-redundant. Other criteria sets may also be selected,

without affecting the design of the algorithms.
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5.4.1. Experimental setting

The goal of the experimental testing has been twofold: first, to evaluate

which of the three proposed algorithms is more appropriate for the par-

ticular eMaM application context; second, to examine the appropriate pa-

rameterization of the proposed algorithms, by exploring the various design

options. For each stage of Sec. 5.3, the considered design options led to a

number of algorithm variations (selected from the options in Table 5.1).

For this experiment, we have considered all three options of Similarity

Calculation (Stage A), that is Euclidian, Vector/Cosine, and Pearson. We

have not considered some particular method for Feature Weighting (Stage

B), thus this factor was set equal to “1”. Both methods for Neighborhood

Formation/Selection (Stage C ) have been considered, that is correlation

weight threshold or CWT and maximum number of neighbors or MNN.

Finally, all three options for Combining Ratings for Prediction (Stage D)

have been examined. This led to 3*1*2*3= 18 variations of each one of the

three proposed algorithms. To fine-tune the algorithms and explore their

appropriate parameterization, we further varied the parameter value of the

Neighborhood Formation/Selection stage. For CWT, values varied between

“0” and “1” (leading to 21 variations). For MNN, values varied between

“1” and “20” (leading to 20 variations). The overall number of variations

considered have been (21 ∗ 18 + 20 ∗ 18)/2 = 369 (from which, 189 using

CWT and 180 MNN). To facilitate the comparison of the results of the

different algorithm variations, we developed a simulator of multiattribute

utility collaborative filtering algorithms.38 This software tool allowed us to

parameterize, execute and evaluate all considered variations of the proposed

algorithms.

Since there are no multi-criteria data sets publicly available (as they

exist in the case of single-criterion ratings, e.g. the MovieLens, EachMovie

and Jester data sets10,39) , we used the online simulator to produce a data

set similar to the one that the eMaM environment will have when the rec-

ommendation system is put into operation. Our aim is to deploy eMaM in

order to support a community of users interested in e-markets with agri-

cultural products. Potential users for eMaM will be mainly attracted from

a larger community of people interested in the application of new technolo-

gies in the agricultural sector: the community of the European Federation

of Information Technology Applications in Agriculture (EFITA). For in-

stance, the EFITA mailing list consists of more than 2.000 people around

Europe. Based on anecdotal data from an informal survey that has been
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carried out during previous EFITA conferences, it has been possible to es-

timate that about 10% of the EFITA community members are expected to

register as users of eMaM. It would be sensible to estimate that 10% of the

EFITA mailing list members (that is about 200 users) will register and use

the eMaM environment. Upon registration, each user will be asked to eval-

uate three examples of existing agricultural e-markets using the criteria of

eTailQ, in order for an initial pool of evaluations to be created. The eMaM

users can also provide additional evaluations of agricultural e-markets as

they continue using the system. Based on the above estimation, we de-

cided to examine the following scenario of the eMaM operation: about 200

users will be registered to the eMaM environment, which contain about

200 items, and (since each user will be asked to evaluate three e-markets

upon the four criteria of eTailQ), eMaM is expected to have at least 600

evaluations. Therefore, the simulator has been used to produce a data set

of 200 users, 200 items, and 750 evaluations, from which 600 could serve as

a training set for the algorithms and the remaining 150 as a testing set. In

this way, the training set had similar characteristics with the ones of the

above scenario.

The evaluations have been processed with the simulation environment,

and have been split into a training and into a testing component (using

a 80–20% split). The performance of each algorithm variation has been

measured as follows. For each evaluation in the testing component, the

user that had provided this evaluation was considered as the active user,

and the evaluated e-market as the target item. Then, the algorithm tried

to predict the total utility that the target item would have for the active

user, based on the information in the training component.

For our experimental analysis, two particular performance evaluation

metrics have been used (similarly to the analysis of the single-criterion

collaborative filtering algorithms of15). Other metrics for recommender

systems evaluation are discussed in.10 The metrics used have been the

following:

• Accuracy : To measure the predictive accuracy of the multicriteria algo-

rithms, we calculated the mean-absolute error (MAE). MAE is the most

frequently used metric when evaluating recommender systems. Herlocker

et al.10 have demonstrated that since it is strongly correlated with many

other proposed metrics for recommender systems, it can be preferred as

easier to measure, having also well understood significance measures.

• Coverage: To measure the coverage of the multicriteria algorithms, we
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calculated the items for which an algorithm could produce a recommen-

dation, as a percentage of the total number of items. Previous research10

recommends the measurement of coverage in combination with accuracy.

The simulator compared the predicted utility with the actual one, and

calculated the MAE from all evaluations in the testing set. Furthermore, it

calculated coverage as the percentage of e-markets in the testing component

for which the algorithm could calculate a prediction based on the data in

the training component. Additionally, the time required for a prediction to

be calculated has also been recorded.

5.4.2. Results

Comparison results of the algorithm variations are presented in Tables 5.2

and 5.3, as well as Figs. 5.1–5.4. More specifically, Table 5.2

presents the Accuracy of the Accuracy of the various algorithm vari-

ations, whereas Figs. 5.3 and 5.4 present their Coverage. In all figures,

the Simple algorithms appear using a cross +, the PW variations using a

circle o, the PG variations using a triangle ∆, and the PU variations using

a rectangle �.

In Figure 5.1, the variations where the Correlation Weighting Threshold

(CWT) option for neighborhood formation has been chosen are presented

(where the threshold takes values from 0 to 1, with step 0.05). It can be

noted that the PG variations are generally producing more accurate predic-

tions in terms of MAE. All variations perform better than the Random one,

but the rest of the Simple variations performs similarly (or sometimes even

better) to some personalized ones. Nevertheless, the difference in MAE is

rather small (between 0.05 and 0.45). This picture changes when the Max

Table 5.2. MAE for each nonpersonalized algorithm.

Variation Pure Random Random Exists Ari Mean Geo Mean Dev-from-Mean

MAE 2.06348 0.86143 0.71813 0.73591 0.75715

Table 5.3. Coverage for each nonpersonalized algorithm.

Variation Pure Random Random Exists Ari Mean Geo Mean Dev-from-Mean

Coverage 100% 100% 100% 100% 94.59%
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Neighbors Number (MNN) option is chosen for neighborhood formation.

From Figure 5.2 it can be noted that, when MNN is engaged, again some

PG variations generally perform better than the rest of the algorithms.

Moreover, the PW variations seem to be producing higher MAE than the

rest of the algorithms, and in some cases even worse than the Random

variations. When MNN is engaged, the difference in MAE between the

variations can sometimes get very high. For example, it gets between 1.2

and 1.4 comparing the worst of the PW variations with the best performing

variations.

Fig. 5.1. MAE scatterplot for each CWT variation.

Fig. 5.2. MAE scatterplot for each MNN variation.
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Fig. 5.3. Coverage scatterplot for each CWT variation.

Apart from the accuracy of the algorithms, it is important to examine

their performance in terms of coverage. Indeed, Figure 5.3 demonstrates

that all the PG and PU variations have very low coverage (>20%) for the

examined data set. This means that they are not appropriate for operation

under circumstances similar to the ones we empirically investigate. In this

diagram it is also illustrated that the coverage of some PW variations decays

as the CW threshold gets higher. On the other hand, there are also some

PW variations that have high coverage (>80%), for most CW threshold

values. As it has been expected, the Simple variations have the highest

coverage values, since they do not have particular requirements for their

training data e.g. the Random variation has 100% coverage since it always

produces a prediction, and the AriMean variation has 95.33% coverage

since it only requires the existence of some other users that have previously

evaluated the target item.

In a similar manner, Figure 5.4 presents the coverage for all MNN vari-

ations. From this diagram, it can be noted that again all the PG and PU

variations have very low coverage (around 10%) for the examined data set.

It is also clear that the all PW variations have very high coverage (over

92%). The conclusion from the Figs. 5.3 and 5.4 is that for the particu-

lar data set, the PG and PU are not appropriate, although they have lower

MAE in some occasions. From the above diagrams, it appears that the PW

variations, with the MNN option chosen for neighborhood formation, seem

more appropriate for the examined data set. To validate this observation,

we compared all variations and identified the top-5 ones variations in terms

of accuracy, which had also coverage equal or greater than 80%. Table 5.2
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Fig. 5.4. Coverage scatterplot for each MNN variation.

Table 5.4. Top-5 algorithm variations according to MAE (with coverage > 80%).

Rank VERSION Neighb Method Normalization MAE Coverage Execution
Time

1st Pearson PW MMN= 4 Simple Mean 1.164581 95.33% <1 s
2nd Pearson PW MMN= 5 Simple Mean 1.164804 95.33% 1 s

3rd Cosine PW MMN= 4 Simple Mean 1.167469 95.33% <1 s
4th Euclidian PW MMN= 4 Simple Mean 1.16778 95.33% <1 s
5th Euclidian PW MMN= 5 Simple Mean 1.16871 95.33% 1 s

demonstrates that these are all PW variations, with the MNN option for

the neighborhood formation, and illustrates how they perform in terms of

accuracy, coverage and execution time.

From these results, it has been possible to identify which recommenda-

tion algorithm variation seems most appropriate for the particular appli-

cation context. It has been demonstrated, that a PW algorithm variation

that engages the Pearson metric for the calculation of similarity between

user preferences, and the MNN method for the selection of neighborhood

(with MNN=4), will provide a combination of high accuracy (prediction

with MAE of about 1.165 on the eTailQ scale of 1 to 7) and high coverage

(producing a prediction for about 95% of the e-markets) for the data set

that is expected in the eMaM environment.
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5.5. Discussion

In this paper, the proposed multicriteria recommendation algorithms are

based on MAUT principles and use a linear additive value function for the

representation of user preferences. This is a traditional decision making

approach, widely applied and convenient to implement. On the other hand,

assuming that the utility function is linear restricts the way user preferences

are represented, since partial utilities are not always linear (e.g. they can

be represented as sigmoid functions40). Therefore, we plan on exploring

alternative utility function representations.9,41 Another limitation of the

MAUT approach is that it requires the user to fully express preferences

upon criteria, as a set of importance weights. This can be addressed by

the exploration of methods to elicit user preferences from past selections or

that can calculate the similarity between user preferences, even when they

are partially expressed.24,32

The major advantage of considering multiple criteria when producing

a recommendation is the fact that users take more than one criteria into

consideration for deciding whether an item is interesting/suitable for them.

Furthermore, collaborative filtering may benefit from recommending items

to users based on the items that users with similar preferences upon the

multiple criteria have liked (instead of considering all users as candidate

neighbors). Engaging multiple criteria may also allow for the exploration

of alternative recommendation forms. For example, instead of recommend-

ing a user the items with the top-N total utility values, the items with the

best combination of partial utility values upon specific criteria can be pro-

posed (e.g. “the e-markets best scoring in the Reliability and the Website

Design criteria”).33 The production of such recommendations would call

for the use of more complex modeling methodologies, such as combinato-

rial/multiobjective optimization ones.

The proposed MAUT-based algorithms are neighborhood-based collab-

orative filtering ones. These algorithms have several benefits, such as their

wide application and extensive testing, which allows for a better under-

standing of their expected behavior and performance. For instance, related

studies have indicated that they produce rather precise and reliable results,

even when compared to more sophisticated recommendation approaches.39

On the other hand, they have well-known shortcomings, such as the fact

that they do not perform well in sparse data sets and that they suffer from

the “new user” and “new item” problems.1,5 For this purpose, several im-

provements have been proposed in the literature, such as default voting
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and case amplification,12 significance weighting of neighbors,15 weighted-

majority prediction,42 as well as matrix conversion and instance-selection.43

We have studied the extension of the presented algorithms in order to in-

clude these improvements in our proposed algorithms as well.11 The next

step is also to investigate if they may improve multiattribute collaborative

filtering in the eMaM context. Other types of algorithms may also be ex-

plored, such as algorithms that are based on item-to-item correlations13,44

or that are facing the recommendation problem as a multiobjective opti-

mization problem.1

The number of criteria considered can greatly affect the performance

of a multi-criteria algorithm. From other experiments with the proposed

algorithms, where other sets of evaluation criteria have been also tested, it

has been noted that the accuracy of the multi-criteria algorithms increased

with the number of criteria. Furthermore, different design options may arise

as more appropriate when different criteria sets are used. For example, in

experiments where more than twenty criteria were used, the Euclidian vari-

ations seemed to be performing better than the other ones. On the other

hand, as the number of criteria grew, the execution time of the algorithms

had the tendency to grow significantly. This observation outlines the im-

portance of carrying out a systematic evaluation and fine-tuning of several

candidate algorithms, either on an existing data set with real evaluations

or on a synthetic data set, before a multi-criteria recommender system is

deployed in actual operation settings.

The evaluation metrics used in our experimental analysis (i.e. accuracy

and coverage) are appropriate for the evaluation of recommender systems

where prediction accuracy is important for the production of the recommen-

dation. On the other hand, in several recommendation applications (such

as top-N recommenders) the ranking accuracy is more important than the

prediction accuracy (that is, the prediction of the correct item ordering is

more important than exact utility value). Thus, we intend to extend our

experimental analysis in order to examine the ranking accuracy of the al-

gorithms, in usage scenarios where rankings of items are proposed to the

users. Finally, the investigation of a combined metric that will synthesize

accuracy, coverage and execution time in one formula, would make the se-

lection of an algorithm that is appropriate for our application context much

easier.
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5.6. Conclusions

Careful testing and parameterization of a recommender system is required,

before it is actually deployed in a real setting. Until today, very few multi-

criteria recommender systems (e.g.23) have been systematically tested in

the context of real-life applications. In this paper, we presented the experi-

mental analysis of several design options for three proposed multi-attribute

collaborative filtering algorithms for a particular application context, using

a synthetic data set. The multi-criteria evaluations of the synthetic data

set have been created using an appropriate simulation environment38 and

tried to be similar to the ones expected to be collected from actual users.

The results of this study provide useful insight about how a synthetic

data set may be created and used in order to facilitate the study and se-

lection of an appropriate recommendation algorithm, when actual multi-

criteria evaluations from real users are not available. It has been highlighted

that the performance of recommendation algorithms seems to be dependent

on the application context, as they are reflected on the properties of the

evaluations data set. Therefore, it is important to experimentally analyze

various design choices for a multi-criteria recommender system, before its

actual deployment in a real setting. On the other hand, experimental test-

ing based on such a synthetic data set can only serve as for initial evaluation

purposes: it may help a recommender system designer to decide about sev-

eral design options regarding the recommendation algorithm to be used. As

soon as evaluations from actual users are available, experimental analysis

should be repeated to verify that the selected design options match the

actual needs of the application context. A future research direction of par-

ticular interest would therefore be the exploration of adaptive recommender

systems. Such a system will be able to dynamically select the appropriate

recommendation algorithm or variation according to the current properties

of the evaluations data set.
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Collaborative Filtering (CF) is currently one of the most popular and
most widely used personalization techniques. It generates personalized
predictions based on the assumption that users with similar tastes prefer
similar items. One of the major drawbacks of the CF from the compu-
tational point of view is its limited scalability since the computational
effort required by the CF grows linearly both with the number of avail-
able users and items. This work proposes a novel efficient variant of the
CF employed over a multidimensional content-addressable space. The
proposed approach heuristically decreases the computational effort re-
quired by the CF algorithm by limiting the search process only to poten-
tially similar users. Experimental results demonstrate that the proposed
heuristic approach is capable of generating predictions with high levels
of accuracy, while significantly improving the performance in comparison
with the traditional implementations of the CF.

6.1. Introduction

In many circumstances, the quantity of available information grows rapidly

and exceeds our cognitive processing capabilities. Thus, there is a press-

ing need for intelligent personalization systems providing services tailored

to users’ real needs and interests. Recommender Systems1 are one of the

commonly used approaches to address this problem. These systems assist a

user in selecting a suitable item among a set of potentially selectable items

by predicting the user’s opinion on the items by applying statistical and

knowledge discovery techniques.2 Currently, Recommender Systems are

135
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used in a variety of application domains, e.g. movies,3 jokes,4 music5 and

others, and they exploit various recommendation techniques, such as Col-

laborative Filtering,6 Content-Based Filtering,7 Case-Based Reasoning,8

and numerous hybrid techniques.9

Collaborative Filtering (CF) is probably the most familiar and one of

the most widely-used techniques to generate predictions in Recommender

Systems. It relies on the assumption that people who agreed in the past

will also agree in the future.10 The input for the CF algorithm is a matrix

of users’ ratings on a set of items, where each row represents the ratings

provided by a single user and each column represents the ratings provided

by different users on a single item. CF aggregates the ratings to recog-

nize similarities between users and generates the prediction for an item by

weighting the ratings of similar users on this item.

The CF algorithm is typically partitioned to three generic stages: (1)

Similarity Computation: weighting all the users with respect to their

similarity with the active user (i.e. the user, whose ratings are be-

ing predicted), (2) Neighborhood Formation: selecting the most sim-

ilar users for the prediction generation, and (3) Prediction Genera-

tion: computing the prediction by weighting the ratings of the selected

users.

One of the major drawbacks of the CF is its limited scalability. The

stages of Similarity Computation and Neighborhood Formation require

comparing the active users with all the other users over all the available

ratings. Hence, the computational effort required by the CF grows linearly

both with the number of users and the number of items in the ratings ma-

trix. Thus, for a matrix containing ratings of M users on N items, the

required computational effort is O(MN ). This poses a problem in real-life

systems, where the predictions are generated using millions of ratings on

thousands of items, e.g. in Web-based Recommender Systems. Previous

studies, (e.g. Refs.,1112 and4 and others) tackle the issue of reducing the

computational effort required by the CF either by preprocessing of the rat-

ings matrix or by distributing the heavy computational stages. Nonetheless

it remains one of the most important issues in the CF research community.

In this work we develop a fast heuristic variant of the CF algorithm

that decreases the computational effort required by the Similarity Com-

putation and the Neighborhood Formation stages. The basic assumption

of the proposed heuristic algorithm is that losing general completeness of

the exhaustive search (1) has a minor negative effect on the accuracy of

the predictions, but (2) significantly decreases the required computational
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effort. Thus it provides a scalable approach, applicable to real-life scenarios

with a high number of users and items, such as in Web-based systems.

The proposed heuristic approach is based on a notion of content-

addressable data management13 that provides an adaptive topology for

mapping of users’ profiles to a multidimensional space. This mapping im-

plicitly clusters similar users and limits the Similarity Computation and

the Neighborhood Formation stages to a heuristic search among the users

that are potentially highly similar to the active user.

Experimental evaluation of the proposed approach demonstrates both

high efficiency and good accuracy of the proposed algorithm in comparison

with the traditional (exhaustive) K-Nearest Neighbors (KNN) search of the

Neighborhood Formation stage. The evaluation also demonstrates that the

algorithm is highly scalable with the number of nearest neighbors to be

retrieved.

The rest of the paper is organized as follows. Section 6.2 describes the

CF personalization technique and surveys the studies focusing on the re-

quired computational effort reduction. Section 6.3 describes the CAN, a

Peer-to-Peer content-addressable platform for decentralized data manage-

ment. Section 6.4 describes the decentralized storage of users’ profiles over

the CAN platform and elaborates on the proposed heuristic variant of the

CF over CAN. Section 6.5 presents and analyzes the experimental results.

Finally, Sec. 6.6 lists our conclusions and presents some open questions for

future research.

6.2. Collaborative Filtering

Collaborative Filtering (CF) is probably one of the most familiar and

widely-used recommendation techniques. An input for the CF is the so-

called ratings matrix, where each user is represented by a set of explicit

ratings given on various items, and each item is represented by a set of

ratings given by the users.

CF requires a similarity metric between users to be explicitly defined.

The state-of-the-art CF systems exploit three similarity metrics: Cosine

Similarity,3 Mean Squared Difference (MSD),14 and Pearson correlation.2

This work focuses on the MSD, computing the degree of similarity between

users x and y by:

simx,y =

∑|x∩y|
i=1 (Rx,i −Ry,i)

2

|x ∩ y| (6.1)
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where |x∩ y| denotes the number of items rated by both users (typically,

above some minimal threshold), and Rx,i denotes the rating of user x on

item i. In some sense, simx,y can be considered as the dissimilarity of the

users, as the lower the result of the MSD computation, the greater is the

real similarity between the users.

Prediction Pa,j for the rating of the user a on item j is computed as

a weighted average of the ratings of his/her K most similar users, i.e. K

nearest neighbors, by:

Pa,j = R′
a +

∑K
k=1 (Rk,j −R′

k) · sima,k
∑K

k=1 |sima,k|
(6.2)

where Rx,y denotes the rating of user x on item y, R′
z denotes the average

rating of user z, and simv,u denotes the level of similarity between users v

and u.

The Similarity Computation stage of the CF requires comparing the

active user with every other user in the system. For a ratings matrix storing

the ratings of M users on N items, the computational complexity of the

Similarity Computation stage is O(MN ). This indicates poor scalability of

the Similarity Computation stage, as the complexity grows linearly with

both the number of users and the number of items in the matrix.

6.2.1. Reducing the computational effort required by the CF

Many prior works have dealt with decreasing the computational, effort re-

quired by the CF. In general, it is achieved either by preprocessing the

ratings matrix, or by distributing the computationally intensive stages of

the CF among multiple machines.

Various preprocessing techniques for decreasing the computational ef-

fort required by the CF (e.g. correlation coefficients, vector-based similar-

ity, and statistical Bayesian methods) are discussed and analyzed in Ref.11

Another technique, exploiting preclustering of the ratings matrix, is dis-

cussed in Ref.4 There, principal component analysis is used to identify

two discriminative dimensions of the ratings matrix and all the vectors are

projected onto the resulting plane. This inherently partitions the users

to clusters or neighborhoods, which are further used to generate the pre-

dictions. In Ref.,12 the authors use a tree-like data structure and apply

a divide-and-conquer approach using an iterative K-means clustering to

group the users. This leads to smaller and more homogeneous clustering of

users for the following Predictions Generation stage.
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An alternative approach is to distribute the computational effort re-

quired by the CF among the users, such that every user independently

computes its similarity with the active user. This approach was initially

proposed in Ref.15 and elaborated in Ref.16 The latter also developed a

detailed taxonomy of the CF distribution approaches and presented imple-

mentation frameworks for different application domains. The PocketLens

project17 compared five decentralized distributed architectures for the CF.

These comparisons showed that the performance of the decentralized mech-

anism is similar to the performance of the centralized CF while providing

increased robustness and security.

Further improvements to the decentralized CF were discussed in Ref.,18

which proposes the exploitation of Peer-to-Peer platform for a decentralized

management of users’ profiles. However, this approach approximates the

set of the most similar users identified by the Neighborhood Formation

stage of the CF, and as a result, the accuracy of the generated predictions

is reduced.

This paper is loosely based on the ideas of CAN,13 a content-addressable

Peer-to-Peer platform. We implement a fast heuristic variant of the CF,

using a CAN-like multidimensional space for maintaining a connected struc-

ture of users. This allows to significantly decrease the computational ef-

fort required by the Similarity Computation and Neighborhood Formation

stages by limiting the search process to a search among potentially similar

users located in close vicinity to the active user.

6.3. Content-Addressable Data Management

This section presents the general architecture of CAN,13 a scalable decen-

tralized data management platform. In CAN, the users are represented

in a one-to-one manner by the nodes of a virtual N -dimensional coordi-

nate space such that the location of the user’s node is denoted by a vector

(v1, v2, . . . , vN ), where vi represents the numeric coordinate of the node

within a dimension number i. In addition to the node, each user contin-

uously manages an N -dimensional subspace, called a zone. For example,

consider a two-dimensional space partitioned to three zones, managed by

users A, B, and C [Fig. 6.1 (left)]. Note that the figure shows only the

zones managed by the users, whereas the nodes themselves are not shown.

In CAN space, two nodes (and also zones) are called neighbors if their

coordinate spans overlap along N − 1 dimensions and adjoin along one
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Fig. 6.1. Example of a two-dimensional CAN space.

dimension. For example, consider the neighbor zones A and C in Fig. 6.1

(left), whose coordinates partially overlap across the horizontal dimension

and adjoin along the vertical. To maintain connectivity in CAN space,

each node stores a data structure representing a list of pointers to a set of

other nodes, managing the neighbor zones. For example, node A stores the

pointers to the nodes managing zones B and C (as, respectively, horizontal

and vertical neighbors) in its list of pointers.

Routing of messages in CAN space is based on the Plaxton routing

algorithm.19 This routing iteratively forwards the messages to the nodes

that are closer to the target node than the current node using a greedy

forwarding. The metric for evaluating the distance between two nodes in

the address space is the L1 metric, i.e. the Manhattan Distance. This

metric was chosen due to the fact that CAN space inherently supports it,

as every node stores a list of pointers to the nodes, managing the neighbor

zones. For example, the distance between the nodes (1, 2, 3) and (6, 5, 4) in

three-dimensional CAN space is (6 − 1) + (5 − 2) + (4 − 3) = 9. Thus, in

N -dimensional CAN space a message is routed between an arbitrary pair

of nodes in O(N) routing steps.

In addition, CAN provides a connectivity maintenance algorithm, stable

to sporadic joints and departures of new users. When a new user is inserted,

it is assigned its own node and the respective zone. This is done by splitting

a zone (determined by the content provided by the recently inserted user)

of one of the existing neighbors according to the following steps: (1) the

new user identifies an existing network node, (2) the new user is routed to

the target zone that will be split, and (3) the target zone is split and the

neighbors of the new zone are updated to maintain connectivity and facili-

tate future routings. As a result, only a subset of immediate neighbor zones

of the zone that was split is actually affected by the insertion of a new node.

The issue of splitting the target zone (i.e. how to split the existing zone,

where the contents of the recently inserted node are mapped?) is one of the

important issues affecting the performance of CAN. A number of splitting

policies are proposed, analyzed and compared in Ref.13 The simplest policy
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for the zones splitting is so-called ordered splitting. According to this policy,

the number of dimension, across which a zone is split, iteratively increases

from 1 to N .

For example, consider user D joining CAN two-dimensional space

[Fig. 6.1 (middle)]. Assuming that the content provided by user D should

be located in the right part of the zone managed by node C and this is the

zone that will be split, user D is routed to C using the Plaxton routing, and

zone C is split across the horizontal dimension (assuming that the previous

split of zone C, and also the following split of both zones C and D will

be performed across the vertical dimension). Finally, the recently inserted

node, managing the zone D notifies its neighbors (i.e. the users “managing

zones B and C) about the insertion of a new node, and also their neighbors”

pointer tables are updated. Note that in this case, only the zone managed

by user C, which was split and a subset of its neighbor zones (actually, only

one zone managed by user B), are affected by the insertion of a new user

D, whereas other zones are not affected.

Disconnections of the users are handled in a similar manner. The dis-

connecting user identifies one of the neighbor nodes that will takeover man-

aging its zone, and updates other neighbor zones about the departure and

the management takeover. For example, consider the user managing zone

B disconnecting from CAN space [Fig. 6.1 (right)]. As a result of the dis-

connection, the user managing zone D takes over the management of the

zone previously managed by user B.

Nonetheless, it should be mentioned that the dimensionality of the above

CAN space can be barely extended. Such extension requires remapping of

the existing N -dimensional nodes to a new (N+1)-dimensional space. This

is an expensive procedure in a decentralized P2P environment, which can

also involve multiple interactions with the users. Thus, in this work we

assume that the dimension of CAN space is fixed.

Thus, CAN provides a decentralized platform, supporting (1) dynamic

space partitioning and zones allocation, (2) efficient routing algorithm, and

(3) connectivity maintenance algorithm over virtual N -dimensional coordi-

nate space. Note that the distributed structure of CAN is not robust against

sudden departures of users, as fault-tolerance is not one of the main goals

of the platform. However, CAN facilitates a decentralized self-manageable

platform for content-addressable data management in a distributed envi-

ronment.
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6.4. CF over Content-Addressable Space

This work proposes an efficient heuristic variant of the CF algorithm. It

uses a content-addressable architecture for the purposes of optimizing tra-

ditional exhaustive K-Nearest Neighbors (KNN) search to a search among

potentially similar users only. Although our algorithm is a heuristic one by

nature, experimental results demonstrate that it facilitates efficient search

process without hampering the accuracy of the generated predictions.

6.4.1. Mapping user profiles to content-addressable space

The input for the CF algorithm is a matrix of users’ ratings on items, where

each row (ratings vector) represents the ratings of a single user and each

column represents the ratings on a single item. The total number of items

(N) defines an N -dimensional space, where the coordinates range in each

dimension corresponds to the range of ratings on the respective item.

To handle the ratings matrix in a content-addressable manner, we map

it to a CAN-like multidimensional space. Each rating is projected using

a uniform injective (one-to-one) mapping onto the appropriate dimension,

such that the whole vector of length N is mapped to a single point in an

N -dimensional space. For example, consider a system storing the ratings

of users on three different items. In such a system, the evolving CAN-

like space will be a three-dimensional cube, where the range of coordinates

within every dimension corresponds to the range of possible ratings on the

respective item.

As already mentioned, each user is represented in a CAN-like space by a

single node whose location corresponds to the set of user’s ratings and by the

respective zone (storing a list of immediate neighbor zones). For example,

consider a user U that rated all three items in the above three-dimensional

cube: item i1 was rated as r1, item i2 as r2, and i3 as r3. The user will

be mapped to a location (r1, r2, r3) of the space and will have exactly two

neighbors in each dimension. For example, in the dimension corresponding

to item i1, the user U will have two neighbors, N1 = (r1 − x, r2, r3) and

N2 = (r1 + y, r2, r3), such that both N1 and N2 rated i2 as r2 and i3 as

r3, N1 rated i1 below r1, and N2 rated it above r1, and there is no other

user that rated i1 as r′, where r1−x< r′< r1 or r1< r′< r1 + y. Similarly,

user U will have two neighbors in the dimension corresponding to item i2
and to item i3. If there is no user that provided the required combination

of ratings on the available items, CAN space will maintain connectivity
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by connecting user U to a further node, which will serve as its immediate

neighbor (i.e. both zones will keep mutual pointers to the relevant neighbor

zone).

Note that in the evolving CAN space, the users (through their ratings

vectors) can be dynamically inserted and removed not only during the ini-

tialization, but also during the life cycle of the system. This is explained by

the observation that the above connectivity maintenance algorithm guar-

antees that the structure remains connected regardless of the sudden joints

and disconnections of the nodes. Nevertheless, CAN spaces can barely

manage insertions of new items, as the dimension of the space should re-

main fixed. Thus, the proposed heuristic search (that will be discussed in

the following subsection) is applicable only over a stable matrix of users’

ratings, where no new items are inserted.

Deciding on the zones split policy affects the evolving structure of the

ratings vectors. In our implementation, we used the above mentioned or-

dered splitting policy. This policy may be suboptimal in terms of the

number of neighbor zones, resulting in a less efficient algorithm, i.e. more

comparisons or retrieving less similar neighbors. However, our experiments

demonstrate that even this simple policy considerably increases the effi-

ciency of the proposed K-Nearest Neighbors (KNN) search, in comparison

with the traditional exhaustive search. Evaluating other splitting policies

is beyond the scope of this work.

In addition to the guaranteed connectivity, content-addressable space

inherently clusters similar users, such that the distance between two similar

users (in our case, according to the MSD similarity metric) is lower than

the distance between two arbitrary users. This is achieved due to the use

of an injective mapping of the ratings vector to the multidimensional CAN-

like space, which preserves the users’ similarity while mapping the ratings

vectors to the numeric coordinates in the space. The following subsection

shows a use of the above inherent clustering property for the purposes of

developing fast heuristic variant of the KNN search.

6.4.2. Heuristic nearest-neighbors search

The Neighborhood Formation stage of the CF over the evolving

N -dimensional space can be schematically described as a heuristi-

cally expanding breadth-first search. The algorithm for retriev-

ing K-Nearest Neighbors of a user x is briefly explained by

the following pseudo-code. The code uses two lists of size K:

(1) CANDIDATES — list of candidates for being one of the K-nearest
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neighbors, and (2) NEIGHBORS — list of real K-Nearest Neighbors. In

principle, the algorithm needs the CANDIDATES list only, as the NEIGH-

BORS list only increases during the execution of the algorithm until it

reaches its maximal length and contains the real K-Nearest Neighbors. For

the sake of clarity, we show an algorithm that uses two lists instead of only

one.

K Nearest Neighbors (user x )

(1) let NEIGHBORS and CANDIDATES be empty lists, each of size

K

(2) let Z be the zone, to where x would be mapped in the CAN space

(3) foreach u∈ (Z∪neighbors(Z))

(4) compute distance(x,u)

(5) insert u into CANDIDATES, s.t. CANDIDATES is sorted

according to the values of distances(x,u)

(6) for i=1 to K

(7) choose v from CANDIDATES, s.t. distance(x,v) is smallest

(8) for each w∈neighbors(v) s.t. distance(x,w) is unknown

(9) compute distance(x,w)

(10) insert w into CANDIDATES, s.t. it remains sorted

according to the values of distances(x,v)

(11) move v from CANDIDATES to NEIGHBORS

(12) return NEIGHBORS

Initially, the algorithm pretends to map the active user x to its location

in the N -dimensional space (step 2). Next, the algorithm identifies the zone

x is mapped to, and its neighbors, i.e. users managing the neighbor zones

(step 3). For each of these zones, the degree of similarity, i.e. the distance

between x and the relevant user, is computed (step 4). Then, the neighbor

users are inserted into the CANDIDATES list such that the whole list of

candidates users is sorted according to the distances of the users from the

active user x (steps 4 and 5).

Afterwards, the algorithm iteratively performs the following operations:

• Selects v, the nearest neighbor stored in the CANDIDATES list (step 7).

• Identifies the neighbors of v that are not in the CANDIDATES list yet,

computes their distances from x, and inserts them into the CANDI-

DATES, while keeping the list sorted (steps 8–10).

• Removes v from the CANDIDATES list and inserts it into the NEIGH-

BORS list.
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Finally, the algorithm returns the resulting NEIGHBORS list (step 12).

Consider an example execution of the KNN search as illustrated in

Fig. 6.2. The initial structure of two-dimensional space is depicted in

Fig. 6.2(a). Nine users, named from a to i, are inserted into the space

and manage the respective zones. Note that also this figure shows only the

zones managed by the users, whereas the nodes representing the users are

not shown. Assume that the active user is mapped to the zone managed

by user e.

Thus, e and its neighbors, i.e. users managing zones c, d, f and

i, are the first candidates for being the nearest neighbors and they are

inserted into the CANDIDATES list. Assume that the user managing

zone e is the closest one. It is moved from the CANDIDATES list to

the NEIGHBORS list [Fig. 6.2(a)]. Since all the neighbors of e are al-

ready known, the next closest neighbor is chosen among its neighbors.

Assume that the next closest neighbor is the user managing zone f . It

is moved from the CANDIDATES list to the NEIGHBORS list, and its

only new neighbor, the user managing zone g, is inserted into the CANDI-

DATES list [Fig. 6.2(b)]. The next closest neighbor is the user managing

zone c, inserting the user managing zone b into the CANDIDATES list

[Fig. 6.2(c)]. Assume that the next closest neighbor is the user manag-

ing zone g (not an immediate neighbor of e). As a result, the user man-

aging zone h is inserted into the CANDIDATES list [Fig. 6.2(d)]. This

process is repeated until the NEIGHBORS list contains K-Nearest Neigh-

(a) (b)

(c) (d)

Fig. 6.2. Stages of the KNN search over two-dimensional CAN space (zones managed by
users from the CANDIDATES are indicated with a light tone and from the NEIGHBORS
— in a dark gray tone).
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bors.

The proposed algorithm reduces the computational effort required by

the Similarity Computation and the Neighborhood Formation stages, in

comparison with the traditional CF algorithm, where an active user is

compared with all the available users. Conversely, the proposed heuris-

tic algorithm compares the active users with potentially similar users only,

located in close vicinity to the active user.

Since every user in the N -dimensional space continuously maintains an

updated list of its immediate neighbors, any neighbor of a given user is

accessed through a single network hop. This is true regardless of the physi-

cal (geographical) and logical (similarity) distances between the neighbors.

Thus, the algorithm will also work in sparse spaces, where the distance

between neighbors in the underlying network might be very high.

6.4.3. Heuristic completions of user profiles

In the former sections, we assumed that the user’s ratings were represented

as a complete vector, i.e. explicit ratings on all the items are available.

Thus the mapping of the user’s ratings vectors to the underlying content-

addressable space is straight-forward. However, this assumption is un-

achievable in most real-life applications and scenarios, where an average

user rates only a portion of the available items. This raises a need for

developing a mapping mechanism capable of mapping incomplete vectors,

where a subset of the ratings is missing, to the content-addressable space.

In this subsection we propose three mappings to handle this task. How-

ever, instead of developing a new mapping of incomplete vectors to the

content-addressable space, we propose to convert the incomplete vectors to

complete ones by heuristically filling-in the missing ratings in the incom-

plete vectors.20 Thus, the proposed completion heuristics are designed to

reuse the above injective mapping of complete vectors, while employing it

on the modified vectors with heuristically filled-in ratings.

As the completion heuristics are not the main focus of the current work,

we suffice with three relatively simple heuristics that demonstrate the appli-

cability of the proposed vectors’ completion. The heuristics are as follows:

• User-average — The missing rating on an item in the user’s vector is

substituted with the average of the real ratings, explicitly provided by

this user.

• Item-average — The missing rating on an item in the user’s vector is
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substituted with the average of the real ratings, explicitly provided by

the other users on this item.

• Conditional — Integrates both the user-average and the item-average

heuristics and decides on a run-time regarding the specific completion

heuristic to be used according to a certain predefined condition.

Clearly, the user-average heuristic can be considered as an accurate

personalized completion heuristic, as the missing ratings are substituted

with a value, produced by the real ratings of the given user. Thus, it reflects

the real preferences and tendencies of the user, such as over- or under-rating

of items, natural intensity of expressions and so forth. Conversely, the item-

average heuristic can be considered as the most accurate non-personalized

completion heuristic, as the missing ratings are substituted with a value,

produced by numerous real ratings on the given item. As such, it reflects

a general (and relatively reliable) opinion of many other users on the item.

We conjecture that the user-average heuristic is preferable when the

knowledge about the user’s preferences is reliable, i.e. the number of ratings

explicitly provided by the user is relatively high. On the other hand, when

the number of user’s explicit ratings is low, the item-average heuristic will

exploit other users’ ratings for filling-in the missing rating and it should be

preferred. Based on these considerations, we defined another conditional

heuristic, which will autonomously decide which of the above completion

heuristics should be exploited for filling-in the missing ratings of every user.

In summary, each of these heuristics allows the filling-in of the missing

ratings, converting the incomplete vectors to the complete ones, and then

mapping them to the content-addressable space using the abovementioned

injective mapping mechanism.

6.5. Experimental Results

In the experimental part of our work we used the Jester dataset of jokes’

ratings.4 Jester is a Web-based jokes Recommender System, containing 4.1

millions of ratings (on a continuous scale from −10.00 to +10.00) of 73,421

users on 100 jokes. A significant portion of the users rated all the jokes,

so the Jester dataset is relatively dense. Overall, approximately 56% of all

the possible ratings in the matrix are present.

For the complete vectors experiments, we selected a subset of 14,192

users that rated all 100 jokes, producing a matrix, where every value corre-

sponds to a real rating, explicitly provided by a user. The average rating of
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a single joke in the data is 0.807, and the overall standard deviation of the

ratings in the matrix is 4.267. We implemented a centralized simulation of

a 100-dimensional CAN space (note that the space dimension equals to the

number of rated jokes in the ratings vectors) and inserted the above 14,192

users into the space. Insertions of the users into the space were done using

the ordered splitting policy.

6.5.1. Scalability of the search

These experiments were designed to evaluate the scalability of the proposed

heuristic variant of the KNN search. The efficiency of CAN-based KNN is

measured by the number of comparisons performed during the Neighbor-

hood Formation stage of the CF.

In this experiment we measured number of comparisons during the

Neighborhood Formation stage. For this, we gradually increased the num-

ber of users inserted into the system fromM = 1000 toM =14,000. For each

M , we computed the number of comparisons performed in the traditional

exhaustive KNN search and in CAN-based heuristic variant of KNN. Both

searches were aimed at retrieving K= 5 nearest neighbors. For each value

of M , the experiments were repeated 1000 times for different active users.

The experimental results are shown in Fig. 6.3. The horizontal axis stands

for M , the number of users inserted into the system, and the vertical axis

reflects the average number of comparisons during a single KNN search, for

both exhaustive and heuristic searches.

As expected, the number of comparisons in CAN-based KNN is signifi-

cantly lower than in traditional KNN and it grows at a logarithmic-like man-

ner with the number of users. This is explained by the fact that in CAN-

based KNN the active user is compared only with a subset of highly similar

users (located in close vicinity in a content-addressable space), whereas in

traditional KNN it is exhaustively compared with all the available users.

To achieve a better understanding of comparison-based scalability of the

proposed approach, we computed the ratio between the number of compar-

isons in CAN-based KNN and the number of comparisons in the exhaustive

KNN. This ratio was computed for different values of M and the results are

shown in Fig. 6.4. It can be clearly seen that the ratio steadily decreases

with M . This allows us to conclude that the proposed algorithm is appli-

cable in large-scale systems with high number of users and items, e.g. on

the Web.

The second experiment was designed to evaluate the scalability of CAN-



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

Experimental Analysis of Multiattribute Utility Collaborative Filtering 149

�

�������

�������

�������

���	�����

��
������

������� ������� 
������ ������� ������� ��������� ���������


� �
�� ��
�� �
���
��
� �
���

�������� "!$# % &'�
(�)+*�, - �'!$��.

Fig. 6.3. Average number of comparisons versus the number of users inserted.
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Fig. 6.4. Ratio between the number of comparisons versus the number of users inserted.

based KNN with the number of nearest neighbors (K) to be retrieved. We

gradually increased the value of K from K = 1 to K = 50. For each value

of K, we measured the number of comparisons needed to retrieve K nearest

neighbors for M =1000, 2000, 4000, 8000, and 14,000 users. For each value

of M and K, the experiments were repeated 1,000 times for different active

users. The number of comparisons as a function of K for the above values

of M is shown in Fig. 6.5. The horizontal axis stands for K, the number of
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nearest neighbors to be retrieved, whereas the vertical reflects the average

number of comparisons during the KNN search.
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Fig. 6.5. Average number of comparisons versus the number of retrieved neighbors.

As can be clearly seen, the number of comparisons in CAN-based KNN

remains roughly unchanged when K increases. This is explained by the

observation that most of the KNN users are located in close vicinity to the

active user (this characterizes a real-life naturally clustered data). Thus,

the similar users are discovered in the early stages of the KNN search, while

further expansions contribute very few new similar users.

Both experiments show good scalability of CAN-based KNN with K.

This means, that practical Recommender Systems can use higher values

of K, to form moderately larger and more reliable neighborhoods, and

generate more accurate predictions with only a very minor computational

overhead.

6.5.2. Accuracy of the search

The following experiments were designed to evaluate the accuracy of the

results obtained by the proposed heuristic variant of KNN search. In the

first experiment we compared the sets of users, i.e. the neighborhoods, re-

trieved by the traditional (exhaustive) KNN and by the CAN-based variant

of KNN.

Let us denote by KNNe the set of users retrieved by the traditional

exhaustive KNN search and by KNNh the set of users retrieved by the
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CAN-based heuristic variant of KNN. Since the CAN-based KNN is a

heuristic approach, a suboptimal structure of zones may lead to a situ-

ation, where KNNe 6= KNNh, i.e. the heuristic search retrieves only

a subset of the real K nearest neighbors. As the collaborative predic-

tions are generated by aggregating the ratings of similar users, identi-

fying the set of most similar users is essential for generating accurate

predictions.

To evaluate the accuracy of the proposed heuristic KNN search, we

adapt the traditional Information Retrieval metric of precision.21 In fact,

the computed accuracy metric is not a classical precision, but rather pre-

cision@K, since the overall search procedure is limited to K most similar

users only. However, this metric also provides some indication about the

recall of the search, as it can be considered as the recall of the search for

a limited number of the most similar users to be retrieved. For the sake of

clarity, this metric is referred to in the paper as precision. The precision is

computed by:

precision =
|KNNe ∩ KNNh|

|KNNe|
=

|KNNe ∩ KNNh|
K

. (6.3)

The cardinality of the KNNe set was K = 10, while the cardinality

of the KNNh set was gradually increased from K ′ = 1 to K ′ = 100.

The precision was computed for M =1000, 2000, 4000, 8000 and 14,000

users inserted into the system. For each value of M and K ′, the experi-

ments were repeated 1000 times for different active users. Figure 6.6 shows

the precision as a function of K ′ for the above values of M . The hori-

zontal axis stands for M , the number of users inserted into the system,

whereas the vertical reflects the average precision of the heuristic KNN

search.

As can be clearly seen, the curves behave similarly and the accuracy

increases with K ′, such that for K ′ > 50, it is over 0.9 for all the given

values of M . Previous experiments presented in previous subsection show

that the algorithm is highly scalable with K. Thus, retrieving a larger

set of users (i.e. higher values of K ′) leads to a minor increase in the

computational overhead. Hence, it is feasible to moderately increase the

number of neighbors retrieved by CAN-based search in order to achieve a

higher accuracy and generate better predictions.

Since the precision of the heuristic CAN-based KNN search may seem

low for small values of K ′, we conducted another two experiments, aimed

at evaluating the quality of the neighborhood retrieved by the heuristic
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search. In the first, this was done by computing the average similarity

between the nearest neighbors retrieved by the heuristic search and the

active user. The computed average similarity was compared to the average

similarity of neighborhood retrieved by the traditional search.
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Fig. 6.6. Precision of CAN-based KNN.

In the experiment, we gradually increased the number of users inserted

into the system from M =1000 to M = 14,000. For each value of M , we

compared the average similarity of heuristically retrieved neighbors with the

average similarity of exhaustively retrieved neighbors forK = K ′ = 10. For

each value of M , the above experiments were repeated 1000 times for differ-

ent active users. The results of the experiment are shown in Fig. 6.7 (they

are discussed after Fig. 6.8). The horizontal axis stands for the number

of users inserted into the system, whereas the vertical reflects the average

similarity value between the users in KNN set and the active user for both

exhaustive and heuristic searches.

The second experiment was designed to evaluate the quality of the

heuristically retrieved neighborhood by comparing the accuracy of the gen-

erated predictions. The final goal of the KNN search is to retrieve a set of

the most similar users, whose ratings will be aggregated when generating

the predictions. Thus, we generated the predictions using both exhaustively

and heuristically retrieved sets of K-Nearest Neighbors and evaluated the

accuracy of the predictions using well-known Mean Average Error (MAE)
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Fig. 6.7. Average similarity versus the number of users inserted.

metric:6

MAE =

∑N

i=1
|pi − ri|
N

(6.4)

where N denotes the number of predicted items, and pi is the predicted,

and ri is the real rating on item i.

Also in this experiment the number of users inserted into the system

was gradually increased from M = 1000 to M =14,000. For each value of

M , the experiment was repeated 1000 times for various, randomly chosen

active users. For each active user chosen, the following operations were

conducted: (1) a single randomly selected rating in the user’s profile was

hidden and served as a rating to be predicted, while the remaining all-but-

one ratings served as the user’s profile, (2) based on the all-but-one user’s

profile, the set of K = K ′ = 10 nearest neighbors was retrieved using both

traditional exhaustive and heuristic retrievals, (3) predictions were gener-

ated using both heuristically and exhaustively retrieved neighborhoods, and

(4) the MAE error of the generated predictions relatively to the original hid-

den rating was computed. The average values of the MAE computed for

certain values of M are shown in Fig. 6.8. The horizontal axis stands for

the number of users inserted into the system, whereas the vertical reflects

the MAE values for both exhaustive and heuristic searches.

The results show that the average similarity (which is actually the dis-

similarity) and the MAE of the predictions decrease with M . This is ex-
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Fig. 6.8. Mean average error of the predictions versus the number of users inserted.

plained by the observation that the probability of discovering a similar user

increases with the number of users inserted into the system. Thus, the

average dissimilarity of the retrieved K-Nearest Neighbors decreases with

M , while the accuracy of the generated predictions increases, and the MAE

decreases as well.

Although both the similarity and the MAE of CAN-based heuristic

search are higher (i.e. the retrieved neighbors are more dissimilar and

the accuracy is actually lower), the curves are very close and the results

are quite similar. Average deviation of the similarities is 2.93% and of

the MAEs is only 0.38%. Note that the average deviation of the MAE

is significantly lower than the average deviation of the similarities, as the

generated predictions are barely affected by the changes in the retrieved

neighborhoods. These experiments allow us to conclude that the proposed

heuristic algorithm succeeds in both retrieving similar neighborhoods and

generating accurate predictions.

6.5.3. Inherent clustering

One of the basic assumptions, that allows us to limit the heuristic search to

users, located in close vicinity to the active user, is the inherent clustering.

That means that the distance between two similar users is lower than the

distance between two arbitrary users. Thus, the following experiment was

designed to verify the property of inherent clustering in the underlying

content-addressable space.
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For this, we computed the average and the standard deviation of the

similarity of the users located R = 1, 2, and 3 routing hops from the active

user. The experiments were conducted for M =1000, 2000, 4000, 8000 and

14,000 users inserted into the system. For each value of M , the experiments

were repeated 1000 times for different random orders of inserting the users

into the system and for different active users. Figure 6.9 shows the average

similarity and the standard deviation as a function of R for the above values

of M . The horizontal axis stands for M , the number of users inserted

into the system, whereas the vertical reflects the average and the standard

deviation of the similarity of the retrieved users, located within a given

number of hops from the active user.
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Fig. 6.9. Average similarity versus number of hops from the active user.

It can be seen that for any given value of M the similarity increases with

R. This means that the similarity of users, located close to the active user

is higher than the similarity of those located far. Thus, this experiment

verifies our assumption on the clustering in content-addressable space. For

any R, the average similarity and the standard deviation steadily decrease

with M . This observation is explained by the fact that higher number

of users leads to a better organization of zones, where zones managed by

more similar users block the zones managed by dissimilar users. Thus, the

average similarity (and the standard deviation) of users located within a

given number of hops decreases with R.

Moreover, this experiment demonstrates the stability of the proposed

CAN-based structure of users. This experiment was repeated 1000 times,
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for different random orders of inserting the users into the system. Low

values of the standard deviation, and the steady decrease of it with the

number of users in the system, show that the inherent clustering holds

regardless of the different types of organization of the CAN zones, imposed

by the different orders of inserting the users. Thus, we can conclude that

the proposed heuristic KNN search will also succeed in retrieving accurate

neighborhoods of users for different system usage scenarios.

6.5.4. Completion heuristics

The following experiments were designed to evaluate the proposed com-

pletion heuristics for filling-in the missing values in the incomplete ratings

vectors. To run the experiment with the incomplete vectors, we used the

full Jester dataset.4 In previous experiments we used a partial dataset of

complete vectors, built by 14,192 users that rated all 100 jokes. In addition,

the full dataset also contains the ratings of 59,229 users that rated on av-

erage 45.26 jokes. The full Jester dataset (i.e. the dataset containing both

complete and incomplete vectors) was used in the completion heuristics

experiments.

We implemented the user-average and the item-average heuristics that

were discussed in Sec. 6.4. As for the conditional heuristic, the decision

regarding the chosen completion heuristic was based on the number of ex-

plicitly rated items in user’s ratings vector. Since in the full Jester dataset

the average number of items rated by a user was 45.26, in our implementa-

tion of the conditional heuristic the threshold for choosing an appropriate

heuristic was set to 20 items. That means that if a user rated less than 20

items, his/her ratings vector is not considered as a reliable one, and vec-

tor completion exploits the item-average heuristic, which substitutes each

missing rating with the average rating of the other users on the given item.

However, if a user rated 20 items or more, the user-average heuristic is ex-

ploited, the missing ratings are substituted with the average rating of the

given user on the other items.

To evaluate the accuracy of the proposed three completion heuristics,

we conducted two types of experiments. In the first, we compared the

average similarity value between the active user and the K-Nearest Neigh-

bors retrieved by the heuristic search and by the traditional exhaustive

search. The experiment was repeated three times, for the different com-

pletion heuristics exploited before inserting the completed vectors to the

underlying content-addressable space.



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

Experimental Analysis of Multiattribute Utility Collaborative Filtering 157

In the experiment, we gradually increased the number of users inserted

into the system from M =5000 to M = 50,000. For each value of M , we

compared the average similarity of the retrieved neighbors (using both ex-

haustive and heuristic retrieval techniques) for K = K ′ = 10. For each

value of M , the above experiments were repeated 1000 times for different

active users. The results of the experiment are shown in Fig. 6.10. The

horizontal axis stands for M , the number of users inserted into the system,

whereas the vertical reflects the average similarity value between the users

in KNN set and the active user for both exhaustive and heuristic searches.

Note that the heuristic retrieval was conducted three times, according to

the slightly different datasets inserted into the content-addressable space,

as imposed by the completion heuristics being exploited.

The curves show, that similarly to the accuracy results in previous sub-

sections, the average similarity (i.e. dissimilarity) of the retrieved KNN

users decreases with M , the number of users inserted into the system.

Comparison of the proposed completion heuristics yields that the personal-

ized user-average heuristic outperforms the nonpersonalized item-average

heuristic. Average similarity deviation of the KNN set exploiting the user-

average heuristic from the exhaustively retrieved KNN is 4.43%, while the

similarity deviation of the item-average KNN set is 6.21%. Since the condi-

tional heuristic is a smarter combination of the above heuristics, it slightly

outperforms the user-average heuristic as well, and for it the average simi-

larity deviation from the exhaustively retrieved KNN set is 4.11%.
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Fig. 6.10. Average similarity versus the number of users inserted.



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

158 S. Berkovsky, Y. Eytani and L. Manevitz

Since the ultimate goal of the Collaborative Filtering is to generate

predictions, the second experiment was designed to evaluate the quality

of the completion heuristics by comparing the accuracy of the generated

predictions. To do this, we generated the predictions using both exhaus-

tively and heuristically retrieved sets ofK-Nearest Neighbors and evaluated

the accuracy of the predictions using the MAE metric. In the experiment

the number of users inserted into the system was gradually increased from

M = 5000 to M =50,000. For each value of M , the experiment was re-

peated 1000 times for various, randomly chosen active users. The exper-

imental setting was similar to one described in previous subsections: the

user’s profile was partitioned to the predicted rating and all-but-one profile,

the sets of K = K ′ = 10 nearest neighbors were retrieved using both ex-

haustive and heuristic retrievals, the predictions were generated using both

neighborhoods, and the MAE of the generated predictions relatively to the

original rating was computed. The average values of the MAE are shown

in Fig. 6.11. The horizontal axis stands for the number of users inserted

into the system, while the vertical reflects the MAE values for both exhaus-

tive and heuristic searches. Note that the heuristic retrieval was conducted

three times, according to the completion heuristics being exploited.
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Fig. 6.11. Mean average error of the predictions versus the number of users inserted.

Similarly to the results in Sec. 6.5, this experiment shows that the MAE

of the prediction decreases with M , the number of users inserted into the

system. Comparison of the proposed completion heuristics yields that the

accuracy of the predictions exploiting personalized user-average heuristic
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is better than that of the nonpersonalized item-average heuristic. However,

for both heuristics the average increase of the MAE values is minor: for the

user-average heuristic it is 0.69%, whereas for the item-average heuristic it

is 1.37%. As can be seen from the chart, also in this experiment the con-

ditional heuristic slightly outperforms both of them, as for the conditional

heuristic the increase of the MAE is only 0.46%. Hence, out of the pro-

posed three completion heuristics, the conditional heuristic retrieves the

most similar KNN set and generates the most accurate prediction. This

allows us to conclude that this heuristic should be used for converting the

incomplete vectors to the complete ones, and naturally leads to future re-

search, dealing with developing more accurate completion heuristics.

6.6. Conclusions and Future Research

One of the major drawbacks of the state-of-the-art CF implementations is

their high computational complexity, which grows linearly both with the

number of users and items in the system. In this work we proposed to

heuristically decrease the required computational effort by implementing

the CF over content-addressable CAN-like N -dimensional space.

6.6.1. Conclusions

Experiments conducted over the Jester dataset of jokes ratings show that

in general the proposed heuristic algorithm outperforms the traditional ex-

haustive KNN search as the computational overheads are significantly de-

creased, while the accuracy remains roughly unchanged. Our algorithm

decreases the number of required comparisons, while the ratio between the

numbers of comparisons steadily decreases with the number of users. For

example, for 14,000 users the number of comparisons was decreased by al-

most an order of magnitude (precisely, by 87%). Other experiments show

that the number of comparisons roughly remains unchanged when K in-

creases. This allows us to increase the number of nearest neighbors to be

retrieved (and to potentially improve the accuracy of the generated predic-

tions) with a very minor computational overhead.

In the accuracy experiments we qualitatively compared the neighbor-

hoods retrieved and the predictions generated by the CAN-based heuristic

and by the traditional exhaustive KNN searches. The retrieved neighbor-

hoods were similar and the predictions were very close, which indicates good

accuracy of the proposed algorithm. In summary, comparing the proposed
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heuristic KNN search with traditional exhaustive search shows that our

algorithm achieves high accuracy (very similar to the accuracy of the tradi-

tional exhaustive KNN search), while significantly decreasing the required

computational effort.

Another set of experiments were aimed at validating the inherent clus-

tering property of content-addressable spaces. The results showed that this

property holds in the CAN-like space, as the dissimilarity of users, located

in a certain number of network hops from the active user increased with the

number of network hops. The experiments also showed that the inherent

clustering property holds regardless of the number of users inserted into

the system and the order of their insertion.

The last set of experiments were aimed at comparing three heuristic for

converting the incomplete vectors to complete ones by filling-in the missing

ratings. Three simple heuristics were compared: two heuristics that sub-

stitute the missing ratings either with the average rating of the given user,

or with the average rating on the given item, whereas the third heuris-

tic integrates the first two. The experiments showed that the heuristic,

which conditionally integrates two other heuristics, outperforms them both

in terms of the retrieved neighborhoods’ similarity and of the generated

predictions’ accuracy.

Comparing the MAE of the predictions generated by the complete and

heuristically completed vectors yields that the accuracy of the predictions

generated by the complete vectors is slightly better. This conclusion is

reasonable, since the proposed completion heuristics insert some extent of

noise into the original ratings. However, the increase in the MAE is minor,

allowing us to conclude that the achieved computational optimization is

preferential than the minor noises in the generated predictions caused by

the artificial ratings inserted by the completion heuristics.

6.6.2. Future research

In this work, we inherently assumed that the system assigns equal relative

weights to the ratings on each item. However, this assumption is not true in

many real-life personalization applications. For example, this assumption

might be false in a situation, where different criteria affect differently on

the similarity values, e.g. when the similarity values between the items are

known. Developing a weighted prediction algorithm will result in a more

accurate Recommender System.

Also, we assumed that either the user’s ratings on the items are available
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or they can be easily filled-in using one of the proposed simple completion

heuristics. However, in some real-life scenarios, this completion is hard to

achieve, since the matrix is very sparse (e.g. density of 2–3% in typical Col-

laborative Filtering datasets such as in Refs.6 and22 and the substitution

of the missing values may require exploiting more intelligent techniques.

In the future, we plan to study the use of various completion heuristics,

exploiting statistical and Machine Learning techniques.

In addition to decreasing the computational effort, the proposed algo-

rithm can naturally be extended to distribute it among multiple users. In

traditional centralized implementations of the CF, the Similarity Compu-

tation and the Neighborhood Formation stages are performed in a single

central location. However, as the underlying CAN platform is originally

distributed Peer-to-Peer platform, it inherently allows distributed and fully

decentralized storage of the ratings matrix. In the future, we plan to im-

plement a distributed variant of the algorithm and to investigate the dis-

tribution issues.

The current work is limited to the Mean Squared Difference (MSD)

similarity metric, since the injective mapping to a multidimensional CAN-

like space inherently supports it. However, for other metrics, such as Cosine

Similarity or Pearson Correlation, CAN space might be inappropriate and

new types of topologies and respective mappings should be developed. We

plan to study other metrics and to produce a general framework for efficient

heuristic Collaborative Filtering.
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This paper considers the information that can be captured about users
from a collaborative filtering dataset. The aims of the paper are to
create a user model and to use this model to explain the performance of
a collaborative filtering approach. A number of user features are defined
and the performance of a collaborative filtering system in producing
recommendations for users with different feature values is tested. Graph-
based representations of the collaborative filtering space are presented
and these are used to define some of the user features as well as being
used in a recommendation task.

7.1. Introduction

Modern information spaces are becoming increasingly more complex with

information and users linked in numerous ways, both explicitly and implic-

itly, and where users are no longer anonymous, but generally have some

identification and a context in which they navigate, search and browse.

This offers new challenges to recommender system designers, in capturing

and combining this information to provide a more personalized and effective

retrieval experience for a user.

The original foundations of collaborative filtering came from the idea

of “automating the word of mouth process” that commonly occurs within

social networks,1 i.e. people will seek recommendations on books, CDs,

restaurants, etc. from people with whom they share similar preferences in

165
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these areas.

Although collaborative filtering is most frequently seen as a way to

provide recommendations to a set of users, collaborative filtering datasets

also allow for the analysis of social groups and of individual users within a

group, thus providing a means for creating a new user model, group model

or for augmenting an existing user or group model.

User modelling has had a long history in many computer science do-

mains and traditionally user models were created based on evidence from

explicit user actions. There has been a gradual change in this approach and

the focus is often on building a model for a user using implicit information

gleaned from the user’s interactions with a system, the user’s interactions

with data and information, and the user’s interactions with other users.

A social network can be defined as a graph representing relationships

and interactions among individuals.2 Nodes in the graph represent indi-

viduals and the links between the nodes represent some relationship or

relationships between individuals. Many modern social networks are found

on the Internet in the form of virtual communities and the study and anal-

ysis of social networks occur in many different fields. A number of systems

based on social networks and small world networks have been proposed

for referral and recommendation.3–7 Other work linking social networks

and collaborative filtering has viewed the collaborative filtering dataset as

a social network with the aim of analyzing properties of users and items

to improve retrieval performance.8–11 Aims other than solely improving

retrieval performance have also been explored.9

This paper considers the ways that recommender systems bring users

together and considers how the information from these recommender sys-

tems can be extracted to form user models. The motivation for this

work is that although, in collaborative filtering approaches, users are of-

ten clustered into groups based on finding “similar users”, there is no

modelling of the features of a particular user or group. Also, with the

exception of simple cases (e.g. when a user has given very few ratings),

it is not clear what effect these features have on recommendation accu-

racy.

The goals of the work presented in this paper are to specify some of the

information that can be captured about users given a collaborative filtering

dataset and to provide a model that will represent these features of users.

In this work, eight features that can be extracted from the collaborative

filtering dataset are firstly identified and defined. Some of these features are

particular to the recommendation task while some features use measures
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from social network theory and information retrieval. The eight features

are then analyzed with respect to their effect on recommendation accuracy

using a collaborative filtering approach. This is done, for each feature, by

taking sample test users that have a particular value for the feature and

by testing the accuracy of a collaborative filtering recommender system in

providing predictions for the test users.

The user model defined will be used in future work to ascertain if im-

provement in recommendation accuracy can be achieved (by allowing the

development of more personalized recommender algorithms) and also the

model will be used to maintain histories of users in a collaborative filtering

information space.

Section 7.2 presents related work in collaborative filtering, graph-based

approaches to recommendation and social networks. Section 7.3 outlines

the methodology, presenting the collaborative filtering approach and the

graph models used as well as specifying the user features which are ex-

tracted from the collaborative filtering dataset. Section 7.4 discusses the

experiments performed and the experimental set-up. Section 7.5 presents

results and Sec. 7.6 presents conclusions, discussing the potential usefulness

of the features and approach and outlining future work.

7.2. Related Work

Given a set of users, a set of items, and a set of ratings, collaborative fil-

tering systems attempt to recommend items to users based on user ratings.

Collaborative filtering systems generally make use of one type of informa-

tion, that is, prior ratings that users have given to items. However, some

recent work has investigated the incorporation of other information, for

example, content,12 time,13 and trust14 information. To date, application

domains have predominantly been concerned with recommending items for

sale (e.g. movies, books, CDs) and with small amounts of text such as

Usenet articles and email messages. The datasets within these domains

will have their own characteristics, but they can be predominantly distin-

guished by the fact that they are both large and sparse, i.e. in a typical

domain, there are many users and many items but any user would only

have ratings for a small percentage of all items in the dataset.

The problem space can be viewed as a matrix consisting of the ratings

given by each user for the items in a collection, i.e. the matrix consists of

a set of ratings ra,i, corresponding to the rating given by a user a to an

item i. Using this matrix, the aim of collaborative filtering is to predict the
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ratings of a particular user, a, for one or more items not previously rated

by that user. The problem space can equivalently be viewed as a graph

where nodes represent users and items, and nodes and items can be linked

by weighted edges in various ways. Graph-based representations have been

used for both recommendation and social network analysis of collaborative

filtering datasets.11,15

7.2.1. Weighting schemes in collaborative filtering

There has been much work undertaken in investigating weighting schemes

for collaborative filtering where these weighting schemes typically try to

model some underlying bias or feature of the dataset in order to improve

prediction accuracy. For example, in Ref. 16 and Ref. 17 an inverse user

frequency weighting was applied to all ratings where items that were rated

frequently by many users were penalized by giving the items a lower weight.

In Ref. 18 and Ref. 17 a variance weighting was used which increased the

influence of items with high variance and decreased the influence of items

with low variance. The idea of tf-idf weighting scheme from information

retrieval was used in Ref. 19 (using a row normalisation) and in Ref. 20

(using a probabilistic framework). Work in Ref. 21, Ref. 22 and Ref. 11

involve learning the optional weights to assign to items. In Ref. 14 more

weight is given to user neighbours who have provided good recommenda-

tions in the past (this weight is calculated using measures of “trust” for

users) and in Ref. 23 more weight is given to items which are recommended

more frequently (where the weights are calculated using an “attraction in-

dex” for items). In general, although some of the weighting schemes for

items have shown improved prediction accuracy (in particular those involv-

ing learning), it has proven difficult to leverage the feature information to

consistently improve results.

7.2.2. Graph-based approaches for recommendation

Several researchers have adopted graph representations to develop recom-

mendation algorithms. A variety of graphs have been used, including,

among others, directed, two-layer, etc. and a number of graph algorithm

approaches have been adopted (e.g. horting,24 spreading activation15).

Aggarwal et al. present horting, a graph-based technique where nodes

represent users and directed edges between nodes correspond to the notion

of predictability.24 Predictions are produced by traversing the graph to

nearby nodes and combining the ratings of the nearby users.
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Huang et al. present a two-layer graph model where one layer of nodes

corresponds to users and one layer of nodes corresponds to items.15 Three

types of links between nodes are represented: item–item links represent-

ing item similarity based on item information, user–user links representing

user similarity based on user information, and inter-layer user–item links

between items and users that represent a user’s rating (implicit or explicit)

for an item. Transitive relationships between users, using a subset of this

graph representation, are explored in Ref. 25. A bipartite graph is used

with one set of nodes representing items and the second set of nodes rep-

resenting users. Binary weighted edges connect the nodes between the two

sets where an edge has a weight of 1 if a user purchased, or gave positive

feedback to, an item and a weight of 0 otherwise. The goal is to compare

how well different collaborative filtering approaches deal with the sparsity

problem and the cold start problem for new users.

A number of approaches have been proposed to effect retrieval and

filtering using graph representations. One such approach is spread-

ing activation which originated from the field of psychology and was

first used in computer science in the area of artificial intelligence to

process semantic networks. Spreading activation approaches have been

used in many information retrieval applications26 and more recently

in the domain of collaborative filtering.25 Spreading activation ap-

proaches have also been used to integrate sources of evidence and

information.27,28

7.2.3. Collaborative filtering as a social network

As well as being used for recommendation, a collaborative filtering dataset

has been viewed as a social network where nodes in the network represent

users and the links between users can be calculated based on the items

users have accessed and/or the actual ratings that users have given to these

items.2,10,11 Rashid et al. state that “In contrast to other social networks,

recommender systems capture interactions that are formal, quantitative,

and observed.”11

A social network can be defined as a network (or graph) of social en-

tities (e.g. people, markets, organizations, countries), where the links (or

edges) between the entities represent social relationships and interactions

(e.g. friendships, work collaborations, social collaborations, etc.). Recently,

online relationships between people have also been used to create social net-

works.
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A number of recommender systems based on social networks and small

world networks have been developed. Such social networks have been built

using histories of email communication,6 co-occurrence of names on WWW

pages,3 co-use of documents by users,29 and matching user models and

profiles.7

Palau et al. represent the agents in a multiagent restaurant recom-

mender system using a social network where the connections between agents

are based on the level of trust the agents have in the recommendations of

other agents. Social network theory measures of size, density, network

centrality, and clique and faction substructures are used to help give an

explanation of the performance of the system.10

Lemire considers the social network feature of influence and found that

recommendation results were better if the system was not “too democratic”,

i.e. it was found that it was better not to penalize users with a high number

of ratings.8 In addition, Lemire discusses the stability of a collaborative

filtering system, defining stability as a property which exists if a single user

in a large set does not make a difference to the results for some active user.

Mirza et al. also induce a social network from a collaborative filtering

dataset where connections between users are based on the co-ratings of the

same items.9 They define a hammock jump as a connection between two

users in the network that will exist if the users have co-rated at least w items

(where w is defined as the hammock width). Herlocker et al. refer to this

measure as a significance weighting whereby they devalue the correlation

value between two users if this correlation value has been calculated based

on only a small number of co-rated items.30

In Ref. 31, a graph-based representation is used to analyze various fea-

tures of a dataset in order that the suitability of a collaborative filtering

algorithm to a particular dataset can be ascertained (in particular, to give

an indication of whether a naive (Top-N), user–user, item–item or spread-

ing activation collaborative filtering algorithm would work well with the

dataset).

7.3. Methodology

In this paper the focus is to extract implicit user information available

from the collaborative filtering dataset and to form a user model for

each user. This implicit information is based on simple features which

can be extracted from any recommendation dataset (e.g. number of

items rated, liked, disliked, etc.) as well as extracting features which
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are based on measures from social network theory and information re-

trieval.

The user model consists of a octet containing, for each user, the values

for eight identified features. Each of the eight features is individually ana-

lyzed by considering a set of users with different values for the feature. For

example, one set of users are those who have rated close to the maximum

number of items rated; another set of users are those who have rated close

to the average number of items rated. Test users from each of these sets are

chosen as the active users of a collaborative filtering recommender system,

i.e. these are the users for which a recommendation is sought. The accu-

racy of the recommender system in providing recommendations for each set

of users is found and these results are compared for each feature (e.g. the

set of users who rated close to the maximum number of items may receive

better predictions than the set of users who rated close to the minimum

number of items). Therefore, for an individual user, some explanation as

to why the system performs poorly or well for the user can be given by

looking at the feature values for that user.

In addition we investigate the performance of a graph-based approach

to recommendation with a view to incorporating the user features into a

graph representation in future work. A graph-based representation is also

used to define some of the user features.

The collaborative filtering system that is used to provide recommen-

dations to different sets of users is described in Sec 7.3.1. Two graph-

based representations of the collaborative filtering problem are presented

in Sec 7.3.2. Each of the eight features of the user model are defined in

Sec 7.3.3.

7.3.1. Collaborative filtering approach

The collaborative filtering problem space is often viewed as a matrix con-

sisting of the ratings given by each user for some of the items in a collection.

Using this matrix, the aim of collaborative filtering is to predict the ratings

of a particular user, a, for one or more items not previously rated by that

user. Memory-based techniques are the most commonly used approach

in collaborative filtering although numerous other approaches have been

developed and used.16 Generally, traditional memory-based collaborative

filtering approaches contain three main stages (for some active user a):

(1) Find users who are similar to user a (the neighbours of a).

(2) Select the “nearest” neighbours of a, i.e. select the most similar set of
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users to user a.

(3) Recommend items that the nearest neighbours of a have rated highly

and that have not been rated by a.

Standard statistical measures are often used to calculate the similarity

between users in step 1 (e.g. Spearman correlation, Pearson correlation,

etc.).32 In this work, similar users are found using the Pearson correlation

coefficient formula (7.1):

corra,u =

∑m
i=1 (ra,i − r̄a) × (ru,i − r̄u)

√

∑m
i=1 (ra,i − r̄a)2 ×

√

∑m
i=1 (ru,i − r̄u)2

(7.1)

where corra,u is the correlation value between users a and u (a value in the

range [−1, 1]) for m items rated by users a and u, ra,i is the rating given

by user a to item i, ru,i is the rating given by user u to item i, r̄a and r̄u
are the average ratings given by users a and u, respectively.

An adjustment (using a significance weighting) is used in the Pearson

correlation calculation based on the number of items that users have rated

in common (co-rated items).30 The motivation is that two users may receive

a high correlation value but this might only be based on a small number

of co-rated items. The adjustment ensures that users must have similar

preferences over more than a few items to be considered highly correlated.

The adjustment used in this work involves multiplying corra,u by the sig-

nificance weighting if the number of co-rated items is less than twice the

average number of co-rated items. The significance weighting between two

users a and u is defined as (7.2):

cra,u

2 × average
(7.2)

where cra,u is the number of items users a and u have co-rated and average

is the average number of items that have been co-rated by all users in the

dataset.

The “nearest” neighbors of a user are selected using a low neighbour

selection threshold, with any correlation value greater than 0.01 being con-

sidered. Although Breese16 found that users with high correlation values

(> 0.5) were more valuable in providing recommendations, work by Her-

locker33 using the Movie Lens dataset found that, for this dataset, such a

high threshold sacrificed coverage and in addition, higher thresholds never

improved the accuracy of predictions. They found that experiments using

all correlation values greater than 0 always outperformed experiments with

higher thresholds.33
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Rating predictions for items for a user a (step 3) are found using the

formula (7.3):

preda,i =

∑n
u=1 (ru,i − r̄u) × corra,u

∑n
u=1 corra,u

(7.3)

where preda,i is the prediction for item i for user a, n is the number of

neighbors of user a, ru,i is the rating given by user u to item i, r̄u is the

average rating given by user u, and corra,u is the correlation value between

users a and u.

7.3.2. Graph-based representations of the collaborative fil-

tering space

As discussed in the previous section the collaborative filtering problem

space is often viewed as a matrix. The problem space can equivalently

be viewed as a graph consisting of a set of user nodes and a set of item

nodes. Two different graph representations are considered in this work.

In the first representation (see Fig. 7.1), user and item nodes are con-

nected via weighted edges where the weights on the edges represent the

ratings given to items by users. Apart from some scaling of the rating val-

ues this graph is a direct mapping of the matrix representation of the data

to a graph representation of the data.

The second representation (see Fig. 7.2) is a social network representa-

tion which only considers user nodes. These user nodes are connected via

weighted edges if the users are deemed sufficiently similar to each other.

This similarity is calculated using the Pearson correlation formula where

positive correlation values indicate similarity. A threshold value of 0.25 is

used so that an edge only exists between users if their correlation value is

greater than 0.25. For the collaborative filtering case, commonly used cor-

relation measures are not commutative so therefore in the representation

used, two edges can exist between two users.

Note that the two representations can be combined into a single graph

representation. Currently, in the given representations, the information on

user features is not represented explicitly. To represent this information

explicitly, additional edges can be added to the graph to represent further

relationships between users and items, relationships between items and re-

lationships between users. For example, a relationship can exist between

commonly rated items; between highly rated items, etc.

To provide recommendations, the graph representation in Fig. 7.1 is

augmented such that three weighted edges connect nodes: one undirected
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Fig. 7.1. Graph representation of users, items and ratings.
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Fig. 7.2. Graph representation of users and their similarity.

edge representing the rating (or weight, wi) and the second and third di-

rected edges representing node outputs (outputi). Associated with each

user node and item node is an activity and a threshold (see Fig. 7.3 which

shows this augmentation for a portion of the graph from Fig. 7.1).

The activity of a user or item node a, for N nodes connected to the

node a with nonzero weight, is calculated by (7.4):

activitya =

N
∑

i=1

outputiwi (7.4)

where outputi is the output of the node i that is connected to node a and

wi is the weight on the edge connecting node i to a. The output, outputa,
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Fig. 7.3. Extended graph representation of a single user and item node.

of a user or item node is calculated using a threshold function (7.5):

outputa =

{

activitya if activitya > τ,

0 otherwise,
(7.5)

where the threshold function uses the node’s activity and a threshold value,

τ . Each node may have its own threshold value.

The terminology of a hop is used in this paper to define the activation

spreading from one set of nodes to a second set of nodes. A hop involves the

calculation of all node outputs in either the user set or item set, updating

the associated activities and outputs of the nodes. The steps involved in

the spreading activation approach are as follows:

1. Hop 1: Calculate the activities of all item nodes connected, with

nonzero weight, to the current active user node. For each activated

item node, calculate the output of the node using the threshold func-

tion.

2. Hop 2: Calculate the activities of all user nodes connected, with nonzero

weight, to item nodes where the item nodes have nonzero output. For

each activated user node, calculate the output of the node using the

threshold function.

3. Hop 3: Calculate the activities of all item nodes connected, with

nonzero weight, to user nodes where the user nodes have nonzero out-

put. For each activated item node, calculate the output of the node

using the threshold function.

4. Following three hops, items with the top-N highest positive activities

are recommended to the active user.

5. Steps 2 and 3 can be repeated any number of times before recommen-

dations are given (step 4).

Two hops result in activating a set of user nodes constituting a user neigh-

borhood of the original active user node. The third hop, from user nodes
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to item nodes, provides item recommendations for the active user.

7.3.3. User features

A user model is defined which consists of eight features. For some user a

the features are defined as follows:

(1) rated is the number of items rated by the user a.

(2) liked is the percentage of items rated by the user a that the user a liked,

and is calculated by (7.6):

numliked

rated
(7.6)

where numliked is a count of the number of items liked by the user a

and rated is the number of items rated by the user a. In this work,

an item is considered to be liked by a user if it receives a value greater

than the middle value of the rating range, as also used in Ref. 34 (e.g.

if the rating range is [1, 5] a liked item is an item that receives a value

of 4 or 5).

(3) disliked is the percentage of items rated by the user a that the user a

disliked and is calculated by ( 7.7):

numdisliked

rated
(7.7)

where numdisliked is a count of the number of items disliked by the user

a and rated is the number of items rated by the user a. An item is

considered to be disliked by a user if it receives a value less than the

middle value of the rating range.

(4) avg-rating is the average rating value given to items by the user a.

(5) std-dev is the standard deviation of the ratings of user a.

(6) influence is a measure of how influential a user is in comparison to other

users. As also considered in Refs. 11 and 9, influence is defined in

this work by using measures from social network theory. In particular,

degree centrality is used where the dataset is viewed as a graph (or

social network) where nodes represent users and the values of weights

on edges between users are based on the strength of similarity of users to

each other (as shown in Fig. 7.2). Degree centrality is then measured by

counting the number of edges a node has to other nodes. Essentially this

is a count of the number of neighbours (above a correlation threshold

of 0.25) a user has.
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(7) clustering-coeff is also a measure taken from social network theory and

measures how similar users in a group are to each other using the clus-

tering coefficient measure. This measures how connected the neigh-

bours of the user a are to each other using the graph representation in

Fig. 7.2. For example, if none of user a’s neighbours are connected to

each other, the clustering coefficient is 0 whereas if this subgraph has a

clustering coefficient of 1 then all of user a’s neighbours are connected

to each other. The clustering coefficient is calculated by (7.8):

actual

possible
(7.8)

where actual is the number of actual links between neighbour nodes

and possible is the number of possible links which can exist between

neighbour nodes. In the representation described the total number of

possible links that can exist between n nodes is (n2 − n).

In addition, in the collaborative filtering case it is possible that small

sub-groups (small values of n) will have high clustering coefficients and

therefore comparisons using clustering coefficient values may not always

be meaningful. To overcome this the formula is extended to also include

the active user in the calculation.35 Thus the formula for the clustering

coefficient for a user a with degree, deg(a), and n neighbour nodes with

degree greater than 1 becomes (7.9):

actual+ deg(a)

(n+ 1)2 − n+ 1
(7.9)

Considering the graph shown in Fig. 7.2 with the active user being

usera, who has degree 3 and three neighbours (n = 3) who are con-

nected to each other as follows: user e is connected to user f and user

b is connected to user f . Therefore the number of actual links is 2 and

the clustering coefficient for this group is 0.42.

(8) importance is a measure taken from Information Retrieval. Some col-

laborative filtering weighting schemes incorporate the idea from Infor-

mation Retrieval of a term frequency, inverse document frequency (tf-

idf) weighting.19,20 The idea is to find terms with high discriminating

power, i.e. terms which “describe” the document well and also distin-

guish it from other documents in the collection. Mapping the idea of

tf-idf to collaborative filtering, a “term” can be viewed as a user with

associated ratings for M distinct items. The more ratings a user has

the more important the user is, unless the items that the user has rated

have been rated frequently in the dataset. Note that the value a user
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gives an item is not a frequency or weight - it is an indication that the

item has been rated and thus the actual rating value is not used in the

following formula7.10. The formula used to calculate the importance,

wi, of a user i is:

wi =
1

M
×

M
∑

j=1

(

1 + log
n

nj

)

(7.10)

where n is the total number of users in the dataset; M is the number

of ratings by user i and nj is the number of users who rated item j.

7.4. Experiments

This section presents details of the experiments performed using the col-

laborative filtering approach and the graph-based approach outlined pre-

viously. The first set of experiments involve analyzing each of the eight

features identified in the previous section using a collaborative filtering

approach. The final experiment involves testing the performance of the

graph-based representation illustrated in Fig. 7.3 using a spreading activa-

tion approach to collaborative filtering.

7.4.1. User model features

The main experiments involve checking the relative performance of a col-

laborative filtering approach using different sets of users for each of the

eight features. A set of users consists of the users who have the same value,

or nearly the same value, for an identified feature. The aim is to ascertain

which sets of users will be more likely to have better or worse predictions

(measured using the mean absolute error (MAE) metric).

A standard subset of the Movie Lens dataset is considered that contains

943 users and 1682 movies. A proportion of the dataset is removed for

testing, as described below, and the metric of mean absolute error is used

to compare the performance of the collaborative filtering approach using

different sets of users, for each feature, with different feature values.

For each feature, the range of values for that feature (e.g. [0.12, 1] for

the liked feature) is broken into regular intervals (typically 8 intervals) and

users belong to a particular interval based on their value for that feature.

All users in a particular interval then form a set. Intervals are chosen such

that the set size (the number of users in each interval) is close to 100.
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For testing, 30 users are chosen randomly from each set as the test users

and 10% of their ratings for items are removed to yield the items to test

(i.e. the system should return predictions for these items). MAE results

are averaged over 10 runs for each set of users, for each feature. In addition,

for each feature a control set of 30 users is chosen randomly from the entire

dataset as test users (i.e. the users are chosen without considering the

feature value of these users).

7.4.2. Spreading activation

The purpose of this experiment is to test whether the graph representation

and spreading activation approach are sufficiently accurate to be used in

future work involving the incorporation of the user features into the graph

representation. The experiment involves the comparison of a spreading ac-

tivation approach and a traditional memory-based collaborative filtering

approach. The reason for choosing a traditional memory-based collabora-

tive filtering approach is that it has been shown to perform well in com-

parison to many other collaborative filtering techniques.33,36 Also, as can

be seen from the descriptions of the approaches in Secs. 7.3.1 and 7.3.2, it

is quite similar to the spreading activation approach outlined. The impor-

tant difference between the representations and approaches is in terms of

the flexibility of the graph-based representation and spreading activation

approach in allowing the incorporation of additional information.

Again, the Movie Lens dataset is used. Weights on the network edges in-

dicate the strength of like/dislike for an item where “dislike” can be viewed

as an inhibitory or negative rating and “like” can be viewed as an excitatory

or positive rating. Given that the original rating values in the Movie Lens

dataset are all positive numbers, the approach adopted maps the ratings

to positive and negative values to indicate positive and negative influences.

The mapping chosen is to subtract 2.5 from all nonzero values which will

give ratings around 0, giving:

{0, 1, 2, 3, 4, 5} → {0, −1.5, −0.5, 0.5, 1.5, 2.5}.
The value 0 is not changed in this mapping as it has a special meaning,

being used to indicate that no rating has been given to an item.

A proportion of the dataset is removed for testing and the metric of

precision is used to compare the performance of the two approaches at

different recall points. Precision is used because the spreading activation

approach returns a ranking of recommended items, not prediction values
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that can be compared with actual values.

The collaborative filtering approach and settings used are those already

described. In the spreading activation approach to collaborative filtering,

three stages corresponding to the three stages in the traditional memory-

based collaborative filtering approach are used. Neighbours of some active

user are found after two hops of the approach, at which stage user nodes

that have nonzero activity are the neighbours of the active user. When

activation is spread again, from user nodes to item nodes, items not rated

by the active user will be highlighted. These items are recommended to the

user if the activity is sufficiently high. The threshold value used in these

experiments is 0 for all nodes, i.e. all positive activities will result in a node

outputing a value.

7.5. Results

7.5.1. User model features

Results are presented for each of the eight features using the experimental

methodology outlined in the previous section.

Figure 7.4 shows the MAE results when the rated feature was analyzed

for eight sets of users. The rated value ranges from 0 to 737. The users in

the first set (0–24 interval) have rated 0–24 items; the users in the second

set (25–30 interval) have rated 25–30 items, etc. A random group of 30

users (with varying rated values) was also chosen (and are not included on

the graph). This random group had an average MAE value of 0.7624. As

expected, the worst MAE value for any set was for the users in the set who

have rated between 0 and 24 items, i.e. these users have provided the very

minimum number of ratings. Although we would expect that the accuracy

should steadily increase as the number of ratings users have given increases,

this was not necessarily the case. However, users who have rated closer to

the maximum number of items have the best MAE values.

Figures 7.5 and 7.6 show the MAE results when the liked and disliked

features were analyzed for nine sets of users. For the liked feature, values

range from 0.12 to 1 where a value of 1 indicates that a user liked all the

items that they rated and a value of 0.12 indicates that a user liked very

few of the items that they rated. A random group of 30 users (with varying

liked values) was also chosen and had an average MAE value of 0.7495. For

the disliked feature values range from 0 to 0.87 where a value of 0 indicates

that a user liked all the items that they rated. A random group of 30 users
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Fig. 7.6. disliked MAE analysis.

(with varying disliked values) were also chosen and had an average MAE

value of 0.7507. As can be seen from both graphs, the results improve

when the percentage of positively rated items (i.e. those liked by a user)

increases.

Figure 7.7 shows the MAE results when the avg-rating feature was ana-

lyzed for eight sets of users. The avg-rating value ranges from 1.0 to 4.869.

The MAE for 30 randomly chosen users was 0.7321. The users with lowest
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averages (from the minimum to 3.03) have the worst MAE and the users

with the highest averages (> 4.10) have the best MAE.
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Fig. 7.7. avg-rating MAE analysis.

Fig. 7.8 shows the MAE results when the standard deviation feature

(std-dev) was analyzed for eight sets of users. The std-dev value ranges from

0.3499 to 1.718. The users with low standard deviation (< 0.779) exhibited

the best MAE value (0.5595 in comparison to the MAE of the randomly

selected group which was 0.7779) while the users with the highest standard

deviation had the worst MAE. This suggests that better recommendations

can be found for users with lower variance in their ratings.
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Fig. 7.9 shows the MAE results when the influence feature was analyzed

for eight sets of users. The influence value ranges from 0 to 392 where an

influence value of 0 means that a user has no neighbours. As expected,

the users with fewest neighbours (0 or 1) have the worst MAE values and as

the neighbourhood size grows there is a general trend towards lower MAE

values. The MAE of the random group was 0.7508.

The clustering coefficient feature (clustering-coeff) was analyzed for

eight sets of users with values ranging from 0 to 0.864 where a value of
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0 means that none of the active user’s neighbours are linked to each other

(with a correlation value above 0.25). The MAE of the random group was

0.7479. The graph (Fig. 7.10) shows that as the clustering-coeff value in-

creases towards 1 (i.e. the active user’s neighbours are more similar to each

other) the prediction accuracy very slightly improves. The poorest results
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are seen for users who have very low clustering coefficient values.

The importance feature (tf-idf) was also analyzed for eight sets of users

with values ranging from 0.015 to 1.485 (see Fig. 7.11). Results are poorer

when a user has a low importance (tf-idf) value and results are better when

a user has a high importance value. The MAE of the random group was

0.7255.

7.5.2. Spreading activation

Figure 7.12 illustrates the precision recall graph for the spreading activa-

tion approach and the traditional memory-based approach to collaborative

filtering. Results were averaged over 100 runs. It can be seen that the

spreading activation approach outperforms the traditional memory-based

approach at all recall points other than the first. These results were shown

to be statistically significant using a 2-tailed paired t-test at p-values <

0.05.
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Fig. 7.12. Comparing spreading activation (sa) and traditional memory-based ap-
proaches (cf) to collaborative filtering.

This suggests that the graph-based representation and spreading activa-

tion approach give as good (and slightly better) performance as a traditional

memory-based approach which has been shown to perform well. The advan-

tage of the graph-based representation and spreading activation approach

over other representations and approaches is their flexibility in allowing

the incorporation of additional information. Given these results, future

work can proceed in using the graph-based representation and spreading

activation approach to incorporate information on user models.
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7.6. Conclusions and Future Work

In this paper we have reviewed work in collaborative filtering, social net-

works and graph-based recommendation, highlighting the similarities be-

tween the work. We have defined a user model containing eight features of

users that can be identified from a collaborative filtering dataset. We have

shown how the prediction accuracy of a traditional memory-based collabo-

rative filtering approach varies depending on the value of these features for

certain users. This provides a first step at more personalized recommenda-

tions for users by providing some explanation for the relative good or poor

performance of the collaborative filtering system (based on the values that

users have for the identified features).

We have also shown some initial experimental evaluation of the use-

fulness of a graph-based representation of the collaborative filtering space

using a spreading activation approach for recommendation.

We believe that more personalized and accurate recommendations can

be obtained by incorporating the features identified in this paper into the

graph models presented. Future work will explore these and other user

features in more detail and will also consider the combination of these

feature values. In addition, future work involves demonstrating that a

graph-based representation of the collaborative filtering space allows the

incorporation of these features and also other information on users, items

and groups. This will strengthen the case for the application of graph-based

recommendation algorithms.
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Chapter 8

Personalization Strategies and Semantic Reasoning:

Working in tandem in Advanced Recommender Systems

Yolanda Blanco-Fernández, José J. Pazos-Arias, Alberto Gil-Solla,

Manuel Ramos-Cabrer and Mart́ın López-Nores

Campus Lagoas-Marcosende, ETSE de Telecomunicacin
36310, Vigo, Spain

{yolanda, jose, agil, mramos, mlnores}@det.uvigo.es∗

The generalized arrival of Digital TV will lead to a significant increase
in the amount of channels and programs available to end users, mak-
ing it difficult to find interesting programs among a myriad of irrelevant
contents. Thus, in this field, automatic content recommenders should
receive special attention in the following years to improve assistance
to users. Current approaches of content recommenders have significant
well-known deficiencies that hamper their wide acceptance. In this pa-
per, a new approach for automatic content recommendation is presented
that considerably reduces those deficiencies. This approach, based on
the so-called Semantic Web technologies, has been implemented in the
AVATAR tool, a hybrid content recommender that makes extensive use
of well-known standards, such as TV-Anytime and OWL. Our proposal
has been evaluated experimentally with real users, showing significant
increases in the recommendation accuracy with respect to other existing
approaches.

8.1. Introduction

One of the main advantages of Digital TV (DTV) is a better use of the

bandwidth available for broadcasting. With the state-of-the-art compres-

sion techniques, it is usual to broadcast between four and six digital chan-

nels in the same bandwidth previously needed by an analogue one. As a

result, TV spectators all around the world are beginning to access many

more channels (and contents) than before, as most of the operators are

∗All the authors are members of the Department of Telematics Engineering of the Uni-
versity of Vigo.
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currently starting their digital broadcasts. This increase in the amount of

available contents will be even more overwhelming after the analogue shut-

down, when the spectrum used in the current analogue transmissions will

be released.

Digital TV has another important strong point that permits the trans-

mission of data and applications along with the audiovisual contents. Those

applications, running on the users’ receivers, are envisaged to cause a rev-

olution in the very conception of the television. They will not only allow

users to take an active role by using applications to interact with contents

and service providers, but these applications will provide users with new

Internet-like services, opening a new window to the Information Society for

those people currently not connected to the Internet.

This new scenario, where the users will have access from their homes to a

great number of contents and services from different providers, it is likely to

resemble what happened with the growth of the Internet. This huge number

of contents and offered services will cause the users to be disoriented: even

though they may be aware of the potentiality of the system, they lack the

tools to exploit it, not managing to know what contents and applications

are available and how to find them. To alleviate this problem, successful

search engines arose on the Internet, ranging from the syntactic matching

processes of the mid-1990s to the more recent approaches to the so-called

Semantic Web.1

Taking advantage from the experiences carried out on the Internet,

both regarding the syntactic search engines and the most recent studies

on the Semantic Web, this paper presents an application called AVATAR

(AdVAnced Telematics search of Audiovisual contents by semantic reason-

ing ). This is a personal assistant that assesses the adequacy of the contents

offered by different providers to the preferences of every user. Its open and

modular architecture is based on well-known standards in DTV domain, as

we explained in Ref 2. The aim is to furnish a highly-personalized view-

ing experience that prevents from bewildering the users in an increasingly

growing offer of TV channels.

This paper is organized as follows. Section 8.2 presents an overview

of the techniques being used by the current recommenders of audiovisual

contents. Section 8.3 describes the main elements of our semantic reasoning

framework, including the TV ontology , the user profiles and the algorithmic

details of the proposed recommendation strategy. Section 8.4 details a

sample use of AVATAR. The experimental results obtained in our evaluation

are shown in Sec. 8.5. Finally, Sec. 8.6 provides a discussion of the features
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of AVATAR, including the main conclusions from this work and motivating

directions of future work.

8.2. Related Work

Currently, it is possible to identify three well-known personalization strate-

gies in the field of recommender systems:

Content-based methods: This technique consists of suggesting to a user

programs similar to those he/she liked in the past. It has been adopted in

diverse real systems, such as TV AdvisorTM,3 TV Show Recommender,4

and the personalized EPG proposed by Ardissono et al. in Ref. 5.

Content-based methods require a metric to quantify the similarity be-

tween the users’ profiles and the target programs. To define such metric,

appropriate content descriptions of the compared programs must be avail-

able, which is usually a complex and time consuming task. Several metrics

have been defined in the state-of-the-art.

• Some approaches establish simple comparisons between a set of key

words;

• another proposals rely on the predictive capacity of automatic classi-

fiers (e.g. neural networks,6 decision trees,7 inference rules,8–10 and

Bayesian networks4) in order to decide the relevance of a program for

a given viewer. These are computational models that classify a given

input in a specific category considering a predefined training set. In the

TV domain, this set stores the user’s preferences (programs he/she liked

in the past and their semantic attributes), the inputs are the features

of a given TV program, and the output is a category that determines if

this program is appealing or unappealing for the user. For that purpose,

the classifiers consider the occurrence patterns of the input features in

the training set.

The commented metrics have a critical weakness related to their syntac-

tic nature, which only permits to detect similarity between items sharing

the same attributes. For that reason, content-based recommender systems

only suggest contents too similar to those known by the user, which leads

to a limited diversity in the elaborated recommendations. This problem is

especially serious regarding the new users of the system, as the suggestions

generated for them are based on immature profiles, made up of a limited

set of programs.
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Collaborative filtering: This approach is based on recommending to a

user those programs appealing to other like-minded viewers (named neigh-

bors). For that purpose, this technique is focused on the ratings given by

the user for each content included in his/her profile. Two different tech-

niques have been proposed in the literature:

• User-based collaborative filtering : Two users are similar if they have

rated the same items in their profiles and with similar levels of interest.

• Item-based collaborative filtering : Two items are similar if the users who

have rated one of them, tend to rate the other one with similar ratings.

By its very own, collaborative filtering provides much more diverse rec-

ommendations than the content-based approaches, as it is based on the

experience of the user’s neighbors. In addition, collaborative filtering tech-

niques do not require the aforementioned resource-demanding content de-

scriptions, as they search correlations among the ratings the users assign

to contents.

However, the application of the collaborative filtering on many tools,

such as MovieLens,10 TV ScoutTM,11 MoviefinderTM, and TiVoTM, re-

vealed some drawbacks associated to this kind of approach.

• Firstly, this technique requires that some users have rated a specific con-

tent for it to be recommended. Because of this, some significant latency

is observed since a new content arrives at the system till it is suggested

to some user, as it is necessary that a significant number of users have

previously rated it.

• Second, the lack of flexibility to estimate the similarity among users (usu-

ally based on direct overlaps among the programs in their personal pro-

files) leads to the so-called sparsity problem sparsity problem . In this

case, as the number of contents in the system increases, the probabil-

ity that two users have watched the same content gets lower. This re-

duced overlap among the users’ profiles greatly hampers the discovery of

similar users regarding their preferences, a critical step in collaborative

approaches.

• Finally, note the so-called gray sheep problem, associated to those users

whose preferences are “strange” — very different from the remaining

viewers’. It is clear that these users have a reduced neighborhood and,

therefore, receive little accurate recommendations.

Hybrid strategies: The more successful hybrid systems are those that
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mix content-based methods and collaborative filtering, taking the advan-

tage of synergetic effects and mitigating the inherent deficiencies of either

paradigm. This way, as Burke describes in Ref. 12, users are provided with

recommendations more accurate than those offered by each strategy indi-

vidually. This approach has been adopted in systems such as PTV and

PTVPlus.13

Many existing hybrid proposals employ the so-called “collaboration via

content” paradigm by Pazzani,14 based on computing the similarity among

users by using both the content descriptions of the products defined in their

profiles (just like in content-based methods), and the levels of interest as-

signed to them (considered in collaborative filtering). This way, Pazzani

fights the sparsity problem by detecting that two users have similar pref-

erences even when there is no overlap between the products contained in

their respective profiles. However, in order to measure similarity in this

case, it is necessary that there exists overlap between the attributes of

these products. For that reason, Pazzani’s approach is still limited because

of the syntactic similarity metrics used in the traditional content-based

methods.

In this paper, our aim is to fight this kind of syntactic limitations by re-

sorting to technologies borrowed from the Semantic Web field. Specifically,

the main difference between the existing systems and AVATAR is the appli-

cation of diverse mechanisms for representing and reasoning on the knowl-

edge about the TV domain, taking the advantage of the inference methods

developed in the Semantic Web . The goal of this reasoning process is to dis-

cover complex semantic relationships between the contents the user likes and

those finally recommended to him/her. These associations, never considered

in a personalization environment, go unnoticed for the existing approaches,

lacking in the semantic inference capabilities supported in our approach.15

For that purpose, our system requires (i) generic descriptions of the available

TV contents, and (ii) a knowledge base on which the semantic reasoning pro-

cess is applied. To this aim, AVATAR extends the metadata defined by the

TV-Anytime specification,16 and implements an ontology according to the

OWL language.17

The use of semantic information in recommender systems has been al-

ready proposed in other systems. In the simplest proposals, the semantic

descriptions are used with the goal of providing the users with additional in-

formation about the TV contents they are watching.18,19 On the contrary,

some more elaborated approaches also include these semantic attributes

in the recommendation process.20 In contrast with our approach, these



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

196 Y. Blanco-Fernández et al.

proposals do not infer complex semantic relationships from the knowledge

provided by the semantic descriptions. So, for example, in Ref. 20, the

semantic attributes of the recommended items are considered in order to

improve the offered suggestions. To this aim, the authors use a simple

knowledge representation schema based on defining classes and their main

semantic attributes. Taking into account this information, Ref. 20 focuses

on comparing the semantic attributes of the items to the user’s preferences.

However, this proposal does not consider during the recommendation pro-

cess more complex relationships between the classes and their instances

(such as inheritance among classes and siblingness among instances or at-

tributes). As a consequence, the approach proposed in Ref. 20 is not able

to infer semantic associations like those we are interested in. This kind

of associations allow to improve the quality and accuracy of the offered

recommendations, as we will show in our experimental evaluation.

Our main contribution is a hybrid recommendation strategy that com-

bines content-based methods and collaborative filtering , increasing the

recommendation accuracy thanks to the aforementioned semantic inference

capabilities. The cornerstone of this technique is a new and flexible metric

that quantifies the semantic similarity between specific TV contents. Its

values depend on the semantic relationships discovered between the com-

pared programs represented in the system knowledge base.

8.3. Our Reasoning Framework

In this section, we present the main elements included in our semantic

reasoning framework: the ontology about the TV domain, the user pro-

files, and the algorithmic details of the proposed hybrid recommendation

technique.

8.3.1. The TV ontology

Ontologies are widely used as conceptualizations of a given application do-

main, where the characteristic vocabulary is identified by means of concepts

and relations among them.

In the specific case of the AVATAR tool, we have implemented an on-

tology describing the TV domain by means of the OWL language. The

core of this ontology is a class hierarchy that identifies different kinds of

TV programs, being the TV Contents class, the more general one, on the

top of the hierarchy. From it, more specific categories are defined as succes-
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sive descendants until reaching the more concrete categories, known as leaf

classes, situated in the lowest level of the hierarchy. In addition, note that

we impose a tree-like structuring in this TV content hierarchy, so that each

class has only one direct superclass in it. In Fig. 8.1, a reduced subset of

the aforementioned TV contents hierarchy can be observed, together with

the existing IS-A relationships among the classes.
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Fig. 8.1. Excerpt from our TV content hierarchy.

All the classes shown in Fig. 8.1 denote general content categories. Spe-

cific programs belonging to a given category correspond with concrete in-

stances of the leaf classes defined in the ontology . In fact, each program can

be classified into several leaf classes belonging to the hierarchy sketched in

Fig. 8.1. Regarding these instances and their semantics, it is worth noting

that AVATAR uses the TV-Anytime specification,16 which describes meta-

data attributes for audiovisual contents such as genre, cast, topic, etc. As

these attributes define the semantics of the TV programs, AVATAR auto-

matically extracts the TV-Anytime descriptions associated to each content

and translates them to the corresponding instances of the ontology . This

process is simple because the classes, properties and instances of our OWL
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ontology have been defined according to the semantic attributes considered

in the TV-Anytime specification.

Such attributes, we hereafter refer to as semantic characteristics of the

programs, also belong to classes hierarchically organized. As some of these

classes are already defined in existing ontologies, we have imported on-

tologies about different domains such as sports, countries, credits involved

in TV contents, among others. These ontologies were extracted from the

DAML repository located in the url http://www.daml.org/ontologies and

converted to the OWL language by means of a tool developed by the

MINDSWAP Research Group.a

Opposite to what happens with hierarchies, that only contain IS-A rela-

tions between concepts, ontologies permit also to define other relations be-

tween classes and between instances by means of properties. This way, each

program in the ontology will be related to its respective TV-Anytime se-

mantic characteristics through explicit properties (i.e. hasActor, hasTopic,

hasGenre, hasPlace, etc.). These properties allow to infer hidden knowledge

in the ontology , to be applied in the strategy proposed in Sec. 8.3.3.

8.3.2. The User Profiles

As AVATAR reasoning involves both the semantics of contents and the

users’ preferences, a formal representation of the latter is also needed to

apply on them the inferential processes. Such preferences contain the pro-

grams that the user liked or disliked (positive and negative preferences,

respectively) as well as those semantic characteristics relevant in a person-

alization environment (cast, genres, etc.). As this kind of information is

already formalized in the TV ontology , our approach reuses such knowl-

edge to model the users’ preferences (for that reason the profiles used in

AVATAR are named ontology-profiles).

Ontologies have already been used to model users in other works.21

The distinctive feature of our ontology-profiles is that the reasoning process

carried out in AVATAR requires that the users’ profiles store additional se-

mantic information. This information is added to the profiles incrementally

as the system knows new data about each viewer’s interests.

ahttp://www.mindswap.org/2002/owl.shtml.
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8.3.2.1. Construction of the ontology-profiles

This progressive building of the user’s ontology-profile is carried out by

adding to the profile only the ontology information that identifies the spe-

cific contents associated to the positive and negative preferences of the user.

When AVATAR knows a new content related to the user U , it adds to

his/her profile PU that content, the hierarchy of classes which this program

belong to, and main semantic characteristics.

As an example, let us suppose that user U has watched the three follow-

ing contents suggested by AVATAR: (i) the sitcom Frasier starring Kelsey

Grammer, (ii) the thriller The Silence of the Lambs, with Anthony Hopkins

and Jodie Foster in the leading roles, (iii) the game show Wheel of For-

tune, and (iv) the technological debate Surfing the Digital Wave. These

contents are extracted from the TV ontology by which the system knows,

for example, that Kesley Grammer is the main star of the show Frasier

the user U has liked. Next, these programs are translated to the profile

PU as shown in Fig. 8.2, where we can see the four instances correspond-

ing to the watched programs, as well as the hierarchy of classes and the

aforementioned semantic characteristics.

8.3.2.2. Level of interest of the users

Together with the programs and semantic characteristics of the user’s pref-

erences, the users’ profiles in AVATAR also store an index to reflect the

level of interest of the user in each entity. This index is known as Degree of

Interest (DOI) and it is computed for the specific instances as well as for

the classes contained in the ontology-profiles as described in Ref. 7. The

value of the DOI index (similar to traditional explicit ratings but more

complex) corresponding to a program recommended by AVATAR depends

on several factors as can be the answer (acceptance or reject) of the user

to the suggestion, the percentage of the program watched by the user, and

the time elapsed until the user decides to watch the recommended content.

The DOI of each program (always in the range [−1, 1]) is also used to set

the DOI indexes of (i) each one of its semantic characteristics (actors, pre-

senters, topic, etc.), and (ii) all the classes of the ontology included in the

ontology-profile. In fact, the semantic characteristics of a given program

inherit the DOI index of this content.

Regarding the computation of the DOI indexes for each class included

in the profile, our approach firstly computes the DOI of each leaf class, and

then it propagates these values through the hierarchy until reaching the
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Fig. 8.2. The user ontology-profile PU .

TV Contents class. The DOI of each leaf class is computed as the average

value of the DOI indexes assigned to the programs in the profile belonging

to that class. To propagate those values through the hierarchy, we adopt

the approach proposed in Ref. 22 that leads to Eq. (8.1):

DOI(Cm) =
DOI(Cm+1)

1 + #sib(Cm+1)
(8.1)

where Cm is the superclass of Cm+1 and #sib(Cm +1) represents the num-

ber of siblings of the class Cm+1 in the hierarchy of TV contents sketched

in Fig. 8.1.

As a result of Eq. (8.1), this approach leads to DOI indexes higher for

the superclasses closer to the leaf class whose value is being propagated,

and lower for those classes closer to the root of the hierarchy (TV Contents

class). In addition, the higher the DOI of a given class and the lower

the number of its siblings, the higher the DOI index propagated to its

superclass. As a class can be superclass of multiple classes, every time its

DOI is updated by Eq. (8.1), our approach adds the indexes of all of its
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subclasses defined in the profile, and so it computes its final DOI index.

8.3.3. A hybrid personalization technique

Our strategy combines the content-based methods and the collaborative

filtering , enhancing them with semantic inference capabilities. Its main

goal is to decide to which users (named target users) a particular program

must be recommended (named target content). By virtue of its hybrid

nature we can identify two phases in our approach. Firstly, a content-based

phase is applied, in which the approach assesses if the target content is

appropriate for each target user, by considering their personal preferences.

In this case, the program is suggested to these users, whereas the remaining

viewers are evaluated in a second stage based on collaborative filtering.

8.3.3.1. Content-based phase

Given an target user U and a target content a, this phase quantifies a

level of semantic matching between this content and his/her preferences

defined in the ontology-profile PU (represented as match(a, U)). The more

similar the program a is to those contents most appealing to the user U ,

the greater the obtained semantic matching value. In order to measure

this resemblance, we propose a flexible metric, named semantic similarity,

included in Eq. (8.2):

match(a, U) =
1

#NU

#NU
∑

i=1

SemSim(a, ci) · DOI(ci) (8.2)

where ci is the ith content defined in the profile PU , DOI(ci) is the level

of interest of U regarding ci, and #NU is the total number of programs

included in PU .

Traditional approaches just use the hierarchical structure to quantify the

semantic similarity between two concepts from a taxonomy, that is, they

are only based on explicit IS-A relations established in the hierarchy.23–25

These approaches hamper the kind of complex reasoning our intelligent

system requires, and for that reason, we redefine this traditional semantic

similarity metric.

As far as we know, our approach is the only one that combines the IS-

A relationships with the inference of more intricate ones, discovered from

the properties defined in our TV ontology . Thus, to compute the semantic

similarity between the target content a and a given program b, our proposal
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considers both the explicit knowledge represented in the TV ontology and

the implicit knowledge inferred from it. The proposed semantic similarity

is composed of two components corresponding to these two kinds of knowl-

edge: hierarchical and inferential similarity. The weight of each of them is

decided by a combination factor α ∈ [0, 1], as shown in Eq. (8.3).

SemSim(a, b) = α · SemSimInf(a, b) + (1 − α) · SemSimHie(a, b). (8.3)

The hierarchical semantic similarity The value of the hierarchical

similarity between two programs depends only on the position of the classes

they belong to in the content hierarchy. In order to define its analytical

expression, we use two concepts from the graph theory: depth and LCA

(Lowest Common Ancestor).

The depth of an instance (that identifies a specific program) is equal to

the number of IS-A relations between the root node of the hierarchy (TV

Contents) and the class the instance belongs to. On the other hand, being

a and b two programs, the LCA between them (represented as LCAa,b) is

defined as the deepest class that is ancestor of both classes a and b.

Semantic similarity is defined by Eq. (8.4):

SemSimHie(a, b) =
depth(LCAa,b)

max(depth(a), depth(b))
(8.4)

where:

• SemSimHie(a, b) is zero if the LCA between the two programs is TV

Contents (which has null depth). Otherwise, the more specific the LCAa,b

is (i.e. deeper), the greater the similarity value.

• The closer the LCAa,b is to both contents’ classes in the hierarchy, the

higher the SemSimHie(a, b) is, because the relation between a an b is more

significant.

The inferential semantic similarity The inferential similarity is based

on discovering implicit relations between the compared programs. These

relations are inferred between those TV contents that share semantic char-

acteristics (e.g. cast, genres, places, topics, etc.). Thus, we consider that

two programs a and b are related when they are associated by properties

to instances — equal or different — of a same leaf class. In case, these

instances are equal, we say that the programs are associated by a union

instance; otherwise, we say they are associated by a union class.
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The union instances can identify any of the semantic characteristics of

the compared programs. For example, two movies starring the same actor

are related by the union instance that identifies him in the ontology . On

the contrary, the instances of the union class can only identify some of these

characteristics. Specifically, those to which a higher flexibility is allowed

in the comparison (e.g. topics or locations). So, our approach can implic-

itly relate a World War I movie and a documentary about World War II.

This association appears because both contents are related by means of the

property hasTopic to two different instances of the union leaf class War

Topics (World War I and World War II instances).

We define Eq. (8.5) to compute the value of SemSimInf(a, b):

SemSimInf(a, b) =
1

#CIMAX(a, b)

#CI(a,b)
∑

k=1

DOI(ik) (8.5)

where #CI(a, b) is the number of common instances between a and b

(union instances and instances of a union class), ik is the kth of them,

and #CIMAX(a, b) is the maximum number of possible common instances

between a and b (i.e. the minimum between the number of semantic char-

acteristics of both programs).

According to Eq. (8.5), the higher the number of union instances and

union classes between both contents, and the greater the DOI of these

common instances in the user’s profile we are comparing to a, the higher

the value of SemSimInf(a, b).

When the matching levels for all of the target users have been computed

by Eq. (8.2), AVATAR suggests the target content to each user with a level

over a given threshold βMatch. The remaining users are candidate for the

collaborative phase.

8.3.3.2. Collaborative filtering phase

In this phase, our approach predicts the level of the interest corresponding

to each candidate user Uc with respect to the target content a (represented

as Pred(Uc,a)), based on his/her neighbors’ preferences. To this aim, the

existing collaborative approaches only consider those neighbors who have

rated the target content. Our strategy differs from these methods because

it takes into account the full neighborhood of each candidate user, during

the semantic prediction process. This way, if a neighbor knows the program

a, our collaborative phase uses the specific DOI he/she defined in his/her

profile. Otherwise, his/her level of interest is predicted from the semantic
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similarity between his/her preferences and this content a.

In order to form the neighborhood of each candidate user, our approach

uses the so-called rating vectors of users, whose components are the DOI

indexes in the user’s profile for the classes in the hierarchy of contents. For

those classes of the hierarchy not defined in the profile, we use a zero value.

After the rating vectors of each user are computed, our approach uses the

Pearson-r correlation shown in Eq. (8.6) to compare them:

corr(Pj , Pk) =

∑

r(vj [r] − vj)(vk [r] − vk)
√

∑

r(vj [r] − vj)2 ·
∑

r(vk[r] − vk)2
(8.6)

where vj and vk are the mean values of the vj and vk rating vectors, ex-

tracted from Pj and Pk, respectively.

Notice that rating vectors do not require that two users have watched

the same programs to detect if they have similar preferences. It is only

necessary that the programs included in their profiles belong to the same

classes in the content hierarchy. This represents a substantial reduction of

the sparsity problem, typical in collaborative systems, as we said in Sec. 8.2.

Finally, the M viewers with higher correlation value with respect to the

considered user form his/her neighborhood .b Once all of the candidate

users’ neighborhood has been formed, our collaborative phase computes

the semantic prediction value for each one of them by applying Eq. (8.7):

Pred(a, Uc) =
1

M

M
∑

k=1

δ(Nk) · corr(Uc,Nk) (8.7)

where M is the neighborhood size, corr(Uc,Nk) is the Pearson-r correla-

tion between the ratings vectors of the candidate user Uc and his/her kth

neighbor Nk; and δ(Nk) is a factor whose value depends on whether this

neighbor has watched the program a. In case he/she does, δ(Nk) is the

DOI of a in Nk’s profile; otherwise, it takes the value of the matching level

match(a,Nk) computed in the content-based phase.

According to Eq. (8.7), the value predicted to recommend a to Uc is

greater when this content is very appealing to his/her neighbors, and when

their respective preferences are strongly correlated. Finally, note that in

this stage, we also define a threshold βPred (in [0, 1]) for deciding if a is

recommended to each candidate user.

bThe M value is chosen following heuristic criteria. In our evaluation a value between
5% and 10% of the global users has shown to lead to the best results taking into account
accuracy of the recommendations and computational cost.
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8.4. An Example

In this section, we describe an application scenario consisting of a specific

target content and a set of target users to whom AVATAR suggests this

TV program.

For the sake of clarity, some simplifications are assumed. So, we have

greatly reduced both the number of semantic characteristics of each TV

content, and the size of the neighborhood used in the collaborative strategy

(we adopt M = 2). In spite of these simplifications, the shown example

highlights the utility of semantic inference to compare the user’s preferences,

and the advantages of our method for the neighborhood formation.

In this scenario, we assume that the target content is Kung Fu Star

Search, a reality show in which a group of people are taught by a team of

kung fu masters at the Shaolin Temple, and finally, they are evaluated by a

judging panel of experts, chaired by the actor Stephen Chow. We consider

that the target users are U , N1 and N2, so that N1 and N2 are included

in U ’s neighborhood . The programs contained in their profiles, as well as

their respective DOI indexes, are shown in Table 8.1 and represented in

Fig. 8.3.

Note that, according to their positive DOI indexes, all these programs

were appealing to the considered users. Additionally, remember that the

DOI indexes of the semantic characteristics contained in the users’ profiles

are the same as the indexes of the programs to which they are referred.

As shown in Table 8.1, our approach detects that the neighbors of user

U are N1 and N2, even though none of them had watched exactly the

same programs as U . Indeed, the Pearson-r correlation between U , N1 and

N2 is high because the three viewers are interested in drama movies and

sitcoms. In addition, different kinds of documentaries — Surfing the Digital

Table 8.1. Some TV contents defined in users’ profiles.

User U User N1 User N2

Wheel of American beauty (0.8) Kung Fu Star
Fortune (0.75) Search (0.6)

Surfing the Welcome to Shanghai (0.85) Mystic river (0.7)
digital wave (0.9)

The silence of The next Karate Kid (0.95) Hannibal (0.65)
the lambs (0.8)

Frasier (1) All for the winner (0.75) Ally McBeal (0.9)
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Fig. 8.3. Instances and semantic relationships inferred from our OWL ontology .

Wave and Welcome to Shanghai — are appealing to both U and N1 (in

Fig. 8.1, Technology and Tourism documentaries, respectively). Regarding

N2, the thrillers are interesting to both this user and U , given that they

have watched Hannibal and The Silence of the Lambs, respectively.

8.4.1. A hybrid recommendation by AVATAR

In this section, we will see how the semantic inference capabilities included

in AVATAR detect that Kung Fu Star Search is a show appealing to both

the user U and his/her neighbor N1 who have not watched it yet. Let us

start summarizing in Table 8.2 the implicit semantic relationships inferred

by AVATAR between the target content and the users’ preferences. Next,

we will describe how the discovered knowledge is used in the recommenda-

tion process.

∗ AVATAR discovers an implicit relation between Welcome to Shanghai
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Table 8.2. Some semantic relationships involving Kung Fu Star Search.

Inferential semantic similarity Hierarchical Similarity
Contents Related to

Kung Fu Star Search Union Class Union Instances LCA

Welcome to Shanghai China cities — TV Contents
The Next Karate Kid Martial arts — TV Contents
All for the Winner — Stephen Chow TV Contents
Wheel of Fortune — — Entertainment Shows

and Kung Fu Star Search (relation 1 in Fig. 8.3), due to the fact that both

contents are associated with two Chinese cities (Shanghai and Zhengzhou,

respectively, instances of the join class China cities).c

∗ Even though metadata indicate that The next Karate Kid and Kung

Fu Star Search involve two different martial arts, our approach infers a

relationship between them by the join class Martial Arts (relation 2 in

Fig. 8.3).

∗ As shown in Table 8.1, the movie All for the Winner is related to the

target reality show, because Stephen Chow appears in both (relation 3 in

Fig. 8.3).

∗ Last, Wheel of Fortune and Kung Fu Star Search are explicitly re-

lated in the TV content hierarchy sketched in Fig. 8.1, because both pro-

grams belong to the Entertainment Shows class (actually, these contents

are instances of the classes Entertainment Game Shows and Reality Shows,

respectively).

8.4.1.1. The content-based strategy in AVATAR

We start by applying the content-based phase on the target user U . For

that purpose, it is necessary to compute the semantic similarity between the

reality show Kung Fu Star Search and his/her preferences (see Table 8.1).

As shown in Table 8.2, only one of the programs watched by U (Wheel

of Fortune) is related to the target reality show. Such relation is established

because both contents are entertainment shows in our ontology . In this

scenario, Eq. (8.4) measures a very low hierarchical similarity between these

programs, because of the low depth of their LCA in the content hierarchy

(in fact, depth (Entertainment Shows) = 1 in Fig. 8.1). Besides, Eq. (8.5)

cNote that the number of semantic characteristics in the real system is greater. So, the
inferred relations are established between programs that share many common instances
[see Eq. (8.5)].
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leads to a null inferential similarity between the two programs due to the

nonexistence of joint classes or instances between them. Combining both

contributions in Eq. (8.3) results in a very low semantic matching level

between U and the target reality show, whose value does not exceed the

threshold βMatch. As a consequence, Kung Fu Star Search is not suggested

to U , who becomes a candidate user for the collaborative phase.

8.4.1.2. The collaborative strategy in AVATAR

As we described in Sec. 8.2, the conventional collaborative approaches

would only suggest Kung Fu Star Search to U when most of his/her neigh-

bors have enjoyed this program. In our example, only the neighbor N2

watched the reality show. Taking into account that his level of interest is

moderate (0.6 in Table 8.1), the existing approaches would not suggest this

program to U . Let us see how the semantic inference capabilities supported

in AVATAR change this decision.

For that purpose, our collaborative phase considers all of U ’s neighbors,

both N2 who watched Kung Fu Star Search, and N1 who does not know

it. In order to predict the level of interest of N1 in this reality show,

our approach computes the semantic matching value between this program

and his/her preferences [factor δ(Nk) in Eq. (8.7)]. The value of match

(N1, Kung Fu Star Search) depends on the semantic similarity between the

target content and those programs he/she watched in the past, as shown

in Eq. (8.2). Such similarity is based on the semantic relations inferred by

AVATAR that, as shown in Table 8.2, involve the most programs N1 liked

in the past. These relationships allow to discover that a reality show about

Chinese martial arts will be appealing to N1, interested in Shanghai and

karate.

Noteworthy, this interest is predicted thanks to the joint classes and

instances shown in Table 8.2, never considered in the traditional person-

alization approaches defined in the TV domain, that lack in semantic in-

ference capabilities. In fact, the conventional content-based approaches

would never select the target reality show for N1. This is because the

used similarity metrics only discovers programs belonging to the same cat-

egories to those included in his/her profile (movies and documentaries in

Table 8.1), and where the same credits are involved (e.g. Pat Morita and

Kevin Spacey). So, this metric leads to the well-known lack of diversity in

the suggestions offered by the traditional content-based approaches, as we

said in Sec. 8.2.
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On the contrary, the two components of our semantic similarity allows

to diversify the recommendations selected for N1. For that purpose, our ap-

proach includes in Eq. (8.5) the DOI defined in N1’s profile for the common

instances shown in Table 8.2 (DOI(Shanghai) =0.85, DOI(Kung Fu) =0.95

and DOI(Stephen Chow) =0.75). This expression leads to a very significant

inferential similarity value between Kung Fu Star Search and his/her pref-

erences. This value (given that the hierarchical similarity is zero because

their LCA is TV Contents) is used in Eq. (8.2) to compute the seman-

tic matching level match (Kung Fu Star Search, N1). So, our approach

discovers that the reality show is a content of interest to N1.

After the high level of interest of the neighbor N1 with respect to Kung

Fu Star Search has been discovered, our collaborative phase resorts to

Eq. (8.7) for deciding if this reality show must (or not) be suggested to

the target user U . The resulting semantic prediction value Pred (U , Kung

Fu Star Search) is high because the two neighbors of U , strongly correlated

to him/her, are interested in the target content (known interest for N2

and predicted interest for N1). Thanks to this relevant semantic prediction

value, and opposite to what happens with existing collaborative approaches,

the semantic inference supported in our strategy discovers that Kung Fu

Star Search is a content appealing to U (and to his/her neighbor N1).

8.5. Experimental Evaluation

Our experimental evaluation was carried out on a set of 400 undergraduate

students who rated (between −1 and 1) 400 specific contents extracted from

our OWL ontology (positive/negative values for appealing/uninteresting

programs, respectively). A brief description was included for each pro-

gram, so that all of the users could even judge the contents they had never

watched.

8.5.1. Test algorithms

The goal of our experiments were: (i) to evaluate the accuracy of the recom-

mendations offered by the proposed hybrid strategy (henceforth Sem-Sim),

and (ii) to compare these results with those achieved by other techniques

currently available. Bearing in mind the huge amount of different recom-

mendation strategies existing in the literature, the following criteria have

been considered to select the techniques used in our evaluation.

• Due to space limitations, we have chosen three techniques that offer ac-
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curate and high-quality recommendations to the end users: we will show

that their accuracy results can still be improved by inferring the complex

semantic relations included in our approach.

• The selected strategies are representative in the personalized recommen-

dations field: this way, we ensure that the results achieved by our ap-

proach are compared to techniques well-known in the state-of-the-art.

• The evaluated methods share certain basis with our hybrid strategy : so,

it is possible to identify easily our contributions, and also, to verify that

the formalisms added to this common basis (focused on inferring seman-

tic relationships) improve greatly the results of the currently available

techniques.

Regarding this last criterion, note that the three strategies selected in

our evaluation use both content-based methods and collaborative filtering

, and define some kind of semantic similarity metric. However, the distinc-

tiveness of our similarity metric lies with the discovery of complex relations

between the TV contents from the semantic descriptions considered during

the recommendation process.

Specifically, the first technique is a hybrid approach that mixes content-

based methods and collaborative filtering , by applying association rules as

similarity metric between two specific contents.13 The second strategy uses

an approach of pure item-based collaborative filtering.26 Finally, the third

evaluated technique extends this pure item-based collaborative filtering by

adding semantic information during the recommendation process.20 How-

ever, as previously noted, this approach does not infer from this information

semantic relationships like those proposed in our approach.

8.5.1.1. Approach based on association rules (Asso-Rules)

It is a hybrid approach that mixes a item-based collaborative phase with

a content-based stage to select personalized recommendations for a set of

users.13 The collaborative phase compares (content to content) the pref-

erences of each target user to the profiles of the remaining users. Then, it

extracts his/her k most similar neighbors.

The similarity between contents is based on identifying association rules

between them. These rules are automatically extracted by the Apriori

algorithm,27 which works on a set of training profiles containing several TV

contents. In this approach, opposite to what happens with our semantic

associations, the discovery of the association rules between two programs

does not depend on their semantics, but only on their occurrence frequency
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in the training profiles. In fact, A and B being two contents, the ruleA ⇒ B

means that if a profile contains A, it is likely to contain B as well. In fact,

each rule A ⇒ B has a confidence value interpretable as the conditional

probability p(B/A). This way, O’Sullivan et al.13 compute the similarity

between A and B as the confidence of the rule that involves both contents,

as long as this value is greater than a threshold confidence (set in Apriori).

After the k profiles most similar to the target user have been identified,

the approach Asso-Rules applies the content-based phase. Here, the pro-

grams contained in the profiles of these neighbors (and unknown for the

target user) are ranked according to their relevance, and the top-N are

returned for recommendation. A program is more relevant when (i) it is

very similar to those contained in the profile of target user, (ii) it occurs

in many neighbors’ profiles, and (iii) these neighbors’ profiles are strongly

correlated to the preferences of the target user. In our evaluation, instead

of selecting N contents, we used a threshold δasso-rules, suggesting to the

target user those programs whose relevance exceeded this threshold.

8.5.1.2. Item-based collaborative filtering approach (Item-CF)

This approach works on the profiles of the target users (containing a list of

items and their ratings) and on a set of generic target items. We apply this

approach to the domain of the personalized TV by considering that these

items are TV contents. Given a target content t, the goal is to predict the

level of interest of a target user U with respect to it. For that purpose,

firstly, Ref. 21 must select the N contents included in U ’s profile that are

most similar to the target program t. To compute the similarity between

two programs, Ref. 26 selects those users who have rated both programs

in their profiles and it computes the Pearson-r correlation between their

ratings (ratings for each program and average ratings are used). So, two

items are similar when many users have rated them simultaneously and

with analogous ratings.

Finally, Item-CF predicts the interest of U in t as the weighted aver-

age of the ratings assigned by U to the N programs most similar to the

target content. These weights are the similarity measures (between these

N programs and t) computed by the aforementioned Pearson-r correlation.

So, the more similar t to the programs appealing to U , the greater his/her

level of interest in this content. In our evaluation, this predicted level of

interest is compared to a threshold δitem-cf for deciding if the target content

is suggested to the target user (like in Asso-Rules approach).
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8.5.1.3. Semantically enhanced item-based collaborative filtering

(Sem-ItemCF)

Like in the Item-CF approach, the goal is to predict the rating of the

target user U on the target item (TV content) t. With the exception of the

metric of similarity between items, the Sem-ItemCF approach20 is identical

to Item-CF: both proposals select the N contents in U ’s profile which are

most similar to the target program t. Next, these works predict the level

of interest of the user U on t. This predicted level is computed as the

sum of the ratings given by U on the N contents more similar to t. Each

rating is weighted by the corresponding similarity between t and N selected

programs.

As shown in Ref. 26, in the pure item-based collaborative filtering pro-

posed in Item-CF, the similarity between two items ip and iq is computed

by considering only the ratings of those users who have rated both items

in their profiles (and by applying on them the expression of the Pearson-

r correlation as mentioned in Sec. 8.5.1.2). In contrast, in the enhanced

item-based collaborative described in Sem-ItemCF, the authors combine

this component [represented as RateSim(ip, iq) in Eq. (8.8)] with other

contributions that consider the semantic attributes of the compared items

[SemSim(ip, iq) in Eq. (8.8)]. As shown in this expression, this approach

combines linearly both components by a parameter α.

CombinedSim(ip, iq) = α · SemSim(ip, iq) + (1−α) ·RateSim(ip, iq). (8.8)

In order to compute the semantic similarity in Eq. (8.8), the authors

build a matrix S where each row refers to each one of the n items available

in the recommendation process, and each column corresponds to the values

of their respective semantic attributes. Once this matrix has been created,

the Sem-ItemCF approach applies techniques based on Latent Semantic

Indexing (LSI) to reduce its dimension.28 This results in a much less sparse

matrix S′, improving the computational costs associated with the process.

By virtue of the reduction, in the matrix S ′ each item is represented by a

group of latent variables, instead of the original attributes. These variables

refer to sets of highly correlated semantic attributes in the original data.

According to the mathematical procedure detailed in Ref. 20, the authors

obtain from S′ a n×n square matrix in which an entry i, j corresponds to

the semantic similarity between the items i and j (that is, SemSim(i, j)).

Note that in our application domain, the rows of the matrix S refer to

the TV contents available in the experimental evaluation, and its columns
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are the values of their semantic characteristics, represented in our OWL

ontology . Once the level of interest of U on each target content t has been

computed, our experiment compares this predicted rating to a threshold

δsem-itemcf for deciding if the target content is suggested to the target user

(like in the previous approaches).

8.5.2. Test data

The 400 users’ preferences were divided in two groups:

Training users (40%): The programs rated by these users with positive

DOI indexes were used to build the so-called training profiles. From these

profiles, the similarity between two specific contents is computed both in

the Asso-Rules, the Item-CF, and the Sem-ItemCF approaches:

• Regarding the rules-based work,13 these profiles are used to train the

Apriori algorithm, whose task is to discover association rules between

the programs contained in them and to quantify their similarity.

• With respect to Item-CF,26 remember that the similarity between two

programs is measured by selecting those training users interested in both

of them, and computing the correlation Pearson-r between their respec-

tive ratings.

• The same procedure is applied in the Sem-ItemCF approach20 to com-

pute the component RateSim in Eq. (8.8). On the contrary, the semantic

similarity used in this expression is obtained by considering the semantic

characteristics represented in the OWL ontology for the 400 TV con-

tents considered in our evaluation and building the matrix S defined in

Sec. 8.5.1.3. Next, the methods described in Ref. 20 are applied on S in

order to compute the square matrix of similarity between items.

Test users (60%): The four evaluated approaches are applied on their

preferences. Out of the initially rated 400 programs, we selected for

each user the 10 programs most appealing to him/her and the 10 he/she

found less interesting. With these positive and negative preferences, their

ontology-profiles were built according to as mentioned in Sec. 8.3.2. In this

process, a low overlap between these users’ profiles was obtained, leading

a great sparsity level (89%). The remaining 380 programs rated by these

users and their DOI indexes (named hereafter evaluation data) were hid-

den in order to be compared to the programs offered by each evaluated

approach. This way, each test user had a profile (with 20 contents) on
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which each evaluated strategy was applied, and some evaluation data (380

contents) with which the finally suggested programs were compared.

8.5.3. Methodology and accuracy metrics

First, we run the four evaluated strategies (Asso-Rules, Item-CF, Sem-

ItemCF and Sem-Sim) with the profiles of the test users as input. In

addition to these profiles, Item-CF, Sem-ItemCF and our approach need a

set of target contents, and the 400 programs the users have rated were used

to fulfill this role. Besides, Sem-ItemCF also requires to build the matrix S

defined in Sec. 8.5.1.3 to compute the semantic similarity between two TV

contents. Its rows are the 400 TV contents available in our experiment, and

its columns refer to the values of their semantic characteristics, represented

in our OWL ontology. Regarding the Asso-Rules approach, the neighbor-

hood of each test user is built — computing the similarity among programs

by the association rules — and the more relevant contents are selected for

each test user (excluding those ones already known by him/her).

With regard to the configuration parameters, we have used: k = 30

neighbors and δasso-rules = 0.6 for the Asso-Rules approach; N = 10 pro-

grams and δitem-cf = 0.6 for Item-CF; δsem-itemcf = 0.6 and α = 0.65 for

Sem-ItemCF, and M = 30 neighbors and βMatch = βPred = 0.6 for our

hybrid strategy.d

We computed for each user the values of the precision metrics used in

our evaluation: recall and precision. Recall is the percentage of programs

rated as interesting by the user (that is, having a positive DOI in his/her

evaluation data) that are suggested by the strategy. Precision is the per-

centage of the suggested contents that have a positive DOI in the user

evaluation data.

Finally, we computed the average and variance of recall and precision,

considering the 380 evaluated users (represented in Fig. 8.4), to be able

to detect sharp dispersions between the average value and the one of each

user.

8.5.4. Assessment of experimental results

The results of the evaluation show that the semantic inference capabilities

of our strategy achieve a significant increase in the quality of the offered

recommendations, even when the sparsity level of the used data is very
dAfter several tests, these values were observed to provide the more precise recommen-
dations for each evaluated strategy.
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high. This conclusion can be drawn from the average values of the recall

and precision of the four evaluated approaches, shown in Fig. 8.4. From

these values, it is clear that our approach is the one that discovers a greater

number of programs appealing to the user (a higher recall) and a small

number of programs not appealing (higher precision).
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Fig. 8.4. Average (left) and variance (right) of recall and precision for the evaluated
approaches.

This significant improvement is related to the similarity metric used

in each evaluated approach. The implicit relationships considered in our

inferential similarity are discovered thanks to the precise knowledge stored

in the TV ontology . On the contrary, the rules discovered in the Asso-Rules

approach depend on the patterns found by the Apriori algorithm in the

training profiles, which leads to many semantic associations going unnoticed

(those that cannot be derived from the identified patterns). Something

similar happens to the Item-CF approach, where the similarity between

two programs only depends on the number of users that have rated both

contents in the training profiles, and on their respective ratings.

As shown in Fig. 8.4, the enhanced item-based collaborative filtering

proposed in Sem-ItemCF is able to increase greatly both the recall and

precision of the recommendations with respect to the Asso-Rules and Item-

CF approaches. Sem-ItemCF overcomes the limitations of the similarity

metrics used in both approaches by combining the users’ ratings contained

in the training profiles with the semantic attributes of the compared con-
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tents [see Eq. (8.8)]. However, the results of Sem-ItemCF are not so good

as those achieved in our hybrid approach when both components of the se-

mantic similarity are considered (SemSim with α = 0.7 in Fig. 8.4). This is

because Sem-ItemCF only uses part of the knowledge available in our OWL

ontology in order to measure the semantic similarity. This knowledge con-

sists of the semantic characteristics of the compared contents. Nevertheless,

the authors do not consider the whole structure of the underlying domain

ontology , and as a consequence, they do omit complex relationships among

classes and instances inferred in our approach. In fact, Sem-ItemCF takes

into account the union instances used in our proposal, but it obviates both

the union classes and the IS-A relationships used in our hierarchical simi-

larity (see Sec. 8.3.3.1). The absence of these relationships in Sem-ItemCF

is the cause of its lower values of recall and precision.

The results also show the advantages of our user-based collaborative

filtering approach compared to the pure item-based versions of the Asso-

Rules and Item-CF algorithms. Our approach detects similarity between

two users’ profiles even though they have not watched the same programs

(it is only necessary that such contents belong to the same classes in the

hierarchy). On the contrary, to detect the similarity between two specific

items, Asso-Rules and Item-CF only consider their occurrence frequency in

training user’s profiles. So, it is not possible to detect that two programs

are similar if they do not appear together in such profiles. This drawback is

overcome in Sem-ItemCF thanks to the attributes matrix S from which the

semantic similarity between two contents is computed, regardless of their

appearance frequency in the training profiles. Even though the semantic

attributes considered in this approach improve the recommendations of-

fered by Asso-Rules and Item-CF, this approach is less accurate than ours,

as shown in Fig. 8.4. This is related to the absence of the complex se-

mantic relationships inferred in our approach from the TV ontology, as we

mentioned before.

To validate the average values of recall and precision, shown in Fig. 8.4,

we also computed their variances. The low levels obtained in both proposals

reveal a limited dispersion between the values of both metrics and their

average values. This is a clear evidence of the representativeness of the

averages our evaluation is based on.

Last, regarding α parameter in Eq. (8.3), highlight that the best results

have been obtained when both components of our semantic similarity (hier-

archical and inferential) are considered, and when the inferential component

is favored, as shown in Fig. 8.4 for α = 0.7. Concretely, the low recall and
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precision values for α = 0 stress the benefits of the semantic inference.

This time, when the discovery of new knowledge from the OWL ontology

is omitted and only the IS-A relationships of Fig. 8.1 are considered, the

recommendations are less precise than when α 6= 0.

8.6. Final Discussion

TV is currently facing in the near future, plenty of significant changes and

challenges, mainly derived from the introduction of software and computer-

like technologies. In addition, the digital switchover will make available

to the users many more channels and contents than today. As a result,

assistance mechanisms will be needed to help the users to find appealing

contents, avoiding interesting programs from going unnoticed.

Nowadays, significant drawbacks have been identified in the exist-

ing automatic recommenders. In this paper, we have presented a

hybrid recommendation strategy for a TV intelligent assistant, based

on mixing the most successful personalization approaches up-to-date:

content-based methods and collaborative filtering . Our approach

complements these personalization techniques with a new process of

knowledge inference from the user’s preferences and the TV con-

tent semantics. Our algorithms discover complex semantic relation-

ships that relate the user’s preferences to the finally suggested con-

tents. Our formalization uses TV standard technologies as TV-

Anytime, and is based on data structures (ontologies) and languages

(OWL) extracted from the Semantic Web field to build the inference

framework.

The proposed hybrid strategy greatly reduces the sparsity problem of

the collaborative filtering approaches, thanks to a technique that uses a

hierarchy to identify the general categories which the user’s preferences be-

long to, instead of identifying specific programs. This way, we exploit this

hierarchical structure in order to generate overlap between profiles con-

taining different TV contents. In addition, this technique also alleviates

the latency problem of the collaborative systems. This limitation is espe-

cially critical in the TV domain, where many contents appear continuously.

In AVATAR it is possible to reduce its negative effects, by providing the

viewers with the newest programs with no delay.

To alleviate the lack of diversity usually associated to the content-based

methods , we have redefined the traditional semantic similarity notion. It

is a new flexible metric to compare TV contents based on inferring complex
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semantic relationships between programs, beyond IS-A relations considered

in other existing approaches. These relationships are discovered between

programs that share semantic characteristics relevant to the users (e.g. cast,

genres, etc.). So, the greater the number of common semantic characteris-

tics, the higher the measured similarity.

Finally, we have shown an example of the reasoning carried out in

AVATAR, highlighting appealing recommendations offered by the new

strategy that could not be discovered by traditional approaches. Also,

the results from our experimental evaluation revealed that the semantic

inference represents a step forward in the future for personalized TV.

Our main future work is to continue the experimental evaluation of the

presented hybrid strategy . Even though the first results are encouraging,

more comparisons with current approaches must be undertaken for final

conclusions to be drawn.
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With the merge of digital television (DTV) and exponential growth of
broadcasting network, an overwhelmingly amount of information has
been made available to a consumer’s home. Therefore, how to provide
consumers with the right amount of information becomes a challenging
problem. In this paper, we propose an electronic programming guide
(EPG) recommender based on natural language processing techniques,
more specifically, text classification. This recommender has been imple-
mented as a service on a home network that facilitates the personalized
browsing and recommendation of TV programs on a portable remote
device. Evaluations of our Maximum Entropy text classifier were per-
formed on multiple categories of TV programs, and a near 80% retrieval
rate is achieved using a small set of training data.

9.1. Introduction

With the advent and widespread use of mobile phones and more recently the

launch of 3G services, delivery of entertainment media and metadata such as

electronic programming guide (EPG) has become more desirable. Examples

of these content delivery services on a mobile network include the new DVB-

H standard and the recent trials of mobile-TV service in US and Europe.
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Fig. 9.1. EPG delivery system for a portable device.

However, existing technologies and infrastructures all have their shortcom-

ings, particularly the subscription fees associated with these add-on services

to the mobile network. Furthermore, only simple search/browsing functions

are available due to limited computing power of a mobile phone. As the

number of channels available on the TV broadcasting network increases,

it becomes more challenging to deal with the overwhelmingly expanding

amount of information provided by the EPG. In our view, the realization

of delivering broadcast EPG information to a mobile phone must integrate

a personalized EPG recommendation service that helps alleviate the bur-

den of storage and network bandwidth requirement posted on the mobile

phone. This EPG recommendation service should also leverage (a) the

available content from the Internet, for which consumers have already paid

premium for broadband services; (b) existing higher computing power pe-

ripherals such as digital video recorder (DVR) or media server at home;

(c) open architecture and standard protocols for delivering EPG data to a

mobile device. Based on these considerations, we propose an EPG delivery

system for a portable device, as shown in Fig. 9.1.

In our proposed system, the EPG content comes from the Internet to

leverage the existing broadband infrastructure at home. The delivery of

EPG to a portable device is based on the ongoing open platform OSGi19

and SIP.22 The collection, processing and recommendation of EPG content

are realized through an EPG Service on a home media server, which is con-

nected to the home network. The EPG service can be realized as a software
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bundle that is advertized on the home network. The EPG service provides

recommended EPG list to a mobile phone, as well as receives user’s feed-

back in order to provide personalized service. The communication between

EPG Service and mobile phone can be carried via SIP protocol. Details of

networking architecture are described in our prior work.5,16

Whereas home and mobile networking are enabling technologies for the

proposed EPG delivery system, the focus of this paper is on the EPG rec-

ommender system. In a home and mobile environment as illustrated in

Fig. 9.1, the EPG recommender system is a crucial technology required

for reducing the amount of data to be delivered to a portable device. In

our research, we employ a content based recommendation engine using a

statistical approach, which overcomes the disadvantages associated with

traditional keyword search or keyword matching. Furthermore, we intro-

duce the concept of “domain of interest”, which truly reflects the program of

interest from users’ perspectives across multiple genres. The recommender

based on the “domain of interest” yields higher recommendation rate than

that without it.

The remainder of this paper is organized as follows. Section 9.2 describes

related work. Section 9.3 introduces our proposed EPG recommender sys-

tem. Our core contribution in domain identification and content recommen-

dation are described in Sec. 9.4, followed by prototypes and experiments in

Sec. 9.5. Finally, we conclude this paper in Sec. 9.6.

9.2. Related Work

Unlike the delivering of media content to portable devices, fewer efforts

have been made on EPG recommendation for viewing on a portable device.

In this section, we review some of prior research in the general area of EPG

recommendation.

Various recommender approaches have been proposed based on the EPG

content, particularly category information. Ehrmantraut et al.8 and Gena9

adopted both implicit and explicit feedback for personalized program guide.

Takagi et al.24 proposed a conceptual matching scheme to be applied to TV

program recommendation by fusing of conceptual fuzzy sets and ontology.

This work is limited to drama category and the approach is primarily based

on program subcategories of drama as the top layer of the ontological struc-

ture to represent a user’s taste. In a more recent approach, Blanco et al.4

used TV ontology to build a collaborative recommendation system by defin-

ing similarity measures to quantify the similarity between a user’s profile
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and the target programs. However, how to map the target program to the

predefined categories is still a crucial problem, and in so-called TV ontology

there is no acceptable current standard for the categories of TV programs.

Isobe et al.11 described a set-top box based scheme that associates the

degree of interest of each program with viewer’s age, gender, occupation,

combined with favorite program categories in sorting EPG content. Yu

et al.29 proposed an agent based system for program personalization under

TV Anytime environment25 using similarity measurement based on VSM

(Vector Space Model). This work, however, assumes that the program

information is available on a large storage media and does not address the

problem of data sparseness and limited categories supported by most EPG

providers. Pigeau et al.20 presented a TV recommender system using fuzzy

linguistic summarization technique to cope with both implicit and explicit

user profiles. This system largely depends on the quality of meta-data and

solely on DVB-SI standard.23

Cotter et al.6 described an Internet based personalized TV program guide

using an explicit profile and a collaborative approach. Xu et al.27 also pre-

sented some interesting conceptual framework for TV recommendation sys-

tem based on Internet WAP/SOAP. For portable devices, however, this sys-

tem inherits the limitations of SOAP/HTTP based technologies, which add

considerable network overhead on a portable device. Hatano et al.10 pro-

posed a content searching technique based on user metadata for EPG rec-

ommendation and filtering, in which four types of metadata are considered.

The user attributes such as age, gender and place of residence are consid-

ered to implement an adaptive metadata retrieval technique. However, these

attributes are too general for EPG recommendation. Personalized profiles

for EPG recommendation mainly depend on users’ interest or characteris-

tics. Even though age and gender play certain roles, they are not the decid-

ing factors.

Ardissono et al.1,2 implemented personalized recommendation of pro-

grams by relying on the integration of heterogeneous user modeling tech-

niques. However, users cannot often declare their preferences in a precise

way.

Xu and Kenji31 applied a simple technique for EPG recommendation in

which the similarity between each new program and the pre-acquired terms

from the user’s watching history is estimated by inner product method,

and some thresholds are used to control the number of recommendations.

In real-world applications, due to EPG text content limitation, the data

sparseness problem would cause serious negative effects on simple vector



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

Content Classification and Recommendation Techniques 227

inner product method. And the programs whether users like or do not care

are mixed in the watching history. Such situation would cause these terms

acquired from the user’s watching history not to exactly reflect the user’s

favorite programs in some senses.

Poli and Carrive32 applied a method to model and predict TV schedules

by using an extension of Markov models and regression trees in which each

training example gives the start hour and day, the duration and the genre

of the telecast, not involving any program text content.

Some recommender systems attempted to integrate multiple prediction

methods, such as neural network, given the user’s reactions to the system’s

recommendations. One approach to merging multiple methods is to use

relevance feedback technique, which can benefit from an informed tuning

parameter. For example, Shinjo et al.21 implemented an intelligent user

interface based on multimodal dialog control for audio-visual systems, in

which a TV program recommender based on viewing-history analysis is

included. The profiler is built using groups of keywords analyzed from

EPG content.

Our work presented in this paper attempts to address two important

perspectives in an EPG recommender systems: (1) a home network based

framework to support the EPG recommender system for viewing on a

portable device with a vision that the system is to be deployed in an embed-

ded entertainment device in the future and targeted on a portable device

(such as PDA or mobile phone) for TV program viewing; (2) a linguistic

based approach to extract good feature vectors from available information

to be used in a recommender classifier.

Whereas commonly used keyword based recommendation technique in-

herits certain limitations, we intend to focus our research on content based

recommender system. The reasons are two-fold: one is that content based

recommendation system provides a flexible framework that allows the in-

tegration of richer information that may truly reflect users’ preferred con-

tent; secondly, EPG content available for the TV is abundant so that typ-

ical sparseness concerns associated with any content filtering and machine

learning techniques are diminishing. Within the same paradigm, we also

introduce a concept of “domain of interest” across multiple genres. The

details of our system will be described in the following sections.
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Fig. 9.2. EPG recommendation system architecture.

9.3. Proposed System

9.3.1. Overview

Figure 9.2 shows the architecture of our EPG recommender system. A

portable device communicates with the EPG recommender system via the

SIP network.22 The EPG recommender consists of program information

acquisition module, user profile module, EPG recommendation module,

and EPG management and query modules.

The EPG management module is responsible for sending EPG data to

and receiving user request and feedback from the portable device. Program

information acquisition module collects program information from the In-

ternet, parses text data, converts the data into a structural form usable for

our recommender. Meanwhile, user profile acquisition module collects user

profile data and stores it in the user profile database.

The EPG query module receives and parses the XML data in the bundle

to get the content information specified by the user. The query result

is packaged in the XML format, and delivered to the EPG management

module in a data bundle. One copy of the query result is delivered to the

user profile acquisition module for acquisition of user profile data. The

user profile data primarily comprises of user’s preference associated with

each program. Examples of user profile data include the duration that
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each program is being watched (by the user), user’s relevance feedback e.g.

“like” or “don’t care” etc.

The EPG recommendation learning module dynamically adjusts and

optimizes the parameters of the recommendation algorithm according to

the user profile data. The EPG recommendation module recommends pro-

grams in the database based on users’ preferences. Our focus is on the

recommendation module and associated learning module which will be de-

scribed in detail.

9.3.2. EPG recommender system

Our general multi-engine EPG recommender system, as shown in Fig. 9.3,

uses a series of filters to enhance the accuracy of recommendation and nar-

rows down the search range. Five filters: time, station, category, domain,

and content filter, are implemented in the recommendation process. A user

can predefine a filter setting, for example, a time period from 2004-10-

6::0:00 to 2004-10-8::24:00. A default time setting can also be defined, such

as the current week. Time filtering can remove all programs that do not

Fig. 9.3. EPG recommendation.
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play within the specified time period. Station filtering works in a similar

way.

Category and domain filters can be executed automatically without re-

quiring users to preselect a criterion. Category refers to the genre of the

program and it is normally available from the EPG data. Domain informa-

tion more closely reflects a user’s domain of interest and is broader. Domain

information may cover programs across multiple categories. For example,

“sports” domain includes any programs concerning sports, regardless it is

a “movie”, “news” or “sports” program. A trained probabilistic model is

built for category filtering or domain filtering, such that the probability of

a program being recommended is computed as:

P (ci) =
N(ci)

∑|C|

j=1
N(cj)

,

where C denotes the set of categories/domains, ci denotes a cate-

gory/domain, and N(ci) denotes the frequency of ci.

Since domain information is not available in provided EPG data, it can

be obtained via text classification of EPG content based on the Maximum

Entropy model in our system.

The content filter is designed to recommend programs based on the

EPG content. It is more comprehensive as the EPG content being used

in the recommendation comprises of all information in an EPG data such

as station names, program titles, program descriptions, time interval, and

actors. At program content level, a corpus is constructed such that it

includes preferred and non-preferred programs. A binary content classifier

is built using the Maximum Entropy model.

After filtering, the recommended program generator places the recom-

mended programs into a human readable format, e.g. XML format. The

formatted program information are packaged in a data bundle and sent

to the portable device for display according to the user’s predefined style

sheet.

9.4. Domain Identification and Content Recommendation

9.4.1. Classification problem and design choice

A typical EPG entry has several attributes: program title, time, chan-

nel/station, program information, duration, rating, and category. The fol-

lowing is a sample downloaded from TV Guide26
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Program title: Bend It Like Beckham

Time: Oct 03 09:00pm

Channel/Station: IFC 550

Program Info: An 18-year-old plays for a women’s soccer team but

from her parents.

Duration: 2 : 00

Rating: PG-13

Category: Movie

Domain: Sports (need to be calculated)

As shown above, we added a new field to the downloaded EPG: Domain

(of interest). As previously described, domain may reflect more of a user’s

interest. To perform domain filtering, domain needs to be assigned to each

TV program.

In our proposed system, the classification problem is visited twice. First,

program content recommendation can be formularized as a binary text clas-

sification. In other words, the task of binary classification is to automati-

cally assign “like” or “don’t care” labels to each program based on its EPG

content. Secondly, the domain of interest needs to be identified for each

TV program. This is a nonbinary text classification problem, in which each

TV program is classified as one of the domains of interest based on its EPG

content.

The text classification (TC) is a common natural language processing

technique. To choose a text classifier, we considered several techniques.

When provided with enough training data, a variety of techniques for su-

pervised learning algorithms have demonstrated satisfactory performance

for classification task, such as Rocchio,12,15 SVM,13 decision tree,14 Maxi-

mum Entropy18 and naive Bayes models.17 In using these models, EPG text

content can be represented as a high-dimensional vector using bag-of-words

model as input for training and testing processes. All the items in the vec-

tor are treated equally. Even though feature selection is used to reduce the

dimension of a vector, some salient features from diverse sources, such as

TIME, STATION, ACTOR and DOMAIN, can still lose their significance

in the large-dimension feature vector.

Maximum Entropy (ME) model3 is a general-purpose machine-learning

framework that has been successfully applied to a wide range of text pro-

cessing tasks, such as statistical language modeling, language ambiguity

resolution, and text categorization. The advantage of ME model is its abil-

ity to incorporate features from diverse sources into a single, well-balanced



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

232 J. Zhu, M. Y. Ma, J. K. Guo and Z. Wang

statistical model. In many classification tasks such as text classification18

and spam filtering,30 ME model often outperforms some of the other clas-

sifiers, such as naive Bayes and KNN classifier. SVM also has been per-

forming well in many classification tasks, however, due to its high training

cost, SVM is not a suitable choice for adaptive recommendation on the

run. Our goal is to design a recommendation system, which dynamically

updates itself as user profile is being updated. ME model is thus selected

in both EPG domain identification and content recommendation.

9.4.2. Maximum entropy model

The domain information is identified by our system based on the original

EPG content. Figure 9.4 shows a diagram of such process. Program vectors

that construct the vocabulary are formed using the bag-of-words model.

However, the dimension of the count matrix is very high in the feature

space due to the complexity of high-dimensional text data. Therefore,

feature selection is performed to lower the feature space. This step is also

crucial in adapting traditional ME classifier to a mobile environment. When

constructing the vocabulary, stop words are removed from the list in the

training corpus.

Using bag-of-words model, a classified program can be represented as

a vector of features and the frequency of the occurrence of that feature

is in the form of P = 〈tf1, tf2, . . ., tfi, . . ., tfn〉, where n denotes the size

of feature set, and tfi is the frequency of the ith feature. Given a set of

training samples T = {(x1,y1), (x2,y2), . . . , (xN,yN)} where xi is a real

value feature vector and yi is the target domain, the maximum entropy

principle states that data T should be summarized with a model that is

maximally noncommittal with respect to the missing information. Among

distributions consistent with the constraints imposed by T, there exists a

unique model with the highest entropy in the domain of exponential models

of the form:

PΛ(y|x) =
1

ZΛ(x)
exp

[

n
∑

i=1

λifi(x, y)

]

(9.1)

where Λ = {λ1, λ2, . . . , λn} are parameters of the model, fi(x, y)’s are arbi-

trary feature functions of the model, and ZΛ(x) =
∑

y exp[
∑n

i=1 λifi(x, y)]

is the normalization factor to ensure PΛ(y|x) is a probability distribution.

Furthermore, it has been shown that the ME model is also the Maximum
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Fig. 9.4. ME-based classification process.

Likelihood solution on the training data that minimizes the Kullback–

Leibler divergence between PΛ and the uniform model. Since the log-

likelihood of PΛ(y|x) on training data is concave in the model’s parameter

space Λ, a unique maximum entropy solution is guaranteed and can be

found by maximizing the log-likelihood function:

LΛ =
∑

x,y

p̃(x, y) log p(y|x)

where p̃(x, y) is an empirical probability distribution. Our current im-

plementation uses the Limited-Memory Variable Metric method, called L-

BFGS, to find Λ. Applying L-BFGS requires evaluating the gradient of the

object function L in each iteration, which can be computed as:

∂L

∂λi

= Ep̃fi −Epfi

where Ep̃fi and Epfi denote the expectation of fi under empirical distri-
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bution p̃ and model p, respectively.

9.4.3. Feature dimension reduction

Feature dimension reduction (also referred to as feature pruning or feature

selection) is employed to reduce the size of the feature space to an accept-

able level, typically several orders of magnitude smaller than the original.

The benefit of dimension reduction also includes a small improvement in

prediction accuracy in some cases.28

Two approaches, feature selection and feature extraction can be em-

ployed for this purpose. Feature selection refers to algorithms that output

a subset of the input feature sets. Feature extraction creates new fea-

tures based on transformations or combinations of the original feature set.

Instead of using all the available features in the observation vectors, the fea-

tures are selected based on some criteria of removing noninformative terms

according to corpus statistics, such as document frequency, χ2 statistic,

information gain, term strength and mutual information methods.28

The χ2 statistic is one of the best performing scoring functions for fea-

ture selection in text content classification. The χ2 statistic measures the

lack of independence between a word t and a domain c. Using the two-way

contingency table of a word t and a domain c, where A is the number of

times t and c co-occur, B is the number of times the t occurs without c,

C is the number of times c occurs without t, D is the number of times

neither c nor t occurs, and N is the total number of training samples, the

term “goodness measure” is defined to be:

χ2 (t, c) =
N × (AD − CB)

2

(A + C) × (B +D) × (A+B) × (C +D)
.

The χ2 statistic is zero if t and c are independent. For each domain,

the χ2 statistic can be computed between each entity in a training sample

and that domain to extract the features. In our content recommendation

system, feature selection is done by selecting words that have the highest

χ2 statistic of the class variable.

9.4.4. Domain identification

Domain information can be obtained from a corpus of EPG data through

a training process. Domain classification, formulated as a nonbinary text

classification problem, is performed using Maximum Entropy classifier.
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The feature function in our algorithm is defined as the following:

fw,c′(d, c) =

{

0 c 6= c′

n(w, d) c = c′
(9.2)

where n(w, d) denotes the frequency of the word w in program d.

The train-

ing programs are represented as the following: TP : tp1, tp2, . . . , tpi, . . . ,

tpn −→ T = (V,C) : (v1, c1), (v2, c2), . . . , (vi, ci), . . . , (vn, cn), where TP

denotes the training program set, in which all programs are labeled as cor-

responding domain information. tpi denotes training program i, V denotes

the vectors, and C denotes the domains.

The feature function set F can be constructed using Eq. (2) and the

parameters Λ = {λ1, λ2, . . . , λn} of the ME model are estimated using the

feature function set F and the training samples (V,C). Using Eq. (1), given

a test program tp, P (c1|tp), P (c2|tp), . . ., P (ci|tp), . . ., P (cn|tp) for each do-

main can be computed. The domain c : c = argmax(P (ci|tp)) is assigned

to the test program tp.

9.4.5. Content classifier for recommendation

Unlike some existing systems that need users to provide keywords to estab-

lish a user profile, we utilize an explicit user feedback model. In this model,

each choice by the user to indicate their preference: “like” or “don’t care”

is fedback into the learning module. The EPG recommendation process

is also based on maximum entropy model and works in a similar way as

shown in Fig. 9.4.

In EPG content recommendation, several features were extracted from

the raw EPG database based on users’ preference on each program. These

features are divided into the following groups.

(1) Station-Name: The corresponding value for the selected station is 1.

(2) Time: Time interval the program is played. We divide a day into 24

intervals.

(3) Lexicon: Title, Episode Title, and Program Information. We construct

a vocabulary using these three fields in training data. The string of the

token w in Eq. (2), which is included in the vocabulary, is used as a

feature.

(4) Category Feature: This is usually included in EPG data.

(5) Actors.
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As shown in Fig. 9.4, feature functions are obtained from feature vectors.

The calculation of the ME model Λ parameters requires the use of feature

vectors and training corpus, which consists of raw EPG database and user

profile. In extreme cases, if the user is only interested in one domain, the

recommendation classifier would be a binary classifier that only outputs

“like” or “don’t care” for all program content.

9.5. Prototype and Experiments

9.5.1. Prototype

We built a prototype framework to enable the downloading of EPG from

the Internet and viewing on a portable device. The EPG collection and

recommendation system is implemented on a home network, where EPG

algorithm is running on a home server that supports OSGi19 framework.

The OSGi (Open Service Gateway Initiative) framework provides an open

execution environment for applications to run on heterogeneous devices.

Particularly, it provides flexibility for content providers to upload updates

to consumers’ devices. The portable device is a Sharp Zaurus PDA with

installed SIP22 support, which allows simple text based messages to be

carried between the mobile device and the home network devices.

The prototype also enables a mobile client with three functions — EPG

browsing (by date, channel etc.), Program Details (for specific program)

and EPG recommendation. Figure 9.5 shows a mobile user interface for (a)

EPG program details and (b) a recommended program list. As shown at

the bottom of Fig. 9.5(a), a “like” and “don’t care” button is provided so

user can give some relevance feedback to the recommendation module after

reviewing the program details.

9.5.2. Experimental database and protocol

In our experiments, we downloaded two-weeks of EPG for 30 channels,

resulting in 1Mbytes of EPG data. The training data contains 21,277 TV

programs collected from DirecTV25 between August 8 and August 12, 2005.

This data is used for generating user profile data as the training corpus. The

testing was performed on 7394 TV programs collected between August 13

and August 20, 2005. Each EPG data entry includes id, time, title, a brief

synopsis, duration, rating and category. Most common categories contained

in the EPG are series, movie, shopping, sports, special and news. The

first experiment was designed to test the effectiveness of the ME classifier.
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(a) (b)

Fig. 9.5. (a) EPG program details and (b) recommended program list on a mobile
device.

Table 9.1. Experimental data size.

Total Number of Programs Training Data Testing Data

Series 15808 11746 4062
Movie 5248 3883 1365

shopping 2576 1911 665
Sports 1807 1347 460
Special 1653 1217 436
News 1579 1173 406

The second experiment was designed to evaluate the performance of the

recommender system. To do this, we divided the TV programs into groups

using the category information provided by the EPG. The result of user

recommendation is evaluated for each category. The corpus is collected

when a user provides relevance feedback to the system upon receiving the

training EPG. The testing EPG data are tagged by the same user and the

recommendation result is compared with the tag.

Table 1 shows the training data and testing data sizes of the various

categories of programs.

9.5.3. Evaluation of ME classifier for domain identification

To test the effectiveness of the text classification for domain information,

we utilized the category information included in the EPG data to avoid

the need to manually tag the entire database. This is because category

information (tag) is readily available in EPG data whereas domain data

is not. We can argue that the measuring of text classification on category

can be a good indicator on the text classification performance on domain



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

238 J. Zhu, M. Y. Ma, J. K. Guo and Z. Wang

information using the same ME classifier.

For EPG training corpus, we use various fields to obtain the features of

our ME model. For testing data, we remove the category information and

let the ME classifier decide the category, which is then compared with the

ground truth (i.e. removed category label). A quantitative measurement

for performance is defined as following.

F1 =
precision × recall× 2

precision + recall
.

The overall F1 value is calculated as
1

n

∑n

j=1
Pj •

1

n

∑n

j=1
Rj • 2

1

n

∑n

j=1
Pj +

1

n

∑n

j=1
Rj

where Pj is the precision value of the jth category and Rj is the recall value

of the jth category; n is the number of categories.

For our experiment, the training data includes 29,800 different words.

Table 2 shows the experimental result. In this experiment, we use all EPG

information as features (excluding ID and, of course, category). The F1

value is shown in Table 2.

As in Table 2, the series, movie and shopping categories yield better

results. This is because there are more programs available for series, movie

and shopping. Additionally, the synopsis/comments have more details for

these programs. The sports and news programs, however, do not have de-

tailed comments; some of such programs have no comments at all. The

programs in special category are something difficult to classify. These pro-

grams do not fit well into all the other categories. Meanwhile, they are

much diversified among themselves.

Overall, the ME classifier shows close to 0.8 F1 in the category identi-

fication, with over 0.9 on movie, followed by 0.89 F1 and 0.85 F1 for series

Table 9.2. Evaluation of ME classifier using all content.

Precision Recall F1

Series 0.8680 0.9169 0.8918
Movie 0.9394 0.9137 0.9264
Shopping 0.8706 0.8283 0.8490
Sports 0.7313 0.8014 0.7647
Special 0.6968 0.5745 0.6297
News 0.8432 0.6104 0.7082
Overall F1 0.8249 0.7742 0.7987



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

Content Classification and Recommendation Techniques 239

and shopping, respectively. Although the actual performance on domain

identification needs to be verified, this experiment gives promising results

on the performance of our proposed ME classifier.

9.5.4. Evaluation of content recommendation

To conduct the experiment for content recommendation, the training and

testing data were tagged by different users (four groups) as “like” and

“don’t care” manually. We did not use the full set of training data. In-

stead, we conducted experiments using training set of 100, 200, 300, 400

and 500 programs to show the effect of training data size on the recommen-

dation result. The training data are selected randomly from the five days

of training data. For example, 20 training data were selected randomly

from each of the five days of training data to form the 100 training data

for one experiment. A ME classifier was trained using these 100 training

samples. And the testing data are processed through this classifier to get

an experimental result. Such process is repeated five times using five sets

of randomly selected training data. Taking 100 training data as an exam-

ple, there are five randomly selected sets of training data, each containing

100 programs. Therefore, the recommendation is performed five times, and

the final result for recommending the TV programs of a specific category

is obtained by averaging the five testing results. Similar experiments are

conducted for 200, 300, 400 and 500 training samples.

The ME classifier utilizes the following features in our experiment: time,

title and program description (synopsis), program duration as well as pro-

gram rating. As we have discussed above, the recommendation is performed

on each category. We list the experimental results in Tables 3–8.

Table 3 shows the experiment results of TV series recommended for

user A. Using 500 training samples as an example, 189 out of the 500

training samples are the ones that user selected. 1670 program segments

Table 9.3. Result of “series” recommended for user A.

Training size 100 200 300 400 500
Training data (liked) 36 74 101 145 189
Testing data (liked) 1670 1670 1670 1670 1670
Classified as liked 1295 1320 1334 1345 1360
Correctly classified 1041 1087 1102 1117 1137
Recall (%) 62.33 65.09 65.99 66.89 68.08
Precision (%) 80.39 82.35 82.61 83.05 83.60
F1 70.21 72.71 73.33 74.20 75.02
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in the testing data are tagged by the user as liked series. The ME classifier

classified 1360 program segments as those to recommend to the user. Out

of these 1360 program segments, 1137 are correctly classified. The recall

for this classifier is calculated as 1137/1670 = 0.6808, and the precision for

this classifier is calculated as 1137/1360 = 0.836.

Similarly, we conducted experiments on movies, shopping and sports

programs, as well as specials and news for user A. The results are listed in

Tables 4–8, respectively.

The above results are summarized in Fig. 9.6. As shown, the horizontal

axis represents the number of training samples used in training the classifier.

The vertical axis represents the F1 values for each experiment. Different

curves represent different categories. As training size gets larger, the F1

results get better.

Similar experiments were conducted for different users. We calculate

the average F1 value of 500 training samples for different TV programs (by

average) for users A–D and present this result in Fig. 9.7. As shown, the

recommendation results are consistent among different users.

Further analysis on our experimental results is as follows:

1. “Movies” and “specials” cover a much broader range of interest. Thus,

the synopsis is not as homogeneous as “news”, “sports”, etc. The F1

value is generally lower than the other categories. This is especially true

for “specials” which can be so diversified that training for an efficient

classifier can become a very difficult task.

2. The size of training data plays an essential role in the recommendation

system. As we observe from the experimental result, the accuracy in-

creases almost linearly with the size of the training data. In practice, the

training size can be made much larger than the current experiment and

Table 9.4. Result of “movies” recommended for user A.

Training size 100 200 300 400 500
Training data (liked) 37 63 106 131 170
Testing data (liked) 427 427 427 427 427

Classified (liked) 325 353 377 384 391
Correctly classified 197 221 243 259 277
Recall (%) 46.14 51.76 56.91 60.66 64.87
Precision (%) 60.62 62.61 64.46 67.44 72.70
F1 52.26 56.63 60.45 63.98 67.64
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Table 9.5. Result of “shopping” programs recommended for
user A.

Training size 100 200 300 400 500
Training data (liked) 23 51 74 103 129
Testing data (liked) 165 165 165 165 165
Classified (liked) 120 136 143 147 152
Correctly classified 84 97 105 111 119
Recall (%) 50.91 58.79 63.64 67.27 72.12
Precision (%) 70.00 71.32 73.43 75.51 78.29
F1 59.23 64.47 68.19 70.90 75.02

Table 9.6. Result of “sports” programs recommended for user
A.

Training size 100 200 300 400 500
Training data (liked) 43 90 132 174 221
Testing data (liked) 202 202 202 202 202
Classified (liked) 154 167 173 180 186
Correctly classified 116 127 135 143 149
Recall (%) 57.43 62.87 66.83 70.79 73.76
Precision (%) 75.32 76.05 78.03 79.44 80.11
F1 65.19 68.99 71.75 74.78 76.92

Table 9.7. Result of “specials” recommended for user A.

Training size 100 200 300 400 500
Training data (liked) 41 83 117 165 204
Testing data (liked) 163 163 163 163 163
Classified (liked) 102 113 121 127 135
Correctly classified 65 73 80 87 95
Recall (%) 39.88 44.79 49.08 53.37 58.28
Precision (%) 63.73 64.60 66.12 68.50 70.37
F1 48.83 53.10 56.44 59.88 63.65

the accuracy of the system should improve considerably. The system can

also be re-trained once more data is available through user feedback.

3. The differences among different users can be attributed to the fact that

some of the users’ preferences happen to be the program with more

ambiguous EPG description than the other user. With more training

data, these differences among users should decrease.
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Table 9.8. Result of “news” recommended for user A.

Training size 100 200 300 400 500
Training data (liked) 43 92 130 175 239
Testing data (liked) 184 184 184 184 184
Classified (liked) 125 143 157 164 170
Correctly classified 97 112 126 134 142
Recall (%) 52.71 60.87 68.48 72.83 77.17
Precision (%) 77.60 78.32 80.25 81.71 83.53
F1 62.57 68.54 73.79 77.04 80.06

9.5.5. Preliminary evaluation of domain based recommen-

dation

Although domain based recommendation is not part of the current proto-

type system, we have conducted preliminary evaluation to study the be-

havior of recommender based on domain information. The experimental

results are described as follows.

We have selected a data set of 1807 programs marked as “sports” do-

main by the user. These programs turned out to be distributed among

multiple categories as shown in Table 9. The recommender recommends

Fig. 9.6. F1 value of EPG recommendation for user A.
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Fig. 9.7. F1 value of EPG recommendation using 500 training data.

Table 9.9. Sports domain data collected from different categories.

Series Movie Shopping Sports Special News

408 25 310 786 71 207

“sports” related programs and this result is compared against user’s pre-

defined labels. The recommendation results are shown in Table 10.

Furthermore, the above 122 correctly classified programs from 500 train-

ing sets are distributed among multiple categories as shown in Table 11.

Among the correctly classified programs for Sports domain, those catego-

rized as “Sports” only comprise a fraction of the same domain. There are

other Sports related programs in “Series”, “Movie”, “Shopping”, “Special”

and “News” categories. Clearly, the domain of interest is an influential

part of recommendation, and cannot be replaced by category (genre) based

recommendation. Therefore, domain based recommendation should be con-

tinuously explored in the future.

9.6. Conclusion

Among home entertainment services, electronic programming guide (EPG)

is perhaps the most appealing application for television, and its services

continue to grow in the emergence of the new digital TV market. Our pro-

posed system features an EPG collection from nonproprietary data sources

(i.e. HTML on the Internet) and an EPG recommender based on text

classification.
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Table 9.10. Experimental result of sports domain recommendation for
user A.

Training size 100 200 300 400 500
Training data (liked) 39 81 123 159 208
Testing data (liked) 169 169 169 169 169
Classified (liked) 106 123 135 144 151
Correctly classified 88 103 110 116 122
Recall (%) 52.07 60.95 65.09 68.64 72.19
Precision (%) 83.01 83.74 81.48 80.56 80.79
F1 64.00 70.54 72.36 74.12 76.25

Table 9.11. Distribution of sports domain data correctly classified.

Series Movie Shopping Sports Special News

30 3 22 53 4 10

The prototype of EPG recommender is implemented under standard

open architecture home networking platform and the viewing of EPG on

a portable device is enabled through existing SIP network. The presented

work and prototype have suggested a feasible architecture and technol-

ogy for providing a personalized EPG service that can be deployed on the

home network. The average EPG browsing and recommendation time on

the portable device (from user sending a UI command until the requested

content is displayed) is below 1 s.

As far as we are aware, the proposed work is one of the few using

natural language processing techniques for TV recommender and the result

is promising. A relevance feedback is also implemented to provide dynamic

personalized EPG service. The experimental results on a small scale EPG

data set has shown a text classification rate of 90% and a recommendation

rate of near 80%.

Our next step is to systematically collect EPG training corpus and

achieve a more reliable ME model through larger scale training. Our future

work also lies in further exploration of the behavior of domain information

in its contribution to the recommender system. Our preliminary evaluation

of domain based recommendation has already shown promising results in

this perspective.
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Recommender applications support decision-making processes by help-
ing online customers to identify products more effectively. Recommen-
dation problems have a long history as a successful application area of
Artificial Intelligence (AI) and the interest in recommender applications
has dramatically increased due to the demand for personalization tech-
nologies by large and successful e-Commerce environments. Knowledge-
based recommender applications are especially useful for improving the
accessibility of complex products such as financial services or comput-
ers. Such products demand a more profound knowledge from customers
than simple products such as CDs or movies. In this paper we focus on a
discussion of AI technologies needed for the development of knowledge-
based recommender applications. In this context, we report experiences
from commercial projects and present the results of a study which inves-
tigated key factors influencing the acceptance of knowledge-based rec-
ommender technologies by end-users.

10.1. Introduction

Recommender applications support online customers in the effective iden-

tification of products and services suiting their wishes and needs. These

applications are of particular importance for increasing the accessibility of

product assortments for users not having a detailed product domain knowl-

∗felfernig@uni-klu.ac.at, teppan@uni-klu.ac.at
†gula@uni-klu.ac.at
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edge. Application areas for recommender technologies range from the rec-

ommendation of financial services1 to the personalized provision of news.2,3

An overview of different recommender applications can be found, e.g. in

Refs. 4 and 5. Compact overviews of different technological approaches to

the implementation of recommender applications can be found in Refs. 6–9

and 10. There are three main approaches to the implementation of recom-

mender applications. First, collaborative filtering9,11,12 stores preferences

of a large set of customers. Assuming that human preferences are corre-

lated, recommendations given to a customer are derived from preferences

of customers with similar interests. If two customers have bought similar

books in the past and have rated those books in a similar way, books (with

a positive rating) read by only one of them are recommended to the other.

Second, content-based filtering13 uses preferences of a specific customer to

infer recommendations. In this context, products are described by keywords

(categories) stored in a profile in the case that a customer buys a product.

The next time, the customer interacts with the recommender application,

stored preferences from previous sessions are used for offering additional

products which are assigned to similar categories. Finally, knowledge-based

recommender applications (advisors)1,7,14,15 exploit deep knowledge about

the product domain in order to determine recommendations. When selling,

for example, investment portfolios, recommendations (solutions) must con-

form to legal regulations and suit a customer’s financial restrictions as well

as his/her wishes and needs. Compared to simple products such as books,

movies or CDs, such products are much more in need of information and

mechanisms alleviating their accessibility for customers without detailed

product domain knowledge. Primarily, knowledge-based advisors provide

the formalisms needed in this context.

The remainder of this paper is organized as follows. In Sec. 2, we intro-

duce the architecture and major technologies implemented in Koba4MS

,a a domain-independent environment designed for the development of

knowledge-based recommender applications. In Sec. 3, we report expe-

riences from successfully deployed recommender applications and discuss

effects knowledge-based recommender technologies have on the behavior of

customers interacting with the recommender application. Finally, in Sec. 4,

we provide a discussion of related work.

aKoba4MS (Knowledge-based Advisors for Marketing and Sales, FFG-808479) is
a research version of a commercially available recommender environment (see
www.configworks.com).
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10.2. Koba4MS Environment

10.2.1. Architecture

Knowledge-based advisors exploit deep product domain knowledge in order

to determine solutions which suit the wishes and needs of a customer. Two

basic aspects have to be considered when implementing a knowledge-based

recommender application. First, the relevant product, marketing and sales

knowledge has to be acquired and transformed into a formal representation,

i.e. a recommender knowledge base1 has to be defined. Such a knowledge

base consists of a formal description of the relevant set of products, pos-

sible customer requirements and constraints defining allowed combinations

of customer requirements and product properties. Second, a recommender

process16 has to be defined which represents personalized navigation paths

through a recommender application. Both, knowledge base and recom-

mender process design are supported on a graphical level in the Koba4MS

environment. Figure 10.1 depicts the overall architecture of the Koba4MS

environment. Recommender knowledge bases and process definitions are

designed and maintained on a graphical level using the development envi-

ronment (Koba4MS Designer and Process Designer) and are stored in an

underlying relational database. The resulting graphical models can be au-

tomatically translated into an executable recommender application (Java

Server Pages). The recommender application is made available for cus-

tomers (e.g. via online-stores) and sales representatives (e.g. via intranet

applications or installations on notebooks of sales representatives), where

Koba4MS Server supports the execution of advisory sessions (runtime envi-

ronment). Based on given user inputs, the server determines and executes

a personalized dialogue flow, triggers the computation of results and de-

termines explanations as to why a product suits the needs and wishes of a

customer.

10.2.2. Recommender knowledge base

The first step when building a knowledge-based recommender application is

the construction of a recommender knowledge base which consists of two sets

of variables representing customer properties and product properties (VC ,

VPROD) and three sets of corresponding constraints which represent three

different types of restrictions on the combination of customer requirements

and products (CC , CF , CPROD). A simplified example of a financial services

knowledge base is depicted in Fig. 10.2. We will now discuss the major parts
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Fig. 10.1. Koba4MS architecture.

of such a knowledge base in more detail.

Customer properties: Customer properties (VC) describe possible cus-

tomer requirements related to a product assortment. Customer require-

ments are instantiations of customer properties. In the financial services

domain, willingness to take risks (wrc[low, medium, high]) is an example of

such a property and wrc = low is an example of a customer requirement.

Further examples of customer properties are the intended duration of in-

vestment (idc[shortterm, mediumterm, longterm]), the knowledge level of

a customer (klc[expert, average, beginner ]), or the requested product type

(slc[savings, bonds ]) (for low risk investments).

Product properties: Product properties (VPROD) are a description of the

properties of a given set of products in the form of finite domain variables.

Product properties in the financial services domain are, e.g. the minimal

investment period (mnivp[1..14]), the product type (typep[savings, bonds,

stockfunds, singleshares ]), or the expected return rate (erp[1..40]).

Compatibility constraints: Compatibility constraints are restricting the

possible combinations of customer requirements, e.g. if a customer has
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Fig. 10.2. Example recommender knowledge base.

little knowledge about financial services, no high risk products should be

preferred by the customer, i.e. CC2: ¬(klc = beginner ∧ wrc = high).

Confronted with such incompatible requirements, the recommender ap-

plication indicates the incompatibility and requests an adaptation of the

given preferences. On the one hand, incompatibility constraints can be

represented on the textual level. On the other hand, such constraints are

represented in the form of incompatibility tables (tables representing not

allowed combinations of customer requirements) which is the preferred rep-

resentation used by domain experts designing knowledge bases (see, e.g.

Ref. 1).

Filter constraints: Filter constraints (CF ) define the relationship be-

tween customer requirements and an available product assortment. Exam-
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ples of filter constraints are: customers without experiences in the financial

services domain should not receive recommendations which include high risk

products, i.e. CF7: klc = beginner ⇒ rip <> high or if the customer strongly

prefers savings, the corresponding recommendation should include savings,

i.e. CF10: dsc = savings ⇒ typep = savings. Figure 10.3 depicts an exam-

ple of the representation of filter constraints in the Koba4MS environment

(filter constraint CF10 of Fig. 10.2) where CF10 is represented on the tex-

tual as well as on the graphical level. Using the tabular representation, an

arbitrary number of condition and conclusion variables can be added.

Fig. 10.3. Filter constraints: textual and graphical representation.

Product instances: Allowed instantiations of product properties can be

interpreted as constraints (CPROD) which define restrictions on the possible

instantiations of variables in VPROD, e.g. the constraint CP2: namep =

bonds2 ∧ erp = 5 ∧ rip = medium ∧ mnivp = 5 ∧ typep = bonds ∧ instp
= B specifies a product of type bonds of the financial services provider B

with the name bonds2, an expected return rate of 5%, a medium risk rate,

and a minimum investment period of 5 years.

Product comparisons: Comparison rules (see Fig. 10.4) specify which
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Fig. 10.4. Defining rules for product comparison.

argumentations are used to explain differences between products which are

part of a recommendation result, e.g. if the risk rate of the selected product

(product 1) is lower than the risk rate of another product (product 2)

part of the recommendation result, then the comparison component should

display the explanation the risk level of this product is higher (if product 1 is

selected as reference product the explanation is given for all other products

with a medium risk level).

10.2.3. Recommender process definition

In order to be able to adapt the dialog style to a customers preferences and

level of product domain knowledge, we have to provide mechanisms which

allow the definition of the intended (personalized) behavior of the recom-

mender user interface . A recommender user interface can be described by

a finite state automaton, where state transitions are triggered by require-

ments imposed by customers. Such automata are based on the formalism of

predicate-based finite state automata (PFSA),16 where constraints specify
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transition conditions between different states.

Definition 1 (PFSA). We define a Predicate-based Finite State Au-

tomaton (recognizer) (PFSA) to be a 6-tuple (Q, Σ, Π, E, S, F ),

where

• Q = {q1, q2, . . . , qm} is a finite set of states, where var(qi) = {xi}
is a finite domain variable assigned to qi, prec(qi) = {φ1, φ2, . . . , φn}
is the set of preconditions of qi (φα = {cα1, cα2, . . . , cαo} ⊆ Π),

postc(qi) = {ψ1, ψ2, . . . , ψp} is the set of postconditions of qi (ψβ =

{cβ1, cβ2, . . . , cβq} ⊆ Π), and dom(xi) = {xi = di1, xi = di2, . . . , xi =

dik} denotes the set of possible assignments of xi, i.e. the domain of xi.

• Σ = {xi = dij | xi ∈ var(qi), (xi = dij) ∈ dom(xi)} is a finite set of

variable assignments (input symbols), the input alphabet.

• Π = {c1, c2, . . . , cr} is a condition set restricting the set of accepted

words.

• E is a finite set of transitions ⊆ Q× Π ×Q.

Fig. 10.5. Example recommender process definition (PFSA).
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• S ⊆ Q is a set of start states.

• F ⊆ Q is a set of final states.

Figure 10.5 contains a PFSA definition for our example financial services

recommender knowledge base depicted in Fig. 10.2. Following this defi-

nition, customers can specify requirements (input values) for the defined

set of customer properties. Depending on the input of the customer,

the automaton changes its state, e.g. an expert (c3) who isn’t interested

in financial advisory (c4) is forwarded to the state q4 by the transitions

(q0, c1, q1), (q1, c3, q2), (q2, c4, q4). The recommender process definition of

Fig. 10.5 can be automatically translated into a corresponding recommender

application. This approach allows rapid prototyping development processes

for knowledge-based advisors.16 Note that for reasons of effective knowl-

edge acquisition support recommender process definitions are represented

on a graphical level within the Koba4MS development environment (see,

e.g. Ref. 16).

10.2.4. Calculating recommendations

We denote the task of identifying products for a customer as recommenda-

tion task.

Definition 2 (Recommendation Task). A recommendation task is de-

fined by (VC , VPROD, CF ∪CC ∪CPROD∪CR), where VC is a set of variables

representing possible customer requirements and VPROD is a set of variables

describing product properties. CPROD is a set of constraints describing

available product instances, CC is a set of constraints describing possible

combinations of customer requirements (compatibility constraints) and CF

is a set of constraints describing the relationship between customer require-

ments and available products (also called filter constraints). Finally, CR is

a set of concrete customer requirements (represented as unary constraints).

Example 1 (Recommendation Task). In addition to the recommender

knowledge base (VC , VPROD, CF ∪CC ∪CPROD) of Fig. 10.2, CR = {wrc =

low, klc = beginner, idc = shortterm, slc = savings} is a set of require-

ments.

Based on the given definition of a recommendation task, we can intro-

duce the notion of a solution (consistent recommendation) for a recommen-

dation task.

Definition 3 (Consistent Recommendation). An assignment of the
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variables in VPROD is denoted as consistent recommendation for a recom-

mendation task (VC , VPROD, CF ∪ CC ∪ CPROD ∪ CR) iff each variable in

VC ∪VPROD has an assignment which is consistent with CF ∪CC ∪CPROD∪
CR.

Example 2 (Consistent Recommendation). A consistent recommen-

dation (result) for the recommendation task defined in Example 1 is, e.g.

namep = savings1, erp = 3, rip = low, mnivp = 1, typep = savings,

instp = A}.
For the calculation of solutions we have developed a relational query-

based approach, in which a given set of customer requirements makes a

conjunctive query . Such a query is composed from the consequent part of

those filter constraints whose condition is consistent with the given set of

customer requirements (active filter constraints), e.g. the consequent part

of CF7: klc = beginner ⇒ rip <> high is translated into the expression

rip <> high as part of the corresponding conjunctive query. Accordingly,

VPROD is represented by a set of table attribute definitions (the product

table) and CPROD is represented by tuples whose values represent instantia-

tions of the attributes defined in VPROD. Furthermore, customer properties

(VC) are represented as input variables where the compatibility (CC) of

the corresponding instantiations is ensured by a consistency checker. The

execution of the conjunctive query on a product table results in a set of rec-

ommendations which are presented to the customer. For the given customer

requirements (CR) of Example 1, the set {CF1, CF4, CF7, CF8} represents

active filter constraints. The consequent parts of those constraints make a

conjunctive query of the form {mnivp < 3 ∧ rip = low ∧ rip <> high ∧
typep = savings}. For our example knowledge base of Fig. 10.2, this query

results in the single recommendation of Example 2 {namep = savings1,

erp = 3, rip = low, mnivp = 1, typep = savings, instp = A}.
Repair of Customer Requirements. If the result set of a query is

empty (no solution could be found), conventional recommender applica-

tions tell the user (customer) that no solution was found, i.e. no clear

explanation for the reasons for such a situation is given. Simply reporting

retrieval failures (no product fulfils all requirements) without making fur-

ther suggestions how to recover from such a situation is not acceptable.17,18

Therefore, our goal is to find a set of possible compromises that are pre-

sented to the customer who can choose the most acceptable alternative.

Koba4MS supports the calculation of repair actions for customer require-

ments (a minimal set of changes allowing the calculation of a solution). If
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CR = {x1c = a1, x2c = a2, . . . , xnc = an} is a set of customer requirements

and the recommendation task (VC , VPROD, CF ∪ CC ∪ CPROD ∪ CR) does

not have a solution, a repair is a minimal set of changes to CR (resulting

in C ′
R) s.t. (VC , VPROD, CF ∪CC ∪CPROD ∪C ′

R) has a solution. The com-

putation of repair actions is based on the Hitting Set algorithm19,20 which

exploits minimal conflict sets21 in order to determine minimal diagnoses

and corresponding repair actions.

A simple example of the calculation of repair actions is depicted in

Fig. 10.6. In this example, CR ∪ CC has no solution since {CR1, CR2}
∪ CC and {CR1, CR3} ∪ CC are inconsistent and therefore both {CR1,

CR2} and {CR1, CR3} induce a conflict21 with the given compatibility

constraints. Conforming with the hitting set algorithm,20 we have to resolve

each of the given conflicts. A minimal repair for CR (resulting in C ′
R) is to

change the requirement related to the willingness to take risks, i.e. wrc =

medium which makes C ′
R ∪ CC consistent (C ′

R = {wrc = medium, idc =

shortterm, klc = beginner}).
Explanation of Solutions. For each product part of a solution calcu-

lated by a recommender application, a set of immediate explanations22 is

calculated, i.e. a set of explanations which are derived from those filter

constraints which are responsible for the selection of a product (see, e.g.

the filter constraint of Fig. 10.3). An explanation related to our example

filter constraint CF7: klc = beginner ⇒ rip <> high could be this product

assures adequate return rates with a lower level of related risks. Note that

explanations are directly assigned to filter constraints.

User Modeling. Due to the heterogeneity of users, the Koba4MS envi-

ronment includes mechanisms allowing the adaptation of the dialog style to

Fig. 10.6. Example: repair of customer requirements.
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the users skills and needs.23 The user interface relies on the management of

a user model that describes capabilities and preferences of individual cus-

tomers. Some of these properties are directly provided by the user (e.g. age,

nationality, personal goals, or self-estimates such as knowledge about finan-

cial services), other properties are derived using personalization rules and

scoring mechanisms1,23 which relate user answers to abstract dimensions

such as preparedness to take risks or interest in high profits (dimensions

describing the users interests).

10.3. Evaluation

10.3.1. Example application

Koba4MS technologies have been applied in a number of commercial

projects (see, e.g. Refs. 24 and 1). Figure 10.7 depicts example screen-

shots of an investment advisor implemented for the Hypo Alpe-Adria-Bank

in Austria (www.hypo-alpe-adria.at). First, a set of questions is posed to

a customer, i.e. preferences are elicited (a). The corresponding answers

provided by the customer (customer requirements) serve as input for the

calculation of a solution. In the case that no solution can be found by the

recommender application, the calculation of repair alternatives is activated

(b). After having selected one of the alternatives, the customer can con-

tinue the recommendation session. Finally, a set of alternative investment

proposals is determined and presented to the customer (in our case, two

portfolios have been identified) (c). For each alternative, a corresponding

set of explanations is calculated, as to why a certain product suits the wishes

and needs of a customer (d). Finally, product comparisons provide basic

mechanisms to compare different products which are part of a recommen-

dation result (e) where differences between the selected (reference) product

and other products are clearly indicated (the definition of comparison rules

is shown in the simple example of Fig. 10.4).

A number of additional applications have been implemented on the ba-

sis of Koba4MS, e.g. financial service recommenders for the Wuestenrot

and the Fundamenta building and loan association (www.wuestenrot.at,

www.fundamenta.hu), recommenders for www.quelle.at, one of the leading

online selling environments in Austria, the digital camera advisor

for www.geizhals.at, the largest price comparison platform in Austria,

and the recommender application which supports students at the Klagen-

furt University (www.uni-klu.ac.at) in the identification of additional fi-
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nancial support opportunities (e.g. grants). Experiences from two selected

projects will be discussed in the following subsection.

10.3.2. Experiences from projects

Financial services advisor. In the case of the Wuestenrot building and

loan association, financial service advisors have been developed with the

goal to support sales representatives in the dialog with the customer. The

recommenders have been integrated with an existing Customer Relationship

Management (CRM) environment and are available for 1.400 sales repre-

sentatives.1 The motivation for the development of financial service recom-

mender applications was twofold. First, time efforts related to the prepa-

Fig. 10.7. Example financial services recommender application (investment advisor).
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ration, conduction and completion of sales dialogues should be reduced.

Second, an automated documentation of advisory sessions should be sup-

ported in order to take into account regulations of the European Union25

related to the documentation of financial service advisory dialogs. With

the goal to get a picture of how users apply the new technology and which

impacts this technology has on sales processes, we have interviewed sales

representatives of the Wuestenrot building and loan association (n = 52).

Summarizing, the major results of the evaluation of the questionnaire were

the following:1,24

• Time savings : On an average, interviewees specified the reduction of

time efforts related to financial services advisory with 11.73 minutes per

advisory session (SD (standard deviation) = 7.47), where the reduc-

tions are explained by the automated generation of advisory protocols

and available summaries of previous dialogues at the beginning of a new

advisory session. This corresponds to about 30% reduction of time ef-

forts in the start phase and the final phase of an advisory session. As-

suming that an average sales representative conducts about 170 advi-

sory sessions per year, this results in time savings of about 33 hours per

year.

• Usefulness of recommender functionalities : In the case of Wuestenrot

the majority of interviewees were judging the provided recommendation

functionalities as very useful. Most of the sales representatives reported

to use Koba4MS functionalities throughout the sales dialogue or for the

generation of documentations for completed advisory dialogues. Each

such documentation includes a summary of customer preferences, a list-

ing of recommended products, and an argumentation as to why the rec-

ommended products fit the wishes and needs of the customer.

• Importance for new representatives : Most of the sales representatives

definitely agreed on the potential of knowledge-based recommender tech-

nologies to provide e-learning support. Due to this feedback, a corre-

sponding project has already been initiated which exploits recommender

technologies in order to support learning processes for new sales repre-

sentatives. The software will be applied in the context of sales courses.

Financial support advisor. Apart from user studies in the financial

services domain1,24 we have evaluated the impacts of a financial support

recommender application developed for students at the Klagenfurt Univer-

sity in Austria. On an average, about 150 students per month use the

services of the financial support advisor for the identification of additional
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financial support opportunities. Our evaluation of the advisor consisted of

n = 1.271 online users of www.uni-klu.ac.at, the homepage of the Klagen-

furt University. An announced lottery ensured that participants identified

themselves with their genuine names and addresses and no duplicate ques-

tionnaires were counted. The sample consisted of arbitrary online users of

www.uni-klu.ac.at, who did not necessarily know the recommender appli-

cation (36% if the participants already knew and 12% actively applied the

advisor). The major results of this study were the following:

• Increase of domain knowledge: Of those interviewees who actively applied

the recommender application, 69.8% reported a significant increase of

domain knowledge in the area of financial support for students as a direct

consequence of having interacted with the advisor.

• Additional applications : Of those interviewees who actively applied the

recommender application, 19.4% applied for additional financial support

as a direct consequence of having interacted with the advisor.

• Time savings : On an average, interviewees specified the overall time

savings caused by the application of the advisor with 61.93 minutes per

advisory session (SD = 27.8). Consequently, students invest less time

to get informed about additional financial support opportunities. Fur-

thermore, members of the students council invest less time in routine

advisory tasks.

10.3.3. Empirical findings regarding user acceptance

In this section we focus on the presentation of the results of a user study

(N = 116) which investigated explicit and implicit feedback of online users

to various interaction mechanisms supported by knowledge-based recom-

mender applications. The findings of the study show interesting patterns

Table 10.1. Different versions of Internet Provider advisors.

Advisor Versions

(a) switched expertise, positively formulated explanations, with product comparisons.
(b) switched expertise, without explanations, without product comparisons.
(c) positively formulated explanations, without product comparisons.
(d) negatively formulated explanations, without product comparisons.
(e) positively formulated explanations, with product comparisons.
(f) without explanations, with product comparisons.
(g) pure list of products (without any recommendation functionalities).
(h) positively formulated explanations, with product comparisons (automatically activated).
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Table 10.2. Variables assessed in the study.

(a) Questions Posed Before Advisor Has Been Started

(1) previous usage (for buying purposes, as an information source)
(2) satisfaction with recommendation processes (advisory support) up to now
(3) trust in recommended products up to now (products suit personal needs)
(4) knowledge in the Internet Provider domain
(5) interest in the domain of Internet Providers

(b) Questions Posed After Completion of Advisory Session

(1) knowledge in the Internet Provider domain
(2) interest in the domain of Internet Providers
(3) satisfaction with the recommendation process (advisory support)
(4) satisfaction with the recommended products
(5) trust in the recommended products (products suit personal needs)
(6) correspondence between recommendations and expectations
(7) importance of explanations
(8) competence of recommender application
(9) helpfulness of repair actions
(10) willingness to buy a product

(c) Data Derived From Interaction Log

(1) session duration
(2) number of visited web pages
(3) number of inspected explanations
(4) number of activated product comparisons
(5) number of clicks on product details
(6) number of activations of repair actions

of consumer buying behavior when interacting with knowledge-based rec-

ommender applications. In particular, there exist specific relationships

between the type of supported interaction mechanisms and the attitude

of the user w.r.t. the recommender application. In the study we ana-

lyzed the degree to which concepts such as explanations, repair actions

and product comparisons influence the attitudes of online users towards

knowledge-based recommender technologies. In the scenario of the study

the participants had to decide which online provider they would select for

their home internet connection. To promote this decision, eight different

versions of an Internet Provider recommender application have been im-

plemented. The participants of the study had to use such a recommender

application to identify the provider which best suits their needs and to place

a fictitious order. Each participant was randomly assigned to one version

of the implemented recommender applications (an overview of the provided

versions of recommender applications is given in Table 10.1). Before and
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after interacting with the advisor, participants had to fill out an online

questionnaire [see Tables 2(a) and 2(b)]. Participation was voluntary and

a small remuneration was offered. We were interested in the frequency,

participants used a recommender application either to order products or as

an additional information source [Table 10.2(a)]. Self-rated knowledge and

interest in the domain of internet connection providers (Table 10.2(a)-4,5)

was assessed on a ten-point scale before interacting with the recommender

application. After solving the task of virtually buying a connection from an

Internet Provider, the participants had to answer follow-up questions which

were also assessed on a 10-point scale [Table 10.2(b)] except Table 10.2(b)

where a probability estimate had to be provided. Additional variables have

been extracted from interaction logs [Table 10.2(c)]. The inclusion of the

variables depicted in Table 10.2 is based on a set of hypotheses which are

outlined in the following together with the corresponding exploratory re-

sults. The participants of the user study were randomly assigned to one of

the Internet Provider advisors shown in Table 10.1. If a participant was

confronted with the advisor version (a) or (b) and answered the question

related to his/her expertise with expert than he/she was forwarded to a

path in the recommender process which was designed for the advisory of

beginners (and vice-versa) — we denote this as switched expertise. This

manipulation was used to test the hypothesis that a dialog design fitting to

the knowledge level of the participants leads to a higher satisfaction with

the recommender application. Note that positive explanations provide a

justification as to why a product fits to a certain customer, whereas nega-

tive explanations provide a justification for the relaxation of certain filter

constraints. Product comparisons were supported in two different ways:

first, comparisons had to be explicitly activated by participants, second,

the result page was automatically substituted by the product comparison

page. Finally, a pure product list, i.e. product selection without any advi-

sory support, was implemented by automatically navigating to the result

page and displaying all available products.

We tested 116 participants with a mean age of x̄ = 28.7 SD (standard

deviation) = 9.78 (33.6% female). 42.2% were recruited from the Klagenfurt

University and 57.8% were nonstudents. Explanations were used by 29.2%

of the participants, repair actions have been triggered in 6.9% of the cases.

Finally, a product comparison was used by 32.8% of the participants.b To

assess the significance of correlations and differences, nonparametric tests

bNote that the relative frequencies refer to participants who had the possibility to use
the corresponding feature (explanations, repairs, product comparisons).



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

266 A. Felfernig, E. Teppan and B. Gula

were used.26 Because the assessed variables were either ordinal-scaled or

violated the assumptions of normal distribution or homogeneity of variance

(visited pages, session duration), the Mann-Whitney U-Test was used to

compare two groups and the Kruskal-Wallis-H Test to assess differences

between more than two groups. In the following, only significant results

are reported, with α set to 0.05 for all subsequent tests. The corresponding

z-values are provided to show the size of the effects.

There were clear differences between the eight versions of recommender

applications. The most positive ratings related to trust in the recommended

products (Table 10.2(b)-5) and satisfaction with the recommendation pro-

cess (Table 10.2(b)-3) were provided by participants interacting with the

versions (e) and (h), i.e. advisor versions with positively formulated expla-

nations and a product comparison functionality. Let us now consider the

relationship between the features in the different advisor versions and the

participants impressions in more detail.

Recommender application versus pure product list. We have found

recommender applications to be more advantageous with respect to most

of the assessed variables [see Table 10.2(b)]. Participants using a recom-

mender application were significantly more satisfied with the recommenda-

tion process (z = −3.872; p < 0.001) (Table 10.2(b)-3) and had a significant

increase in satisfaction due to the interaction with the Internet Provider

advisor (z = −2.938; p < 0.01) (Tables 10.2(a)-2, 10.2(b)-3). Participants’

trust in that the application recommended the optimal solution was higher

for those interacting with the recommender application compared to those

confronted with a pure product list (z = −3.325; p = 0.001) (Tables 10.2(b)-

5). Furthermore, participants stated that the final recommendation better

fitted to their expectations than when they were confronted with a simple

product list (z = −3.872; p = 0.001) (Tables 10.2(b)-6). Most interestingly,

the increase of subjective product domain knowledge due to the interaction

was higher when participants interacted with a recommender application

(z = −2.069; p = 0.04) (Tables 10.2(a)-4, 10.2(b)-1). The estimated (sub-

jective) probability to buy a product in a purchase situation was higher for

those interacting with a recommender application than for those interacting

with a pure product list (z = −2.1; p < 0.01). Actually, this mean prob-

ability was only p = 0.19 for participants confronted with a product list,

suggesting that these participants estimated a real purchase of the selected

product as rather unlikely.

Effects of providing explanations. The perceived correspondence be-
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tween recommended products and expectations (Table 10.2(b)-6) as well as

the perceived competence of the recommender application (Table 10.2(b)-

8) were rated higher by participants provided with the possibility to use

explanations (z = −3.228; p < 0.01 and z = −1.966; p < 0.05). Most

importantly, these participants trust in recommended products clearly in-

creased due to the interaction process (z = −2.816; p < 0.01) (compar-

ing pre- to post-test, Tables 10.2(a)-3, 10.2(b)-5). There is a tendency

that providing explanations leads to more satisfaction with the recommen-

dation process (z = −1.544; p = 0.06) (Table 10.2(b)-3). However, as

hypothesized before the study, the increase in the rated knowledge from

pre- to post-test did not differ significantly between both groups (Ta-

bles 10.2(a)-4, 10.2(b)-1). Participants who had actively (!) inspected

explanations express a higher correspondence between expected and rec-

ommended products (z = −2.176; p = 0.01) (Table 10.2(b)-6) and an in-

creased interest in the product domain when comparing pre- to post-test

(z = −1.769; p < 0.05) (Tables 10.2(a)-5, 10.2(b)-2). Participants who

inspected explanations and had experience with applying recommender ap-

plications, showed a tendency to rate the importance of explanations higher

(Table 10.2(b)-7). They showed more trust in the recommended products

(Table 10.2(b)-5) and stated a higher interest in the product domain (Ta-

ble 10.2(b)-2). This suggests that a certain degree of familiarity with recom-

mender applications is necessary in order to optimally exploit explanations.

Exploring variables that may potentially influence the actual use of

explanations, it was found that experience correlated with the degree of ex-

planation use. Participants already having experience with recommender

applications were more likely to use an explanation (r = 0.23; p < 0.05) (Ta-

ble 10.2(c)-3). Interpreting interaction processes with advisors as processes

of preference construction, as described by Ref. 27 we assume that expla-

nations influence preferences by adjusting the expectations of customers.

This influence may be simply due to the fact that an explanation contains

product features to which customers are primed. As argued in Ref. 27,

priming of features causes customers to focus attention to those features

and thus possibly to compare the recommended products with their expec-

tations mainly along the primed features. This provides an explanation as

to why the perceived correspondence between recommended and expected

products and trust is higher when providing explanations.

Effects of product comparisons. Participants using recommender ap-

plications supporting product comparisons were more satisfied with the
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recommendation process (z = −2.186; p = 0.03) (Table 10.2(b)-3) and the

recommended products (z = −1.991; p < 0.05) (Table 10.2(b)-4) than par-

ticipants using advisors without product comparison support. Furthermore,

participants using advisors with product comparisons showed a significant

higher trust in the recommended products (z = −2.308; p = 0.02) (Ta-

ble 10.2(b)-5). Product comparison functionality leads to a higher perceived

competence of the recommender application (z = −1.954; p < 0.05) (Ta-

ble 10.2(b)-8). Interacting with advisors supporting product comparisons

leads to a clear increase in trust (z = 3.016; p < 0.01) (Tables 10.2(a)-

3, 10.2(b)-5) and interest in the product domain (Internet Providers)

(z = 1.885; p < 0.05) (Tables 10.2(a)-5, 10.2(b)-2). Interestingly, these

positive effects seem to be due to the offer of comparisons and not to their

usage since only 32.8% of the participants actually used them.

Those participants who actually used product comparisons, were more

satisfied with the recommendation process (z = 2.175; p = 0.03) (Ta-

ble 10.2(b)-3). Positive effects due to the possibility of using a product

comparison were even accentuated for those participants who already had

experiences with recommender applications. They were more satisfied with

the suggested products (z = 2.233; p = 0.03) (Table 10.2(b)-4) and estab-

lished more trust (z = −3.658; p < 0.001) (Table 10.2(b)-5). Furthermore,

product comparisons combined with existing experiences leads to a higher

perceived competence of the advisor (z = 1.940; p < 0.05) (Table 10.2(b)-8).

The multitude of positive influences that product comparisons offer (es-

pecially the increase in satisfaction) can be explained by the lower mental

workload when products and product features are visually clearly presented

to enable an evaluation of the recommended product set. Interestingly,

taken together with the results on the explanation feature, some sugges-

tions for the optimal design of product comparisons can be made. First, as

already suggested by Ref. 28, it is useful for customers to visually highlight

feature (settings) in the result that vary between the products (e.g. differ-

ent color or font size). Also, assuming that a customers product evaluation

will be rather based on features that she/he was primed to in the course

of the interaction process through questions or an explanation feature, it

should aid her/his purchase decision when primed features are highlighted

as well. These implications will be tested in a follow-up study.

Effects of repair actions. c If we compare the participants who

cIn the present study only 6.9% of the participants triggered repair actions. For this
reason we combined the data with a sample from a pilot study.
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triggered repair actions (due to their inconsistent specifications) to those

who did not trigger repair actions, we find that the first group stated to

have less knowledge in the product domain (z = −1.801; p < 0.05) (Ta-

ble 10.2(a)-4) and that they rarely used recommender applications be-

fore (z = −1.645; p < 0.05) (Table 10.2(a)-1). This is plausible since

participants with higher product domain knowledge and more experience

with recommender applications will have more realistic expectations re-

garding product features and costs and they will provide information to

an advisor that will most likely generate a set of recommended prod-

ucts, which makes a repair action dispensable. Thus, participants who

used repair actions indicated an increase in product domain knowledge

(z = −1.730; p < 0.05) (Tables 10.2(a)-4, 2(b)-1) and rated repair actions

as more useful (z = −2.978; p < 0.01) (Table 10.2(b)-9).

Effects of switched expertise: Participants who received switched ver-

sions showed less satisfaction with the recommendation processes (z =

−1.790; p < 0.05) (Table 10.2(b)-3) and provided a lower rating for the com-

petence of the advisor (z = −2.997; p < 0.01) (Table 10.2(b)-8). They re-

garded the helpfulness of repair actions as lower (z = −2.379; p < 0.01) (Ta-

ble 10.2(b)-9) compared to participants not confronted with the switched

expertise scenario. This may be interpreted as an indicator of lower interest

in recommender applications that fail to put questions that appropriately

incorporate the expertise or knowledge level of the customer.

Willingness to buy a product: We examined which of the assessed

variables show a significant correlation with the willingness to buy a

product. The highest correlation has been detected between the willing-

ness to buy (Table 10.2(b)-10) and trust in the recommended products

(r = 0.60; p < 0.01) (Table 10.2(b)-5).d Furthermore, the higher the fit be-

tween the suggested products and the expectations of the participants (Ta-

ble 10.2(b)-6), the higher was the willingness to buy the recommended prod-

uct (r = 0.54, p < 0.01). Another interesting relationship exists between

the perceived competence of the recommender application (Table 10.2(b)-8)

and the willingness to buy (r = 0.49, p < 0.01) (Table 10.2(b)-10).

dFor the computation of correlation measures, the Spearman correlation r for ordinal
scale variables was used.
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10.4. Related Work

Recommender Technologies. In contrast to collaborative filtering9,11,12

and content-based filtering13 approaches, knowledge-based recommenda-

tion1,7,14,15 exploits deep knowledge about the product domain in order to

determine solutions suiting the customers wishes and needs. Using such

an approach, the relationship between customer requirements and prod-

ucts is explicitly modeled in an underlying knowledge base. Thus ramp-up

problems7 are avoided since recommendations are directly derived from user

preferences identified within the scope of the requirements elicitation phase.

The main reason for the choice of a knowledge-based recommendation ap-

proach stems from the requirements of domains such as financial services

where deep product knowledge is needed in order to retrieve and explain

solutions.14 embed product information and explanations into multimedia-

enhanced product demonstrations where recommendation technologies are

used to increase the accessibility of the provided product descriptions. Us-

ing such representations, basic recommendation technologies are addition-

ally equipped with a level supporting the visualization of calculated results.

Reference 15 focused on the integration of conversational natural language

interfaces with the goal of reducing system-user interactions. A study in

the restaurant domain15 clearly indicates significant reductions in efforts

related to the identification of products (in terms of a reduced number of

interactions as well as reduced interaction times). Natural language in-

teraction as well as visualization of results are currently not integrated in

the Koba4MS environment but are within the scope of future work. Com-

pared to other existing knowledge-based recommender approaches,7,14,15

Koba4MS includes model-based diagnosis19,20 concepts allowing the cal-

culation of repair actions in the case that no solution can be found and

provides a graphical development environment which makes the develop-

ment of recommender applications feasible for domain experts.1

User Acceptance of Recommender Technologies.29 Evaluates navi-

gational needs of users when interacting with recommender applications. A

study is presented which reports results from an experiment where partici-

pants had to interact with recommender applications providing two differ-

ent types of products (digital cameras and jackets offered in a digital store).

It has been shown that different types of products trigger different naviga-

tional needs. The major factors influencing the navigational behaviour is

the product type, e.g. compared to digital camera shoppers, jacket shoppers

spent significant less time investigating individual products. The study in
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Ref. 29 focused on the analysis of different navigational patterns depending

on the underlying product assortment. The results presented in this paper

report experiences related to the application of basic recommender tech-

nologies in online buying situations. The investigation of differences related

to different product domains is within the scope of future work. Reference

27 analyzed the impact of personalized decision guides to different aspects

of online buying situations. An interesting result of the study was that

consumers choices are mostly driven by primary attributes that had been

included in the recommendation process which clearly indicated the influ-

ence of personalized decision guides on consumer preferences. Compared

to the work presented in this paper, Ref. 27 did not investigate effects

related to the application of knowledge-based recommender technologies

such as explanations of calculated results or repair actions. Furthermore,

no detailed analysis has been done on psychological aspects of online buying

situations such as trust, subjective perceived increase of domain knowledge,

or the probability to buy a product. Reference 30 analyzed different dimen-

sions of the users perception of a recommender agents trustworthiness. The

major dimensions of trust which are discussed in Ref. 30 are systems fea-

tures such as explanation of recommendation results, trustworthiness of the

agent in terms of, e.g. competence and finally trusting intentions such as

intention to buy or intention to return to the recommender agent. Where

the results are comparable, the study presented in Ref. 30 confirms the

results of our study (explanations are positively correlated with a user’s

trust and well-organized recommendations are more effective than a simple

list of suggestions).

10.5. Summary and Future Work

We have presented the Koba4MS environment for the development of

knowledge-based recommender applications. Koba4MS is based on innova-

tive AI technologies which provide an intuitive access to complex products

for customers as well as for sales representatives. Innovative technologies

are crucial for successfully deploying recommender applications in commer-

cial environments. However, a deeper understanding of the effects of these

technologies can make recommender applications even more successful. A

step towards this direction has been shown in this paper by analyzing the

effects of mechanisms such as explanations, repair actions or product com-

parisons on a user’s overall acceptance of the recommender application.

The major direction of future work is the integration of psychological the-
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ories from the area of consumer buying behavior into design processes of

knowledge-based recommender applications. A corresponding project has

already been started.
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Implicit recommender systems provide a valuable aid to customers
browsing through library corpora. We present a method to realize such a
recommender especially for, but not limited to, libraries. The method is
cluster-based, scales well for large collections, and produces recommen-
dations of good quality. The approach is based on using session histories
of visitors of the library’s online catalog in order to generate a hierarchy
of nondisjunctive clusters. Depending on the user’s needs, the clusters
at different levels of the hierarchy can be employed as recommendations.
Using the prototype of a user interface we show that, if, for instance,
the user is willing to sacrifice some precision in order to gain a higher
number of documents during a specific session, he or she can do so easily
by adjusting the cluster level via a slider.

11.1. Motivation

Amazon.com’s recommender system (“Customers who bought this item

also bought...”) is an excellent and well-known example for a recommender

service. Such services provide an added value for customers and sellers

involved, for example:

• The customers or users receive assistance in browsing a product database

they do not yet know the structure of and often get valuable tips as to

which items may complement the current selection — items that might

have been missed using conventional search strategies.

• In a commercial setting, the seller can increase his sales by offering the

service; in a noncommercial setting like in a university library, e.g. user

277
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satisfaction and thus perceived service quality can be increased by rec-

ommending books that are available.

In this contribution we are going to focus on implicit recommender ser-

vices. By implicit recommender services we mean recommender services

that are based on the analysis of observed user behavior. They operate

without the need for explicit user cooperation by analyzing the traces gen-

erated by the users’ sessions with the web interface of the shop or library

catalog. Thus, contrary to explicit recommender systems which are based

on surveying user intentions, opinions, or valuations by questionnaires, they

are less prone to incentive-related problems like free riding or manipulation

as discussed by Geyer-Schulz et al.1 or Nichols.2

In the next section, we give a brief overview over the literature both on

recommender systems and on cluster algorithms. We then start Sec. 11.3

with a description of the data set from the university library at Karlsruhe

that is transformed into a similarity graph, and present the restricted ran-

dom walk cluster algorithm. The algorithm is applied to the weight matrix

of the similarity graph, resulting in a cluster hierarchy that can then be used

to generate recommendations as shown in Sec. 11.4. Section 11.5 gives ex-

amples of the recommendations that can be generated by our method as

well as some evaluations. We briefly address the issue of updating the rec-

ommendations when the similarity graph changes in Sec. 11.6. Finally, in

Sec. 11.7, a short summary and an outlook are presented.

11.2. Cluster Algorithms and Recommender Systems

In this section, we present a short overview of the literature on both clus-

tering and recommender systems.

For a general overview on recommender systems, we refer the reader

to the articles by Gaul et al.,3 Resnick and Varian,4 Schafer et al.,5 or

Adomavicius and Tuzhilin.6 The recommender systems that are surveyed

in this section have in common that they are implicit and work on user

protocol data like purchase histories, bookmarks, or newsgroup postings.

They do not rely on content analysis of any kind, in contrast to the methods

from information retrieval, as discussed for instance by Semeraro,7 Yang,8

and others.

For implicit recommendations, amazon.com uses algorithms based on

weighted purchase correlations as described by Linden et al.,9 and for

explicit recommendations, amazon.com employs the collaborative filter-
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ing approach first presented in GroupLens with its own proprietary sys-

tem architecture.10,11 Although these algorithms are excellent examples

of successful implicit and explicit recommender systems, they are by no

means the only ones. The basic economic insight exploited by implicit

recommender systems is that observed choice behavior reveals preference

as stated by Samuelson.12,13 The common principle behind implicit rec-

ommender systems is the following: first, scan the web server’s log for

user sessions. A session is either defined by an explicit login-logout cy-

cle or by using the association of a user to a certain IP address for a

given time, an approach that is used in the current implementation in

Karlsruhe.14 Inside the session, all purchases or viewings of a product’s

page are marked as one occurrence for this product. Based on these ses-

sions, cross-occurrences between pairs of products are established if the two

products occurred together in at least one session. These cross-occurrences

are counted and summarized in a cross-occurrence matrix. In the sec-

ond step, this matrix is evaluated in order to generate the recommenda-

tions. It is this step that constitutes the differences between the meth-

ods. Amazon’s service works by simply recommending those items that

have had the highest number or the highest share of cross-occurrences with

the product in question. These basic recommendations can be modified

by the product manager in accordance with special promotions or other

motives.

More sophisticated systems like the one currently in use at the uni-

versity’s library in Karlsruhe are based on an adaption of repeat-buying

theory and make use of the underlying theoretical distribution of inde-

pendent purchase processes in a Poisson framework.14,15 The stochastic

framework makes them more robust and allows the detection of nonran-

dom cross-occurrences or the filtering of random cross-occurrences, dually.

By a random cross-occurrence we mean that a basket contains products

generated by independent stochastic purchase processes. A nonrandom

cross-occurrence on the contrary is due to dependent purchase processes.

Using the stochastic framework, nonrandom cross-occurrences can be iden-

tified by testing for outliers.

For a survey of clustering, we refer the reader to Refs. 16–18. The

application of cluster methods for recommender systems and collaborative

filtering has already been proposed in the past. A general survey of non-

standard techniques in collaborative filtering was compiled by Griffith and

O’Riordan.19 Among the first publications on the use of clustering tech-

niques in this area was the work by Borchers et al.,20 stating that cluster-
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ing items leads to an improved quality of the recommendations and further

fosters scalability of recommender systems by reducing the data set’s size.

Ungar and Foster have presented a collaborative filtering system that is

based on a statistical partitioning of items and users.21 User and item

clusters are connected in this model by link probabilities. They tested the

EM method, repeated clustering with k-means, and Gibbs sampling which

they found to work best for their data set. The contribution by Kohrs and

Merialdo focuses especially on the sparsity of matrices that is typical for

recommender or collaborative filtering systems that are either new or have

to integrate new users.22 Sarwar et al. scrutinized the question of scalabil-

ity of recommender systems.23 As a solution, they proposed a clustering of

the users with the scalable neighborhood algorithm.

Typically, these approaches utilize clustering algorithms as a preprocess-

ing step in order to reduce the data set size and thus to decrease the exe-

cution time of the core recommender algorithms. By contrast, the method

presented here relies completely on clustering to generate recommendations.

As Viegener has shown, there are clearly meaningful data to be found in

library data — a good reason to further investigate the subject.24 On the

other hand, the single linkage clustering algorithm employed for his study

has two drawbacks. First, the data set is large and clustering it with the

selected algorithm required the use of the supercomputer at Karlsruhe’s

computing center. Second, single linkage clustering is prone to bridging

which results in an insufficient cluster quality. The bridging effect in clus-

tering occurs when small clusters are merged to one huge cluster and the

structure of the small clusters becomes invisible. For library users bridg-

ing implies that in the worst case all books of the library are contained

in one cluster or in a few very large clusters with several tens of thou-

sands of documents. As a consequence we require a cluster algorithm that

scales well with large data sets and produces clusters of high quality for

this application.

We evaluated Restricted Random Walk (RRW) clustering as introduced

by Schöll and Schöll-Paschinger.25 The algorithm is sufficiently fast, and

the quality of the resulting clusters fulfills the requirements of a recom-

mender system.

11.3. Restricted Random Walk Clustering

The cluster method used for the generation of the recommendations has first

been developed by Schöll and Schöll-Paschinger as a stochastic method on
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metric spaces.25 We have applied it to the usage data from the university’s

library and could state that the quality of the resulting clusters is very

high while the algorithm is sufficiently fast on standard PC hardware to

be easily executed.26,27 The method consists of two consecutive stages

that we will describe in this section: the walk and the cluster construction

stage. In the walk stage, random walks are executed on the document set in

such a way that with each step the similarity between consecutively visited

documents increases in a strictly monotonic way. The walk ends when no

further increase in similarity is possible. At that point another walk is

started. After a sufficient number of walks has been accumulated, clusters

are constructed based on two principles: First, document pairs occurring at

a late step of the walk have a higher similarity than those occurring at an

early one where the stochastic influence is still high. Second, insights gained

from longer walks are more important than those from shorter walks.

11.3.1. Library usage data and similarity graphs

Since RRW clustering depends on either an object set with distance infor-

mation or a similarity graph, we will present here in brief the generation of

such a graph from the library’s web server log data. By browsing through

the library’s Online Public Access Catalog (OPAC), users generate entries

containing the identifiers of documents whose detail pages they have vis-

ited during a session. These entries constitute our occurrences as defined

in the introduction. When the detail pages of these documents are viewed

together in the same session, this is a cross-occurrence between the doc-

uments. The session data are stored in session baskets that in turn are

aggregated in order to obtain raw baskets for each document. A raw bas-

ket for a given document contains a list of all documents with which it

has cross-occurrences, along with the cross-occurrence frequency, i.e. the

respective number of cross-occurrences. An example of such a raw basket

is given in Table 1 for object C in the example graph shown in Fig. 11.1.

Assuming that a high cross-occurrence frequency between documents

implies a high complementarity, we now interpret these frequencies as sim-

ilarities for the construction of the similarity graph G = (V,E, ω). V is the

set of documents with a sufficient usage history: We omit all documents

that were not viewed at all or were only viewed as the only document in

their respective session, since these are outliers for which no cluster con-

struction and thus no recommendation is possible. If two documents i and

j have a positive cross-occurrence frequency, E ⊆ V × V contains an edge
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Fig. 11.1. An example graph.

between the two corresponding nodes. The weight on this edge, ωij = ωji

is set to the cross-occurrence frequency of i and j. In order to prevent the

walk from looping over the same node repeatedly, ωii (the self-similarity)

is set to zero. Finally, the neighborhood of a node i is defined as the set of

nodes that share an edge with it.

11.3.2. The restricted random walk stage

A restricted random walk is a stochastic process leading to a series of vis-

ited states — in this case, nodes or edges of the similarity graph — that,

contrary to a possibly infinite standard random walk, has a finite length.

The formulation presented here differs in two aspects from the original one

by Schöll and Schöll-Paschinger.28 First, we are using similarities instead

of distances which is uncritical since similarity measures can be easily con-

verted to distance measures and vice versa.29 The second point is more

important insofar as the walks take place on the edges of the similarity

graph instead of directly on the objects or nodes. This modification was

Table 11.1. Raw basket for object C in
Fig. 11.1.

Object Number of Cross-Occurrences

A 18
B 19
D 17
E 17
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introduced in order to facilitate the analysis of the process with the means

of Markov theory which we will introduce here in a short manner.

Consider a stochastic process visiting the states {i0, i1, . . .}, where the

im denoting the states of the process are realizations of stochastic variables

Im. Such a process is called a Markov chain if the probability of choosing

j as successor state for im−1 in the mth step is given by

P (Im = j|I0 = i0, . . . , Im−1 = im−1) = P (Im = j|Im−1 = im−1), (11.1)

i.e. the probability distribution over the possible successor states only de-

pends on the current state.

Furthermore, the chain is called homogeneous if this probability dis-

tribution is independent of the step number. In this case, the transition

probabilities can be written as P = (pij). An irreducible Markov chain

is a chain in which each state can be reached from all other states via an

arbitrary number of intermediary states.

The original formulation of the walk process leads to a finite and re-

ducible second-order Markov chain; on the contrary, our formulation es-

tablishes an infinite and irreducible first-order Markov chain. With this, it

becomes possible to study the behavior more closely for an infinite number

of walks in order to obtain a clearer idea of the algorithm’s properties.

To this end we define an additional state Ω of the process that is called

the empty or transition state. This is the start state of the Markov chain,

and the process returns to it every time a walk ends. From Ω, a first edge

(i0, i1) of each walk is chosen from E with probability

P ((i0, i1)|Ω) =
1

|V |deg(i0)
(11.2)

with deg(i0) denoting the degree of node i0.

This probability is derived from the original formulation of the restricted

random walk,28 where i0 is chosen using a uniform distribution over all

nodes (1/|V |) and its successor i1 is picked from a uniform distribution

over all neighbors of i0 (1/deg(i0)).

In each step m + 1 that is made during the walk a successor edge is

chosen from a uniform distribution over the set

Tim−1im
= {(im, j) ∈ E|ωimj > ωim−1im

} (11.3)

containing all edges incident to im with a higher similarity than the current

one and which are therefore legal possible successors. At some point, a

node will be reached via its highest-weighted incident edge. Per definition,
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Tim−1im
is empty in this case, and the walk ends. The Markov chain once

again enters Ω from where the next walk is started in an analogous fashion.

There is one aspect in which this formulation differs from the original

one,28 if one follows the idea of Schöll and Schöll-Paschinger for guaran-

teeing that every node is visited at least once. In order to achieve this,

they have proposed to start a fixed number of walks from each node in-

stead of picking the start node for each walk at random. For the practical

implementation, this is not important since Eq. (11.2) can be replaced ac-

cordingly if one wishes to include each node as a starting node for a fixed

number of walks. However, for the theoretical analysis one must bear in

mind that the two are only equivalent asymptotically.

It is still an open question how the number of walks can be determined

in order to obtain the desired cluster quality and reliability using as little

computational effort as possible. Solutions for this problem are under de-

velopment, both using random graph theory (cf. Ref. 30) and a theoretical

analysis of the method’s behavior for different numbers of walks includ-

ing an infinite number of walks for stating the asymptotic behavior of the

method that resembles a short-sighted (or local) single linkage clustering,

but with less susceptibility to bridging.31

To get an idea of the procedure, consider the example graph in Fig. 11.1.

Let us say that we obtain AD as first edge of the first walk. The probability

of this happening is given by Eq. (11.2) as 1/(8 ∗ 3) = 1/24: We have

eight nodes, from which we pick A with probability 1/8. A in turn has

three neighbors, so D is chosen with probability 1/3. For the successor

choice, we obtain TAD = {DC,DE}, from which we pick, say, DE with

probability 1/2. Note that the edge DF is not a legal successor due to the

similarity restriction that is used for the construction of Tim−1im
according

to Eq. (11.3). The only possible successor for DE is given by TDE = {EC}.
Thus we pick, with probability one, EC. Again, we obtain a two-element

successor set TEC = {CA,CB}, from which CB is taken. For the next

step, only BA can be selected since only this edge has a sufficiently high

weight. After this, TBA is empty which means that this walk ends here

and the process enters the transition state Ω. Starting a walk from each of

the nodes, we might get the walks BEDCAB, CAB, DFHG, EGFHG,

FDECBA, GEDCBA, and HF .

Contrary to e.g. Single Linkage (SL) clustering, this method does not

need to consider the whole similarity matrix at once. Only one row of

the similarity matrix, containing local neighborhood information for the

current node, is needed in each step, which greatly reduces space as well
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as time complexity and even allows to massively parallelize the walk stage

without any efficiency losses since each walk is independent of the rest and

even will be likely to access other areas of the similarity matrix than the

other walks.

11.3.3. The cluster construction stage

As mentioned above, the first general idea used in the clustering stage is

that the higher the position of a pair of nodes is in a walk, the higher is the

probability that the two nodes are in the same cluster. This principle is used

by both methods detailed here. We will first present the original one by

Schöll and Schöll-Paschinger and discuss its properties before introducing

the walk context approach.

However, before we start with this description, we should introduce the

concept of hierarchical clustering. RRW clustering creates a hierarchy of

clusters, such that at one end of the spectrum, only singletons, i.e. one-

element clusters, exist; at the other end, all nodes are comprised in one big

cluster. When moving from one of these extremes to the other, the clusters

grow or shrink, depending on the direction. For disjunctive clusterings, this

can be visualized by a dendrogram, setting the singletons at the bottom

and the all-comprising cluster to the top. In order to obtain a cluster, it is

necessary to fix a level l at which a horizontal “cut” is made through the

dendrogram, creating a set of clusters at that level.

For our recommender application, we allow users to explore the cluster

hierarchy for the document in question by enabling them to interactively

change the level parameter according to their needs and to the quality and

size of the list of recommended documents. Of course, it is equally feasible

to offer the user only the m top-ranked recommendations by sorting the

cluster members by the level at which they join or leave the cluster, and to

give him/her the possibility of either requesting more recommendations or

of further reducing the set if desired.

The component cluster construction method by Schöll and Schöll-

Paschinger makes use of two series of graphs that are constructed on top of

the accumulated walk data. This procedure is only based on the absolute

position of a pair of nodes in the walk. As a first step, a series of graphs

Gk = (V,Ek) is created where V is the object set that is to be clustered

and Ek contains an edge for each pair of nodes occurring in the kth step of

any walk. Aggregating these, we obtain

Hl = ∪∞
k=lGk (11.4)
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where the union of graphs consists of the union of their edge sets. A clus-

tering at level l is then defined as the set of components or connected

subgraphs of Hl. In other words, two nodes belong to the same cluster if

and only if there is a path in Hl between them. As can easily be seen,

the resulting clustering is disjunctive, i.e. each node belongs to exactly one

cluster.

In our example containing the walks ADECBA, BEDCAB, CAB,

DFHG, EGFHG, FDECBA, GEDCBA and HF , we get the edge

sets V1 = {AC,AD,BE,DF,EG, FH}, V2 = {AB,DE,FG, FH}, V3 =

{CD,CE, FH,GH}, V4 = {AC,BC,GH}, V5 = {AB}. Note that the

edges are undirected, so we useAC also for CA, and that the members of the

sets are sorted alphabetically for a better readability in this example. For

step levels two and three, we obtain the clusters {A,B,C,D,E}, {F,G,H}
reflecting nicely the structure of the graph consisting of two clusters. At

level four, the clusters separate into the singletons {D}, {E}, {F}, and the

clusters {A,B,C} and {G,H} that form the denser parts of the clusters

found at levels two and three. Finally at level five, only the cluster {A,B}
is found, the other nodes are contained in singleton clusters. Thus it can be

stated that in this example, the clusters at different levels show very well

the underlying hierarchical structure.

On the other hand, as will be discussed in the next section on recom-

mendations, disjunctive clusters may not always be optimal for the task

at hand. Furthermore, when applied to our library data set, component

clusters proved to be too large, in some cases containing more than 100,000

documents even at the most restrictive level. This is most likely due to

documents that were read in conjunction with other documents from dif-

ferent domains. One such document in a component cluster is sufficient to

link two otherwise unrelated groups of documents, an effect well known as

bridging.

In addition, the step number as level measure ignores the influence of

the walk length on the reliability of the information derived from a walk.

Consequently, the last step of a three-step walk and the third step of a

ten-step walk are treated in the same way, even if in the latter case, the

stochastic influence at the start of the walk is still strong. Furthermore,

the step number depends on the course of the walk and cannot be fixed a

priori.

In order to integrate both principles established at the beginning of

Sec. 11.3, we tested some relative level measures. The first principle es-

tablished at the beginning of this section, stating that a late position in a
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walk is more important than an early one, is, for instance, satisfied by the

relative level

l =
step number

total walk length
. (11.5)

While this is definitely an improvement over the absolute step number,

it ignores the second principle stipulating that the information from long

walks is more valuable than that from short walks because the stochastic

influence that is dominant at the walk’s start diminishes with each step.

However, the last steps both from a three-step walk and from a ten-step

walk are treated with the same importance by the measure l. Additionally,

one should bear in mind that the longer the walk, the finer is the resolution

or the number of levels at which changes in the cluster structure take place.

For instance, in a two-step walk, there are only three levels, 0, 0.5 and 1

available while in a ten-step walk, 11 levels can be used to differentiate

cluster levels.

These considerations are taken into account by the measures

l+ =
step number

total walk length + 1
(11.6)

and

l− =
step number − 1

total walk length
(11.7)

that only asymptotically converge to one for infinitely long walks.

In addition to these alternative level measures, we developed the idea

of walk context clusters. In order to construct a cluster for a given node

(the central node), all walks are considered that contain that node at a

level that is at least as high as the predefined cutoff. The cluster then

consists of all nodes also occurring in these walks with a sufficiently high

level. The idea is to reduce the influence of indirect connections that lead

to cluster members only remotely similar to the central node, but that are

nonetheless connected via one or several bridge elements. Using walk con-

text clusters, the cluster size decreases considerably. Moreover the bridging

effect is reduced because even if a bridge element is included in one of the

walks, the number of nodes that are included due to this walk is limited

to its members, and does not include all nodes accessible from the bridge

element.

In our example, the clusters at l+ = 0.75 are: {A,B} for nodes A and B

and {G,H} forG andH with singleton clusters for the other nodes. At level

l+ = 0.5 the clusters are {A,B,C,D,E} for A, B, and C, {A,B,C,D} for



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

288 M. Franke and A. Geyer-Schulz

D, {A,B,C,E} for E, and {F,G,H} for F , G, and H . This is interesting,

because due to the relatively “weak” connection between D and E as well

as F and G, they are not included in each others’ recommendation lists.

11.3.4. Complexity

One of the big strengths of RRW clustering is its low computational com-

plexity compared to other cluster algorithms.

Let n denote the number of objects in V . According to Schöll and

Schöll-Paschinger, the expected length of a single walk can be bounded

by O(log n), leading to a total complexity of O(n log n) for all walks when

a fixed number of walks is started from each node. Since the proof is

based on the successive halving of the size of the successor set in each

step, they propose to use two as base for the logarithm. If the number

of neighbor nodes for a single node can be bounded by a constant, even a

linear complexity is possible for the algorithm.27

For the second stage, the cluster construction, the complexity depends

on the data structures used for storing the walks. For the complexity con-

siderations, we will assume that the walk data are accessed via hash tables

with a constant access time. On average, a node is visited by O(log n) walks:

executing cn walks, where c is the number of walks started from each node,

and with an expected walk length of O(log n), a total of O(n log n) entries

is generated of which on average O(log n) walks visit each of the n nodes.

With a bounded neighborhood size, this number is even constant. Thus, in

order to retrieve the walks that contain the node in question, O(log n) steps

are needed. Each of these walks comprises O(log n) nodes or O(1) nodes, if

the neighborhood size is bounded by a constant. So, the total complexity

is O(log2 n) for one cluster or O(n log2 n) for all clusters, respectively O(1)

and O(n) for the bounded neighborhood.

When applied to our library data set with ten walks per node the algo-

rithm takes about two days on a standard PC with a dual Xeon cpu. The

data set’s graph contains 1.8 million nodes of which 800,000 have cross-

occurrences with other nodes, and nearly 36 million weighted edges; the

average degree of a node is about 39.

11.4. Giving Recommendations

With the clustering complete, the recommendation lists can easily be de-

rived. Following our assumption about complementarities and their inter-
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pretation as similarity measure for the input of the cluster algorithm, we

now reverse the argumentation: since the cluster algorithm finds groups

with high intra-group similarity and since in our application this similarity

in turn represents complementarities between documents, the clusters con-

tain groups of books with high complementarity. This is exactly what is

requested for a recommendation list.

As mentioned, the component cluster method produces disjunctive clus-

ters, while the walk component clusters are nondisjunctive. The latter is a

useful property when generating recommendations. Consider, for example,

a document containing an introductory course on statistics for psycholo-

gists. Due to the nature of the construction of the similarity matrix, it

will have a high similarity to books both from psychology and statistics.

Consider now the clusters for the introductory course, and a book from

one of the two areas, respectively. The first one should naturally contain

documents from both areas, since the material forms a bridge between

the subjects. On the other hand, the documents either from psychology

or statistics may well be complemented by the introductory course, so it

should be included into their clusters. But when creating the recommenda-

tion list for a book on psychology, the list of recommendations should not

contain books on statistics in most cases. This requirement cannot be met

Fig. 11.2. Recommendations for Kaufman and Rousseeuw29 with high precision, but
low recall. The recommendations are also contained at the top of the list in Fig. 11.4.
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Fig. 11.3. Another example with high precision, this time for Bock’s book.

by disjunctive clusters, whereas the nondisjunctive walk context clusters

are fit to fulfill it.

However, the question remains how to set the value of l, the cutoff level

for the hierarchical clustering. For the recommender application, the an-

swer is surprisingly easy: in the prototypical interface, an initial default

value on a medium level is used when the user opens the recommenda-

tion list. Afterwards, the user can adapt the cutoff level according to

the needs of this specific search. For instance, the user might get some-

thing like Fig. 11.2 when calling up the recommendations for Kaufman and

Rousseeuw’s book.29

The default cutoff level for l+ is set here to 0.6. As can be seen, the

precision is good, both documents treat the subject classification/cluster

analysis or specific parts thereof.

Another example for a cluster at level l+ = 0.7 is shown in Fig. 11.3

for the book “Automatische Klassifikation” by Bock.17 The fourth entry is

not directly related to cluster analysis, but has strong ties to data analy-

sis in that it treats the investigation and forecasting of economic systems

described by measurable characteristics of these systems.

On the other hand, recall is quite low in these examples, so the user

decides to accept also results with a possibly lower precision and sets the

level to zero in order to obtain all possible recommendations. The resulting

list is shown in Fig. 11.4. Going to the lower levels, there are more and more

entries that have little to do with the original subject. Interesting to note

is the group of marketing literature at the bottom of the list. Obviously,

the inclusion of these can be explained by the use of cluster methods in

marketing, for instance for the segmentation of consumers or markets.

As a result, recommendations generated by RRW clustering allow to

delegate the decision on the tradeoff between precision and recall to where
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Fig. 11.4. All recommendations for Kaufman and Rousseeuw: Recall is higher, but
precision drops.

it best can be answered: to the user who is the only person who is aware

of the specific search goal of the current session with the library’s web

interface.

As the lists in Figs. 11.3 and 11.4 show, an important advantage of

behavior-based recommender systems is their independence of the docu-

ment languages. In the context of scientific libraries this is very important

because of the international nature of science and the resulting multilingual

corpora.
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11.5. Results

In lack of a human test group for an extensive direct evaluation of the re-

sulting recommendation lists, we have performed two tests for the accuracy

of the clusters in terms of library keywords. In addition, the results of a

small user evaluation are provided in order to give a first impression of the

quality of the recommendations. Finally, we discuss the applicability of

other cluster algorithms to the library data set and give some evaluation

results.

The first test uses the overlapping of keywords between the central node

and the cluster members as a quality criterion.32 We used the library’s

manual classification scheme that follows the SWD Sachgruppen introduced

by the Deutsche Bibliothek to evaluate the clusters generated by restricted

random walks for a sample of 40,000 documents.33 A document is judged

to be correctly classified into a cluster if it shares at least one category with

the central node. The precision is then defined as

precision =
number of correctly classified documents

number of documents in the cluster
. (11.8)

Recall could not be tested in a sensible way in this setting, since the manual

classification as it is available at the library currently only covers about 55%

of the documents. Consequently every computation of recall would be quite

error-prone. Equally, this evaluation can only give a lower bound for the

precision of the clusters, since document pairs that theoretically fit but of

which at least one has not received a classification are counted as negatives.

As can be seen from Fig. 11.5, obtaining a clustering from a hierarchical

clustering is a tradeoff between quality and quantity: at the left end of

the scale, clusters of high precision can be generated. In our sample, a

precision of 95% using l+ was feasible, but at the cost of only obtaining

clusters — and thus, recommendations — for 11 documents. If we wanted

to e.g. generate recommendations for more than half of the documents,

an average precision of 67% is feasible for 26,067 documents. With the

introduction of the slider in the interface, this decision no longer has to be

made by the administrators of the system, but the user can identify the

optimal level in accordance with his individual and current needs.

A further point that should be noted here is the relative performance of

the different level measures. The data shows that l is definitely dominated

by the other two, while l+ and l− have no clear advantage over each other.

A similar picture is conveyed by the second evaluation that we con-

ducted using RRW clustering for the generation of keywords in order to
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complement the manual index.26 The general idea behind this algorithm is

to construct clusters for documents that have no keywords in the manual

classification and to assign those keywords to the central document that

belong to a high share of documents from the cluster. This evaluation was

conducted with reference librarians asked to judge keywords generated by

the system for 212 documents at l+ = 0. Nearly 4000 possible keywords

were generated at this level of which 365 were judged to be correct for the

respective document. This data set was used to investigate the dependency

between precision, level and the number of keywords generated as plotted

in Fig. 11.6. In order to compute whether a keyword is relevant for a given

document we used a procedure that deviates from the original one:28 in-

stead of cutting off the clusters at a certain level and computing the share

of documents in the cluster with a given keyword, we used the highest level

at which a document is still a member of the cluster for the central docu-

ment in question as an additional weight. The importance of a keyword k
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for a document i is then computed as

sigC+(k, i) =
f0(k, i)

t0(i) + 1

∑

j∈C0(i)

l+
max

(i, j) (11.9)

where j ∈ C0(i) are the documents in i’s cluster at level zero having keyword

k, t0(i) is the cluster size at level zero, f0(k, i) is the number of documents at

level zero that have the keyword k assigned, and l+max(i, j) is the maximum

level at which document j belongs to document i’s cluster. As can be

seen, at the lowest level precision drops to about 10%. On the other hand,

admitting only keywords with 100% precision, about 1% of the correct

keywords could be assigned as can be seen from Fig. 11.6.

Finally, the authors evaluated the recommender lists for 30 documents

from the domain of business administration and economy.34 From these,

the top five recommendations for each document were judged for com-

plementarity to that document and accordingly sorted into the categories

“good recommendation” or “not a recommendation”. The results can be

found in Table 11.2. An average precision of 78.66% could be achieved. In

addition, more than 90% of the top five lists contained at least one useful
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recommendation.

For a general review of the quality of RRW clustering compared to other

methods we refer the reader to the article by Schöll and Schöll-Paschinger.25

They use two exemplary data sets to compare RRW, Single Linkage (SL)

and Complete Linkage (CL) clustering. The first, containing elongated as

well as compact clusters that are not well separated, shows that both RRW

and CL are better suited than SL to discern clusters without clearly defined

boundaries. The main difference between CL and RRW in this example is

that RRW classifies objects as outliers that are included in the CL clusters.

The second example consists of a ring-shaped cluster enclosing a compact

spherical one. Both were correctly classified by the RRW method. SL

and CL as well as group average methods all recognize four subgroups

of the surrounding ring cluster, but merge these groups with the central

compact cluster instead of with each other in order to obtain the original

ring structure. For CL, this result is not surprising since CL is best suited

for compact spherical clusters. By enlarging the distance between the ring

and the compact cluster, at least SL was able to correctly identify the

original clusters.

When conducting a direct evaluation of the suitability of other cluster

methods for giving recommendations based on our library data set, two

problems must be faced: the absence of a metric space and the sheer size of

the data set. The library usage data is given as a sparse matrix of pairwise

similarities between documents. Obviously, the triangle inequality does not

necessarily hold in this case.29 This means that e.g. centroid- or medoid-

based methods could not be used. As a consequence we considered linkage-

based algorithms, more specifically single and complete linkage, that are

able to operate on similarities.35

Given the size of the data set with 800,000 objects and 36 million edges

between them containing positive similarities, it would take much too long

to compute all clusters and evaluate them in a fashion similar to the first

evaluation cited above. But already when computing clusters for the two

books used in Sec. 11.4, it becomes clear that both algorithms display

Table 11.2. Correct recommendations in the top five documents,
sample size 30.

Correct Recommendations 5/5 4/5 3/5 2/5 1/5 0/5

Number of lists 17 5 3 1 2 2
Percentage 56.6 16.6 10.0 3.3 6.6 6.6
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problems that are avoided by the RRW method with walk context clusters.

The raw basket for the book by Kaufman and Rousseeuw29 contains 50

documents, but only four of them have a cross-occurrence frequency higher

than one, the highest frequency being four. If we construct a cluster at this

highest level, only taking into account edges with similarities of at least

four, SL produces a cluster with nearly 250,000 documents. This is clearly

too much for a recommendation list, especially when we take into account

that the cluster only contains one of the original neighbors of the book.

On the other hand, the CL clusters suffer from a lack of differentiation

in the list. While RRW clustering produced a total of seven different levels

to choose from, CL naturally offers only four of them. Furthermore, when

lowering the level from two to one, 46 out of the 50 total neighbors are

added at once.

The situation is slightly better for the second example, the book by

Bock,17 where the highest similarity level is 19. The SL cluster at this level

contains the books by Hartigan, Steinhausen, Mirkin, Bacher, and Gaul

already known from Fig. 11.4. Once again, RRW offers 25 levels for the

user to choose from, CL only nine, and similarly to the first example, 94

out of a total of 125 documents are added when including the most general

level.

To sum it up, these examples show that if the distribution over the cross-

occurrence frequencies is narrow and the maximum similarity is small, both

SL and CL display a behavior that makes them less suited for the generation

of recommendations than the RRW method. These effects are mitigated

when contemplating a raw basket that contains a high maximum similarity

and a broad distribution. It might be interesting to investigate some im-

provements of the linkage methods like a normalization of similarities, but

this is outside the scope of this contribution. The most important argument

against the use of linkage-based methods however is their computation time

that is much higher than that of RRW clustering on the given library data

set.

11.6. Updates of the Recommendation Lists

Another considerable advantage of the use of RRW clustering for recom-

mendation purposes is the fact that it is relatively easy to incorporate

changes in the raw baskets into the recommendation list.36 These changes

are due to the continuing use of the library’s web interface, but also to

inventory management measures like the acquisition of new books. By
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suitably truncating and reexecuting the walks affected by increased cross-

occurrences, new books or the removal of old books from the library, it

is possible to update the clusters with minimal effort. For k changes and

n documents, the complexity of the updates is in the order of O(k log2 n).

Given the small volume of these changes — for a week, the baskets for about

10000 documents are updated — it is highly desirable to use an efficient

update procedure that keeps the clusters and thus the recommendations

current without the need for a complete reclustering.

11.7. Conclusion

We have presented an innovative approach for efficiently generating library

recommendations based on user purchase histories with restricted random

walks. The quality of the recommendations as well as the computational

performance of the algorithm are promising.

For the next steps, we will make the interface public in order to gain

user feedback on the recommendations and perform an evaluation based on

the users’ judgments. As for the theoretical side of the algorithm, measures

for fine tuning the parameters will be scrutinized. The investigation of the

influence of the number of walks that are started from each node as well as

a better understanding of the asymptotic behavior of the walk process will

help to improve the computational complexity while maintaining the cluster

quality. As a further measure for increasing the quality of the clusters, we

plan to separate the meaningful data from statistic influences as proposed

by Geyer-Schulz et al.14
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Text classification is the problem of classifying a set of documents into
a pre-defined set of classes. A major problem with text classification
problems is the high dimensionality of the feature space. Only a small
subset of these words are feature words which can be used in determining
a document’s class, while the rest adds noise and can make the results
unreliable and significantly increase computational time. A common
approach in dealing with this problem is feature selection where the
number of words in the feature space are significantly reduced.

In this paper we present the experiments of a comparative study of
feature selection methods used for . Ten feature selection methods were
evaluated in this study including the new feature selection method, called
a GU metric. The other feature selection methods evaluated in this
study are: Chi-Squared (χ2 ) statistic, NGL coefficient , GSS coefficient ,
Mutual Information , Information Gain , Odds Ration , Term Frequency
, Fisher Criterion , BSS/WSS coefficient . The experimental evaluations
show that the GU metric obtained the best F1 and F2 scores. The
experiments were performed on the 20 Newsgroups data sets with the
Naive Bayesian Probabilistic Classifier.

12.1. Introduction

The advent of the Internet, personal computer networks and interactive

television networks has lead to an explosion of information available online

from thousands of new sources. Much of this information is in the form

of natural language texts. Hence, the ability to automatically classify this

information into different categories is highly desirable. A major difficulty

303



February 20, 2008 2:12 World Scientific Review Volume - 9in x 6in ws-rv9x6

304 G. Uchyigit and K. Clark

with textual data is the large number of words that can exist in the do-

main. Even for a medium sized document collection there can be tens or

thousands of different words. This is too high for many classification al-

gorithms. In order to improve scalability of the classification algorithms

and reduce over-fitting, it is desirable to reduce the number of words used

by the classification algorithm. Further, it is desirable to achieve such

a goal automatically without sacrificing the classification accuracy. Such

techniques are known as automatic feature selection methods. In general

automatic feature selection methods on textual data include the removal

of non-informative words and application of a feature scoring method to

the remaining words. Only the top scoring words are then used as the sig-

nificant words of the document set. The classification algorithms are then

trained on this reduced feature set of significant words.

Our interest in feature selection stems form our research into TV recom-

mender systems.1 We have developed an agent-based system that comprises

of personal assistant agents and collaboration agents. The personal assis-

tant agents interact with their user to learn and continually modify the

user’s profile representing their viewing preferences. The profile essentially

comprises, for each program category, e.g drama or comedy a weighted

set of words. These word sets are culled from electronic program guides

and reviews of programs. The profile changes as new feedback regarding

viewed programs is given by the user. For the learning of the user profile the

agents use the naive bayesian probabilistic classifier. These profiles are used

to make viewing recommendations for new programs. These are recommen-

dations based on past viewing habits and are the so called Content-based

recommendations. But sometimes the user watches a program they liked

but was not recommended by the system. When this happens it is useful

to disseminate this positive feedback to other users that are similar to this

user with respect to that type of program. Our system does this by dy-

namically grouping users into like minded interest groups for each program

category.2 These groups are constructed and maintained by collaboration

agents who are sent the user profile when it is constructed and each time

it is modified by each user agent.

The profiles comprise a relatively small set of feature words for each

program category. Since these features sets have a pivotal role, it was

essential for us to use the best feature selection method we could find. To

this end we investigated and evaluated several proposed and previously used

algorithms. This investigation lead us to develop a new algorithm which we

present in this paper (the GU metric). We also present the results of our
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comparative evaluation. The new algorithm performs as well as or better

than the other algorithms on a standard data set.

12.2. Text Classification

Text classification problems assign a document to a pre-defined set of cate-

gories. Each document can belong to one, more than one or no category at

all. Using machine learning the objective is to learn to classify documents

from examples. In general, this is a supervised learning task which requires

a pre-classified set of training examples, in which each training example is

assigned a unique label indicating the class it belongs to, among a finite set

of possible set of classes. The goal of the classification algorithm is then to

classify novel unlabeled examples.

The act of personalization, where the system automatically learns a

user’s interests and filters information on behalf of its user, may be seen

as a classification problem where observation of user behavior can provide

training examples to the classification algorithm which is used to form a

model of the user’s profile. This model is then to used to predict user’s

interests. In personalization at least two classes can be identified those

pieces of information (i.e Web pages, news, e-mail messages, TV programs

etc.) that are considered to be interesting and those that are considered

as not being interesting. Most personalization tasks respond to the binary

classification, for example a Web page can be classified as interesting or not

interesting, an e-mail message can be classified as spam or not spam, and

so forth. In order to build a user model these two classes act as positive

and negative examples representing user interests. These examples are

assimilated either implicitly or explicitly. The user can provide continuous

feedback to guide the further learning of the system. User profiling can

also be mapped to classification problems in which more than two classes

are available, such as classifying e-mail messages into personal folders (e.g

work, finances, personals etc.) or news into pre-defined news groups (e.g

rec.autos, rec.sport.baseball, talk.politics.mideast etc.)

12.3. Text Representation

Text representation has been a long-standing endeavor of the information

retrieval community. The classical models in information retrieval consider

that each document is described as a set of keywords called index words.

An index word is simply a word whose semantics help in remembering
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the document’s main theme. Thus index words are used to index and

summarize the document. In text classification vector representation of

documents is a common representation technique.

Vector representation uses boolean or numerical vectors to represent the

text documents. Each text document is viewed as a vector in n dimensional

space, n being the number of different significant words in the document

set. Such a representation is often referred to as bag-of-words, because

word ordering and text structure are lost (see Fig. 12.1). The tuple of

weights associated with each word, reflecting the significance of that word

for a given document, give the document’s position in the vector space.

The weights are related to the number of occurrences of each word in the

document.

provides a collection of high quality
scholarly papers related to all areas of
artificial intelligence research

3         artificial

.

.

.

.

.

.

Document

Vector Representation
"bag−of−words" 

The book of artificial intelligence research

 Artificial Intelligence Research

3         research

0          machine

0          learning

1         book

0         data

  3         intelligence

Fig. 12.1. Illustration of the bag-of-words document representation using word fre-
quency.

12.4. Feature Selection

Often in textual domains the document vectors can grow to be very big

containing several hundreds of features. In machine learning, theories put

forward suggest that maximum performance is often not achieved using all

available features, but using only a good subset of these. Applied to the

text classification this means identifying a subset of words which helps to
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discriminate between classes. Having too few features make it impossible

to formulate a good hypothesis. But having features which do not help

discriminate between classes adds noise.

John et al.3 described two main approaches to feature selection used in

machine learning: the filter approach and a wrapper approach.

12.4.1. Filter Approach

In the filter approach (see Fig. 2), a feature is selected independently from

the learning method that will use the selected features. This step happens

before the induction step, where the irrelevant features are filtered before

the induction process starts. There are methods in statistics that are used

to reduce the number of features. Almuallim and Dietterich4 developed

several feature selection algorithms including a simple exhaustive search and

algorithms that use different heuristics. They based their feature selection

function on conflicts in class value occurring when two examples have the

same values for all selected features.

12.4.2. Wrapper Approach

The wrapper approach (see Fig. 12.3) selects features using an evaluation

function based on the same learning algorithm that will be used for learn-

ing on the domain represented with the selected features. The main dis-

advantage of the wrapper approach over the filter approach is the former’s

computational cost, which results from calling the induction algorithm for

each feature considered.

12.5. Feature Selection for Textual Domains

In general, feature selection methods used for text learning and information

retrieval is simpler than the feature selection methods used in machine

learning . Learning on text defines a feature for each word that occurred

in training documents. All features are independently evaluated (using a

Features
Input Feature

Subset Selection
Induction

Algorithm

Fig. 12.2. Feature filter model in which the features are filtered independent of the
induction algorithm.
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Input
Features

Feature subset saerch

Feature subset evaluation

Algorithm
Induction

Induction Algorithm

Fig. 12.3. The wrapper model.

feature scoring method), a score is assigned to each word and they are sorted

according to the assigned score. Then, a predefined number of best scoring

features is taken from the feature space. This paper is concerned with the

different feature selection metrics which are used in feature selection for

text classification .

Various feature selection metrics have been proposed in literature. Most

of these methods try to capture the intuition that the most important

words for classification are those that occur most frequently in either the

set of relevant (positive), or the set of irrelevant (negative) examples of

each category, and not both. For example consider the two sets of textual

documents, one containing documents which are political news articles, and

the other set containing documents which are sports articles. Suppose the

word politics occurs in 80 out of the 100 political news articles whereas in

the other set it does not occur at all. The word politics is therefore a good

word for categorizing political news articles out of a set that contains these

and sport articles. It is given a high score as a feature word for the politics

category.

The next section describes the different feature scoring metrics which

we have used in our experimental evaluations, including a new metric which

is described at the end of the section.

12.6. Feature Scoring Metrics

The feature selection methods used in our experiments are: Chi-Squared

Statistic χ2 , Odds Ratio , Mutual Information , Information Gain , Doc-

ument Frequency, NGL coefficient , GSS coefficient , Fisher criterion and

BSS/WSS coefficient and finally the new GU metric.
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Table 12.1. Contingency table representation of word w and categories c,
and c.

Document belongs Document does not
to category c belong to category c

c c

Document contains cw cw cw + cw

word w

Document doesn’t cw cw cw + cw

contain word w

nc = cw + cw nc = cw + cw N

Throughout this section we will use the notation (from a two-way con-

tingency table for word w and categoryc see Table 12.1) cw, cw, cw, cw,

respectively, to denote: the number of times c and w co-occur; the number

of times w occurs without c; the number of times c occurs without w; the

number of times neither c nor w occurs. nc is the total number of docu-

ments in c; nc is the number of documents in c and N is the total number

of documents in the collection (i.e. nc + nc).

12.6.1. Chi-Squared statistic

The Chi-Squared (χ2) statistic was originally used in statistical analysis

to measure how the results of an observation differ (i.e. are independent)

from the results expected according to an initial hypothesis (higher values

indicate higher independence). In the context of text categorization χ2

statistic is used to measure how independent a word (w) and a category (c)

are.5–7

χ2 has a value of zero if w and c are independent. A word which

occurs frequently in many categories will have a low χ2 value indicating

high independence between w and c. In contrast, a word which appears

frequently in few categories will have a high χ2 value (i.e. high dependence).

In our experiments we compute χ2 using the equation below:

χ2
w =

N × (cwcw − cwcw)2

(cw + cw) × (cw + cw) × (cw + cw) × (cw + cw)

χ2 is one of the metrics which has shown good performance in previous

evaluation experiments.5–7 The χ2 statistic assigns high scores to words

which are indicative of membership of category c but also those words

which are indicative of non-membership of category c.
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12.6.2. NGL coefficient

Ng et al.8 proposed the Correlation Coefficient (CC), a variant of χ2 metric,

the square of CC is the χ2 value, to be used in text classification. In our

experiments we compute the NGL Coefficient using the equation below:

CCw =

√
N(cwcw − cwcw)

√

(cw + cw) × (cw + cw) × (cw + cw) × (cw + cw)
.

A positive value of CCw indicates w is a a possible feature word and

correlates with c, while a negative value means w correlates with c.

The NGL coefficient8 is reported to have better performance than χ2.

Ng et al. report that NGL’s better performance is due to the fact that it

selects those words that correlate with c (i.e. are positive) and does not

select those words which correlate with c, unlike the χ2 statistic.

12.6.3. GSS coefficient

Galavotti et al.6 proposed a simplified χ2 (sχ2) statistic. The simplifi-

cation is made by: removing the
√
N factor from the numerator (since

it is equal for all pairs of cw, and therefore becomes redundant); remov-

ing
√

(cw + cw) × (cw + cw), since this has a low value for rare words and

therefore resulting in rare words being given a high CC score (previous

studies25 have shown rare words to be least effective in text classification

problems); removing the factor
√

(cw + cw) × (cw + cw) from the denomi-

nator since it serves to emphasize very rare categories (i.e categories with

very few examples). Removing these three factors from CC yields the GSS

coefficient. In our experiments we compute the GSS coefficient using the

equation below:

sχ2 = (cwcw − cwcw).

Galavotti et al.6 show that GSS coefficient outperforms both the χ2 statistic

and the NGL coefficient. Similar to NGL, the positive values correspond to

features which correlate with c, while negative values correspond to features

which correlate with c, and so only considring positive words.

12.6.4. Mutual information

Mutual Information (MI) is a criterion commonly used in statistical lan-

guage modeling of word associations and related applications.9,10 MI has
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been used in text classification in Refs.11–15 and.7 In our experiments we

compute the Mutual Information criterion using:

MIw =
cw ×N

(cw + cw) × (cw + cw)
.

Mutual Information (MI) has shown some conflicting results. Some re-

port MI as being one of the best performers and others report it as being

one of the worst performers. For instance, Refs.14 and7 both report that

MI performs worse than other methods. However, Ref.15 report no signifi-

cant difference in performance between MI and the other feature selection

methods.

One weakness of MI is that rare words are emphasized (i.e. they are

assigned a high score). In Ref.,15 rare words which are ranked very high

by MI are discarded. This could be a contributing factor to the differences

achieved in their performance.7,15 Joachims13 agree with this finding and

report good performance of MI when rare words are removed from the

data.15

12.6.5. Information gain

Information Gain (IG) is a frequently employed word scoring metric in
machine learning.16,17 Information gain measures the number of bits of
information obtained for category prediction by knowing the presence or
absence of a word in a document. In text classification, IG has been em-
ployed in Refs.5,7,14,18,19 In our experiments we compute IG using:

IGw = −P (c) log
2
P (c) + P (c) log

2
P (c) − (P (w) × (−P (cw) log

2
P (cw)

−P (cw) log
2
P (cw)))+ (P (w) × (−P (cw) log

2
P (cw) − P (cw) log

2
P (cw))).

Information Gain (IG) is another word scoring metric which shows con-

flicting results. Yang and Pedersen16,20 report good performance of IG,

when compared with other mehods. However, this was not the case in.14

Mladenic14 report IG as being one of the worst performers. A reason for

this conflict may be due to the fact that different domains and different

classification algorithms were used in their experiments.

12.6.6. Odds ratio

Odds Ratio (OR) was proposed in Ref.20 for selecting words for relevance

feedback. It has been used in Refs.5,15,21,22 for selecting words in text

categorization. Odds ratio takes values between zero and infinity. One
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(‘1’) is the neutral value and means that there is no difference between the

groups compared, close to zero or infinity means a large difference, larger

than one means that the relevant set has a larger proportion of documents

which contain the word, than the irrelevant set, smaller than one means

that the opposite is true. In our experiments we compute the odds ratio

using:

ORw =
cwcw
cwcw

.

Mladenic,21 Mladenic et al.23 and Caropress5 report that compared to

mutual information and information gain odds ratio was the most successful

feature selection method. A reason for this may be because Odds Ratio

favors words which correlate with c. As a result, words that occur very

few times in c but never in c will get a relatively high score. Thus, many

words that are rare among positive categories will be ranked at the top of

the word list.

12.6.7. Document frequency

Document Frequency (DF) is the number of documents in which a word

(w) occurs. It is a simple and common technique employed in several text

categorization problems.1,8,20,25 In our experiments we compute DF using:

DFw = cw + cw.

Previous research show that DF gives good performance for feature se-

lection.5,7 However, DF is considered as an ad hoc approach to improve effi-

ciency and it is not considered as a principled criterion for selecting predictive

features.

12.6.8. Fisher criterion

The Fisher criterion is a classical measure to assess the degree of separation

between two classes. We use this measure in text classification to determine

the degree of separation of documents which contain word w within the sets

c and c. In our experiments we compute the Fisher criterion using:

fw =
(cµw

− cµw
)2

(cσw
)2 + (cσw

)2

where cµw
is the mean number of documents which contain the word w and

belong to c, σw is the standard deviation of documents in c that contain

the word w.
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12.6.9. BSS/WSS criterion

This feature selection metric has been used in the context of gene selection.2

As far as we know, this metric has never been employed in the context

of text classification. The metric represents the ratio of between sum of

squares (BSS) to within sum of squares (WSS) of two groups. In our

experiments we compute this metric using:

BSS(w)

WSS(w)
=

∑N
j=1

∑

C∈{c,c} I(dj = C)(µC,w − µw)2

∑N
j=1

∑

C∈{c,c} I(dj = C)(xw,j − µC,w)2

where I(dj = C) = 1, if document j belongs to C (where C ∈ c, c) and zero

otherwise, µw is the average occurrence of word w across all documents, µc,w

denotes the average occurrence of word w across all documents belonging

to c. xw,j , is the frequency of occurrence of word w in document j.

12.6.10. The GU metric

In statistical analysis, significance testing (z), measures the differences be-

tween two proportions. A high z score indicates a significant difference

between the two proportions. This is the motivation behind the algorithm.

We use the z score to measure the difference in proportions between docu-

ments which contain word w and belong to c and those that contain w and

belong to c. The larger the z score the greater the difference in proportions

so the word is better as a discriminator of the two classes. We evaluated

variations of the raw z score as a feature selection metric. The GU metric

uses the following formula:

GUw = |z| · cw · nc

nc · cw
.

Here z is computed as follows:

z =
cw − cw

√

p(1 − p)
(

1
nc

+ 1
nc

)

where

p =
cw + cw
nc + nc

.

12.7. Experimental Setting

In our experiments we chose to use the 20 Newsgroups data set.24 This data

set is widely used as benchmark in text classification experiments. The 20
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Newsgroups data set consists of Usenet articles collected from 20 different

news groups.a For our experiments we train one Naive Bayes classifier for

each news group. The task was to learn whether a certain news article

should be classified as a member of that news group.

The news groups data was pre-processed before being used in the ex-

periments. Mail headers were removed, only the body and the subject line

were retained from each message. The words found in the standard stop-list

were also removed and the remaining words were stemmed.

The news articles in each news group were divided into a training set

and a test set. Using 80% of the documents to represent the training set

and 20% of the documents to represent the test set. For each experiment

two sets were formed. Set one, which will be referred to as c from hereafter,

contains all news articles of the training set for that news group, set two

(c), is a combination of all remaining news articles from the training sets of

all the other news groups. Next each word appearing in c and c is assigned

a score using one of the word scoring metrics. The words are then sorted

according to their individual scores and the top scoring words are selected

to represent the feature subset. This feature subset V = {w1, . . . , wn},
consists of n distinct words. The Naive Bayes probabilistic classifier is then

used to decide the most probable class (c or c) for each news article from

the test set, depending on whether the news article contains words from V .

The Naive Bayesian probabilistic classifier is computed using the equa-

tion below:

c∗ = argmax P (C|d) = argmax P (C)

n
∏

k=1

P (wk|C)N(wk ,dC)

where, C ∈ {c, c} and N(wk, dC) is the number of occurrences of word wk

in news article dC .

The word probabilities P (wk|C) are computed using the Laplacian prior

(see equation below).

P (wk|C) =
1 +

∑

di∈C
N(wk, di)

|V | + ∑|V |
r=1

∑

di∈C N(wk, di)

Performance of each word scoring metric was measured by increasing

the feature set size by 10 features each time, until a total of 1000 features

were selected. Each feature scoring metric was evaluated using the same

training and test set.
aOver a period of time 1000 new articles were taken from each of the news groups and
with the exception of a few articles, each article belongs to exactly one news group.
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12.8. Empirical Validation

To evaluate the performance of each feature scoring metrics we used the

performance measures: precision (p), recall (r), F1 measure and F2 measure

(see equations below):

p =
A

A+B

r =
A

A+ C

F1 =
2pr

r + p

F2 =
3pr

r + 2p

where A is the number of news articles correctly classified, B is the number

of news articles incorrectly classified. C is the number of news articles in

the category. The F measures are a combination of both the precision p

and recall r metrics. In our experiments we report both the F1 and F2 for

each experiment.

12.9. Results

The results presented below report the average precision, recall, F1 and

F2 measures for each category prediction. They are calculated using a set

of correctly classified documents. Reported results are averaged over five

repetitions using a different training and test set each time.

Figure 12.4 shows the precision versus feature set size. It can be seen

that χ2 and NGL metrics show similar results and they show the best

precision scores. Next best is the GU metric. The worst precision scores

are obtained by Mutual Information. Figure 12.5 shows the recall versus

number of features. Here, the best performers are IG and GSS coefficient,

next is the GU metric. Figure 12.6 shows the F1 scores versus number of

features. Here, the GU metric shows the best performance. Figure 12.7

shows the F2 scores versus number of features, these results show similar

results to the F1 measures.
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Fig. 12.4. Precision of the feature selection experiments.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 100 200 300 400 500 600 700 800 900 1000

R
ec

al
l

Feature Set Size

Feature Selection Experiments

Odds Ratio
Chi-Squared

Information Gain
Mutual Information

Term Frequncy
Fisher Crierion

BSS/WSS
NGL
GSS

GU metric

Fig. 12.5. Recall of the feature selection experiments.

12.10. Summary and Conclusions

We have presented a comparative study of existing feature selection meth-

ods and some new ones using Lang’s 20 Newsgroups dataset, to measure
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the performance of each feature scoring methods in text classification.

Our experimental results are not in contradiction with previously re-

ported results of Mladenic,12 they report that OR had better F1 scores

than IG and MI. This is also what we conclude. The overall worst per-
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former has been obtained by the MI method which is what Mladenic and

Yang and Pedersen reported.

In our experiments we do not report a difference in performance between

the NGL coefficient and the χ2. Also, GSS coefficient does not perform

better than NGL and χ2. In our study we can conclude that the best

performers using the Naive Bayesian classifier is χ2, GU metric, BSS/WSS,

NGL. GSS and IG show similar behavior.

The results which we have obtained from this study are promising. The

GU metric performs as well as some of the more common feature selection

methods such as χ2 and outperforms some other well known feature selec-

tion methods such as Odds Ratio and Information Gain. Our experimental

evaluations are still ongoing. In particular we are continuing experimental

evaluations on different domains and using different classifiers.
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