NUMERICAL AND
ANALYTICAL
METHODS
WITH MATLAB"

WILLIAM BOBER
CHI-TAY TSAI
OREN MASQORY

CRC Press
Taylor & Francis Group



NUMERICAL AND
ANALYTICAL
METHODS WITH
MATLAB®



CRC Series in
COMPUTATIONAL MECHANICS
and APPLIED ANALYSIS

Series Editor: J.N. Reddy
Texas A&M University

Published Titles

ADVANCED THERMODYNAMICS ENGINEERING
Kalyan Annamalai and Ishwar K. Puri

APPLIED FUNCTIONAL ANALYSIS
J. Tinsley Oden and Leszek F. Demkowicz

COMBUSTION SCIENCE AND ENGINEERING
Kalyan Annamalai and Ishwar K. Puri

EXACT SOLUTIONS FOR BUCKLING OF STRUCTURAL MEMBERS
C.M. Wang, C.Y. Wang, and J.N. Reddy

THE FINITE ELEMENT METHOD IN HEAT TRANSFER AND FLUID DYNAMICS,
Second Edition
J.N. Reddy and D.K. Gartling

MECHANICS OF LAMINATED COMPOSITE PLATES AND SHELLS: THEORY
AND ANALYSIS, Second Edition
J.N. Reddy

NUMERICAL AND ANALYTICAL METHODS WITH MATLAB®
William Bober, Chi-Tay Tsai, and Oren Masory

PRACTICAL ANALYSIS OF COMPOSITE LAMINATES
J.N. Reddy and Antonio Miravete

SOLVING ORDINARY and PARTIAL BOUNDARY VALUE PROBLEMS in
SCIENCE and ENGINEERING
Karel Rektorys



CRC Series in
COMPUTATIONAL MECHANICS and APPLIED ANALYSIS

NUMERICAL AND
ANALYTICAL
METHODS WITH
MATLAB®

WILLIAM BOBER
CHI-TAY TSAI
OREN MASORY

CRC Press
Taylor & Francis Group
Boca Raton London New York

Taylor & Francis Group, an informa business




MATLAB?® is a trademark of The MathWorks, Inc. and is used with permission. The MathWorks does not
warrant the accuracy of the text or exercises in this book. This book’s use or discussion of MATLAB® soft-
ware or related products does not constitute endorsement or sponsorship by The MathWorks of a particular
pedagogical approach or particular use of the MATLAB® software.

CRC Press

Taylor & Francis Group

6000 Broken Sound Parkway N'W, Suite 300
Boca Raton, FL 33487-2742

© 2009 by Taylor & Francis Group, LLC
CRC Press is an imprint of Taylor & Francis Group, an Informa business

No claim to original U.S. Government works
Version Date: 20131120

International Standard Book Number-13: 978-1-4200-9357-5 (eBook - PDF)

This book contains information obtained from authentic and highly regarded sources. Reasonable efforts
have been made to publish reliable data and information, but the author and publisher cannot assume
responsibility for the validity of all materials or the consequences of their use. The authors and publishers
have attempted to trace the copyright holders of all material reproduced in this publication and apologize to
copyright holders if permission to publish in this form has not been obtained. If any copyright material has
not been acknowledged please write and let us know so we may rectify in any future reprint.

Except as permitted under U.S. Copyright Law, no part of this book may be reprinted, reproduced, transmit-
ted, or utilized in any form by any electronic, mechanical, or other means, now known or hereafter invented,
including photocopying, microfilming, and recording, or in any information storage or retrieval system,
without written permission from the publishers.

For permission to photocopy or use material electronically from this work, please access www.copyright.
com (http://www.copyright.com/) or contact the Copyright Clearance Center, Inc. (CCC), 222 Rosewood
Drive, Danvers, MA 01923, 978-750-8400. CCC is a not-for-profit organization that provides licenses and
registration for a variety of users. For organizations that have been granted a photocopy license by the CCC,
a separate system of payment has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and are used
only for identification and explanation without intent to infringe.

Visit the Taylor & Francis Web site at
http://www.taylorandfrancis.com

and the CRC Press Web site at
http://www.crcpress.com



Contents

PrefacE . ccccvueereeeercneeeeccscsneeeecesssnseeeecsssnneseesssssnsessesssnnsssesssssnssassssssnnsssessssanassassns xi
Acknowledgments .......ceeeeerenrennensnisnisninninninininininiinininisisisisissesn xv
AULROTS e icieeiiirneiennrieenntienseiesssntecssnstesssnsesssnsssssassesssnsesssassessansesssnsssssansssse xvii
1  Numerical Modeling for Engineering .......ccceecveeuscresuncsesscrcsnssecsnsscsenes 1
1.1  Computer Usage in Engineering.........c.ccceeiiiiiiiiniinininiiniiinns 1

1.1.1  Importance of the COmPULEr......ceererveeririeiniereerieiecneeneaes 1

1.1.2 Computer Usage.......coeiviiviiiniiiiiiiiiiiiniciiiesciennn 1

1.2 The Mathematical Model .......c..cocuvivviiiiiiiiiiiieceeceeeeeee e 2

1.3 Computer Programming ..........cccoceviviiininiiininiiniinens 2

1.4  Preparing a Computer Program........ccocecvviericiniiciniccnneiniccnens 3

1.5 Recommended Procedures for Writing a Program.........c.cccocceueueuennee. 3

1.6 Building Blocks in Writing a Program.........cccccoeveevvcecineinncrennnnen. 3

2 MATLAB Fundamentals.......c.cecceeercreeserssneesnesssnessseesssesssnssssessssessaneses 5
/0% R 6513 o Ye AU ol (o & WU 5

2.1.1  The MATLAB Windows .......ccooovevvuiiveriiieeeieeeeeeeeeesee e 5

2.2 Constructing a Program in MATLAB.........ccccoviiinininiii, 8

2.3 The MATLAB Program ........ccccccceeeeiniriniricicieiiiiiininiscieeeccseeiennns 8

2.4 Program Examples........cccooviiniiiiiiniiiiniiiniice 18

2.5 Debugging a Program..........ccocececiviiiininiiciniinniccneceees 26

2.6 3-D and Contour Plots......c...coeeeeriieirieeieeeie et 28
PLOJECLS .ttt 29
REFEIONCES ..ttt et et eetee e re e e 44

3 MALLICES . ueerrreeereeseeessseessesssnesssessssessasesssassssessssessanssssassasesssassssessasesssases 45
3.1 Matrix OPerations......cccecevueeeueruereeuinierinuerieeeenseenesseesresseessensenens 45

3.2 System of Linear EQUAtiONs .....cc.eeveruevininieininieininiecneiccneeccseenenes 48

3.2.1  The 70 FUNCHON «..vveeeiieiie e 49

3.2.2 The Gauss Elimination Function.......cc.ccceevevviiviiiieenneenne 49

3.2.3  EXaMPIEs c.coveiriiniiiiiiciinenectn e 50



vi

m  Contents

3.3 Gauss Elimination.......cccceverinininininiiieieeseseseseececetee e 55
3.4 The Gauss—Jordan Method........cccceetreiriirienininieieereeeeeeeieas 61
3.5  Number of SOIUTIONS «..cocvevveriiriririieereeieeee e 63
3.6 Inverse MatrixX ..c.ccoeivirieininiiiniciciieciecceeeee e 64
3.7 'The Eigenvalue Problem ........cccoccoeeinieininiiinniiniiicncceee, 68
EXEICISES c.euviiieiieiiete ettt et s 72
PLOJECES c.vviuiiiiiiiiiiiiicicc s 72
REFEIENCE ..ottt 76
Roots of Algebraic and Transcendental Equations.........ccceeverenenrennnnne 77
4.1 The Search Method ........cooueriininiininieieieeeeee e 77
4.2 Bisection Method ..o 77
4.3 Newton—Raphson Method.......cccccvivirininiininnncncncccneene, 79
4.4 The fzero FUNCUON c..eoveuiriiiiiriiiciinicceccee et 80

441 Example Programs......c.cocccveeecinerecineiceneennieieseeneenens 84
PLOJECES cuviviiiiiiiiiicicrc 83
REFEIENCE ...ttt 93
Numerical Integration......cuccveeeeeeresresesensenseniensensiesnessessessessessesessnsanes 95
5.1  Numerical Integration and Simpson’s Rule..........cccoeceiniiiinninnes 95
5.2 Improper Integrals.......ccooeioineioinieiineiicineceeeeeen 98
5.3 MATLAB’s Quad Function.......cccceeueevenienieneneneseeeeeeeeie e 100
54 MATLAB’s DBLQUAD Function .......ccceeevvrieseeseneneeeeeeneeneenns 101
EXEICISES c.veeuvirieeieeteett ettt e 102
PLOJECES c.vvviiiiiiiiiiiiiicc 103
Numerical Integration of Ordinary Differential Equations............... 105
6.1  The Initial Value Problem.........cccocveeveriniinininnincinciccncnene 105
6.2 'The Fourth-Order Runge—Kutta Method........ccccveiciniicnnine. 107
6.3  System of Two First-Order Equations.......c.ccccoeeerincincnccncnenn. 108
6.4 A Single Second-Order Equation.......c.ccveveeinieecineccnecccneneenes 108
6.5 MATLAB’s ODE FUnCtion ......cccceceeeeieieneneneneneneeeeseeneennennens 110
6.6 Ordinary Differential Equations That Are Not

Initial Value Problems ........cccoveirinieiininieininiecnecececeeeas 112
6.7  Solution of a Tri-Diagonal System of Linear Equations................. 112
6.8  Difference Formulas .......ccoovinieiiiniinineiieeseeeeceeeae 115
6.9 Deflection of a Beam .....ccccevuivieirienieiiiinieirieeceeeee e 118
PrOJECES cuviiviiiiiiiiiiiiiii 121
SimUulinK..eceeiivinniiniiiiiininencnisne s aees 141
7.1 INtroduction c.coueeeeerieieeiieiee e 141
7.2 Creating a Model in Simulink........ccooiiiii 141

7.3 Typical Building Blocks in Constructing a Model.........c.cccoeunneeeee. 143



10

Contents ® vii

7.4 Constructing and Running the Model ...........cccccccooiinnnnnn. 146
7.5  Constructing a Subsystem ........cccceeoivviiininiiiniiiniie, 146
7.6 Using the mux and fcn Blocks......ccccciviininiiiiiiiiie, 146
7.7 The Relay Block......ccccoeviniiiiiiniiiiiiiciicciiccecee, 148
7.8 The Switch Block....coocioiiiiiiiiiiiiciiccee 149
7.9  Trigonometric Function Blocks .......ccocoeviniieinniinnccniiiinee, 150
PrOJECES cviviiiiiiiiiiiciiccc 152
CUrve Fitting ... eeeeeneeeiiennienitnciennenineneessesssssssessssssssesssessanees 155
8.1  Curve-Fitting ObJective....covevevirurreinirreinieieineereinereineeeeneneeeen 155
8.2  Method of Least SQUALES ....oveuevurveeireereeirirreineereireeieeneereenieneeeen 155
8.3  Curve Fitting with the Exponential Function.........ccccccccociiinnnn 158
8.4 MATLAB’s Curve-Fitting Function......c.coccecveeveeenvrereneccnecncnees 160
8.5 Cubic Splines......ccccoviviiiiiiiiiiiiiiiii 162
8.6 'The Function Interpl for Cubic Spline Curve Fitting.................... 164
8.7  Curve Fitting with Fourier Series ... 164
PLOJECES vttt 167
OPtiMIZAtiON cuuceeeeerreecseensenssressnesssecssseesnessseesssessssessasesssessssssssessssees 171
9.1 INtrodUCtion ..cc.euieieuiiiiciiiciicec e 171
9.2 Unconstrained Optimization Problems ........cccccvveveencnennenencn. 172
9.3  Method of Steepest DesCent .......coevveuervenieeinienieeninceneniecneneenns 173
9.4  Optimization with Constraings ........c.coceveerererenenernenercnenienns 176
9.5 MATLAB’s Optimization Function .........cccccceeeiriniiinininnncnn. 178
EXEICISES..eviiuiiiiiiiiiiiciic 182
PLOJECES c.viviiiiiiiiiiiiciicc 182
REFEICICE ..ttt 186
Partial Differential EQuations.......ucoeveeeseeienesnniennenecienennsensessnnnnens 187
10.1 'The Classification of Partial Differential Equations.......c.cccceeeveee. 187
10.2  Solution by Separation of Variables.........c.coceveverevereneenneennencne. 188
10.2.1 The Vibrating String........cccccceciviviviriciieciiinininnicceeenes 188
10.2.2 Unsteady Heat Transfer I (Bar)....c.ccccoeeerenecenincccncnencne 192
10.2.3 Unsteady Heat Transfer II (Cylinder) .......cocccvvevveccrennencne 199
10.3 Unsteady Heat Transfer in 2-D ...ccccviniiinincnnincnnccecnene 206
10.4 Perturbation Theory and Sound Waves.......ccoeeerencrinincccnennencns 211
10.5 Review of Finite Difference Formulas........cccccveuieineicneinnenne. 217
10.6 Example of Applying Finite Difference Methods to Partial
Differential EQUAtIONS ...c.coveueerrerieinieniinieieirreineereeeereeneeeesenene 217
10.6.1 The Explicit Method.....c.cccoeinreinnecinincinicinecceneee 218
10.6.2 The Implicit Method ....c.coevvirreennccnieincencieneene 220

PLOJECES c.viviiiiiiiiiicii 221



viii

11

12

13

14

m  Contents

Iteration Method ......cceieieieisninninnisinsensinsneneinieinninnceeeeeeseeeenes 233
11.1 Iteration in Pipe Flow Analysis......c.ccccovemerrvinennienccnenccnennenens 233
11.2 The Gauss—Seidel Method........cccecevuerieirienieiriinieeeeceee 235
11.3 The Hardy—Cross Method........cccoeueeinnininieinniincceceene 238
PLOJECES weuveueuieeiietentetett ettt ettt ettt ettt eb e 241
REfEIENCES ...ttt 248
Laplace Transforms ....cceecveivcscnnecsesessessensensenseississcsscsseesesseeseesessasses 249
12.1 Laplace Transform and Inverse Transform ..........cccccovvniincnnee. 249
12.2 Transforms of Derivatives.......c.cocvveveeerieuerinierenenierenenieeneneseneenenenes 256
12.3 Ordinary Differential Equations, Initial Value Problem ................ 257
12.4 A Shifting Theorem ... 260
12.5 The Unit Step Function ........ccccovueecinniciniicniiincccicineee, 263
12.6 Laplace Transform of the Unit Step Function.........ccccccvvueuennnnee. 264
12.7  ConvolUtion .....coeuevivueuinirieiieieienietreeees et 268
12.8 Laplace Transforms Applied to Partial Differential Equations....... 271
12.9 Laplace Transforms and Complex Variables .......c.cccoceeeerieuinnnenee. 276
12.9.1 Residues and Poles........cccevvreinerreininecinineinireineeecnen 278
EXEICISES . .eviiviiiiiiiiiiiicc 281
REFEICICES .ttt ettt 282
An Introduction to the Finite Element Method ......cccoveruerenenennnnee. 283
13.1 Finite Element Method for Stress Analysis .......cccooeveverinencncnenns 283
13.2  Structural Mechanics Plane Stress Analysis......cccocevevnveneccncnenne 283
13.3 The Shape Function for a Linear Triangle Element........ccccoeuneeeee. 288
13.3.1 3-Node Triangular Element for 2-D Stress Analysis......... 290
13.3.2 Shape Function in Area Coordinates..........ccccccovevivrurinnnnes 291
13.3.3 Finite Element Formulation Using Triangular
Elements . ...eveerieuierieieniricinieiceniecentetce et 292
13.4 Finite Element Analysis Using MATLAB’s PDE Toolbox ............. 299
13.5 Structural Mechanics Plane Strain Analysis ........cccccoovniiicnnee. 320
13.6 Model Analysis of 2-D Structures ......eceeeveevererieverenierenrerenennenenes 321
13.7 Finite Element Analysis for Heat Transfer .......c.cccoveennercnennenne. 325
PLOJECLS .ottt 339
REfEIENCES ...ttt 341
Control SYStems...ccuceveerecsensensensnississessisessississessessessessssssessesssssssseesen 343
14.1  INErodUCiON c.ceerveuieeirieieiirietctrtctetet ettt 343
14.2 Representation of Systems in MATLAB ......ccccccovinicniinennnennnn. 346
14.2.1 Transfer Function Representation........cccocevveevvenvecrennene. 348
14.2.2 Zero-Pole-Gain Format of Transfer Function
Representation .......coeeveerveniererienieinienteeneneeneseeeeieneenens 350

14.2.3 State Space Representation .......c.coceevveeerenieenenicncnenencns 352



Contents W ix

14.3  Closed-Loop SyStems........cceevueeeeuirieneeinenieinreeneneeeeneeeeneneenens 355
14.3.1 DC Motor Modeling........cccoceiviniiininininniiniiiniinns 355
14.3.2 Block Diagrams.........ccccceueuiiiininininicieieeiiiisseeeeenee 357

14.3.3 MATLAB Tools for Defining the Closed-Loop System....358
14.4 MATLAB Tools for the Performance Analysis

of Closed-Loop SYStems. .....coevueeruenieirenieirienieenienieenienseesieneenens 361
14.4.1 RoOt Locus PLots....c.couvveueerieininiciiinieieeccrereeneeeeenee 361
14.4.2 NyquiSt PlOts .c.evveeruenieininieirinenecenenceseeeseneeeae 363
14.5 MATLAB’s SISOtool ......cooviiiiiiiiiiiiiiiicccceccees 367
14.5.1 Example to Be Used with SISOtool.......ccevvvrveineercinnnee 367
14.5.2 SISOtool Main Features......cccoeveuererrecineeecnnreineenecnnnne. 370
14.5.3 Using SISOtool to Design the Controller for Example
at Beginning of This Section.......cccovveeeereennicinnccnnnee 371
14.6 Application of Simulink in Controls and Dynamic Systems.......... 377
14.6.1 Example of Control of the Fluid Level in Coupled
TANKS ettt 377
14.6.2 Design of a Feed-Forward Loop Using Optimality
CrILErIA et 385
14.6.3 Active SUSPENSION ....ccvveviiriiiiiiciiiieicece e 391
14.6.4 Sampled Data Control System.....c.ccccoveeevenueeninencncnencns 394
14.6.5 Implementation of ADC and DAC in Simulink............... 397
14.7 Simulink’s Data Acquisition ToolboX .......ccccccveeerenerninencnenencns 405
14.7.1 Analog INPUL c.c.coveviinieiiiiiciieceecreceeeeseee s 406
14.7.2  Analog OUtPUL ......cccueviiiiiiiiiiiiic e 407
14.7.3  Digital Input.......ccccvvvviiiiiiiiiiiiiiiiiicccces 408
14.7.4 Digital Output ......ccoovvviiiiiiiiiiiiiccccces 408
PLOJECES voviueriiiintetcertet ettt ettt ettt sttt 412
ERNOCES ettt 417
APPEndix At a e e es 419
APPendix Bt 423
APPENAIX € ueneirririnisnicnnisiisinstisississississnsessississsssesssssssssssssssssssessessssssses 429






Preface

I have been teaching computer applications in mechanical engineering (ME) at
Florida Atlantic University (FAU) for many years. The Department of Mechanical
Engineering at FAU offers two courses in computer applications in ME. The first
course is usually taken in the student’s sophomore year, while the second course is
usually taken in the student’s junior or senior year. Students entering FAU from
the community colleges are given credit for the first course if they have completed
a course in C or C++. Both computer classes are taught as a lecture—computer lab
course. The MATLAB® software program is used in both courses. To familiarize
students with engineering-type problems, approximately six to seven engineering-
type projects are assigned during the semester. Students have, depending on the
difficulty of the project, either one or two weeks to complete the project. Since I
have 7oz found a satisfactory MATLAB text for the type of course that I teach, I
have written supplementary material manuals for these courses, which students are
required to purchase from our department office. I believe that the best source for
students to complete my assigned projects is my Supplementary Material Manual.
As a result, I have converted and expanded this material into a textbook, which
other schools may use. The textbook includes many of the projects that I have
assigned to my classes over several years. In addition I have asked two of my col-
leagues to contribute to the textbook. Dr. T. C. Tsai has contributed a chapter
on the finite element method using MATLAB (“MATLAB’s Partial Differential
Equation Toolbox”) and Dr. Oren Masory has contributed a chapter on control
systems using MATLAB (“MATLAB’s Control System Toolbox”).

The advantage of using the MATLAB software program over other software
programs is that it contains built-in functions that numerically solve systems of
linear equations, systems of ordinary differential equations, roots of transcendental
equations, integrals, statistical problems, optimization problems, control systems
problems, stress analysis problems using finite elements, and many other types of
problems encountered in engineering. A student version of the MATLAB pro-
gram is available at a reasonable cost. However, to students, these built-in func-
tions are essentially black boxes. By combining a textbook on MATLAB with basic

xi
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numerical and analytical analyses (although I am sure that MATLAB uses more
sophisticated numerical techniques than are described in this text), the mystery of
what these black boxes might contain is somewhat alleviated. The text contains
many sample MATLAB programs (scripts) that should provide guidance to the
student on completing the assigned projects. I believe that the projects in this textbook
are more like what a graduate engineer might see in the industry rather than the usual
small problems that are contained in many textbooks on the subject.

Furthermore, we believe that there is enough material in this textbook for two
courses, especially if the courses are run as lecture—computer laboratory courses.
The advantage of running these courses (especially the first course) as a lecture—
laboratory course is that the instructor is in the computer laboratory to help the
student debug his or her program. This includes the sample programs as well as
the projects. The first course should be at a lower level, perhaps during the first or
second semester of the sophomore year. Chapters 1 through 6 would be appropriate
for this first course. These chapters include:

Chapter 1: Numerical Modeling for Engineering

Chapter 2: MATLAB Fundamentals

Chapter 3: Matrices

Chapter 4: Roots of Algebraic and Transcendental Equations
Chapter 5: Numerical Integration

Chapter 6: Numerical Integration of Ordinary Differential Equations

Chapters 7 through 14 are appropriate for a course at the senior or first year gradu-
ate levels. These chapters include:

Chapter 7: Simulink

Chapter 8: Curve Fitting

Chapter 9: Optimization

Chapter 10: Partial Differential Equations

Chapter 11: Iteration Method

Chapter 12: Laplace Transforms

Chapter 13: An Introduction to the Finite Element Method (requires the Partial
Differential toolbox)

Chapter 14: Control Systems (requires the Control System toolbox)

All chapters, except for Chapters 1 and 12, contain projects. Chapters 3, 5, and
12 also contain several exercises. Projects differ from exercises in that the student
is required to write a computer program in MATLAB that will produce tables or
graphs, or both. Exercises only require the student to use pencil and paper and
produce a single answer.

Schools offering a course in computer applications similar to FAU’s
Computer Applications in ME II, but not having offered an earlier course using
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MATLAB, would have to include Chapter 2 as part of the course, since it covers
MATLAB fundamentals.

The governing equations for most projects are derived either in the main body
or in the project description itself, or in the Appendices. A chapter on Laplace
Transforms has been included because the control systems chapter (Chapter 14)
utilizes Laplace Transforms; this chapter also utilizes Simulink. An introduction to
Simulink is covered in Chapter 7.

MATLAB is a registered trademark of The MathWorks, Inc. For product infor-

mation, please contact:

The MathWorks, Inc.

3 Apple Hill Drive

Natick, MA 01760-2098 USA
Tel: 508 647 7000

Fax: 508-647-7001

E-mail: info@mathworks.com
Web: www.mathworks.com
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Chapter 1

Numerical Modeling
for Engineering

1.1 Computer Usage in Engineering

1.1.1 Importance of the Computer

Nearly all engineering firms today utilize the computer in one way or another.
Therefore, if a student has a programming capability, he will be more valuable to
the firm that hires him than someone without such a capability.

1.1.2 Computer Usage
In engineering, the computer is mainly used in
a. Solving mathematical models of physical phenomena.

b. Storing and reducing experimental data.
c. Controlling machine operations.

The engineer’s interest lies in
a. Design of equipment.

b. Evaluation of performance of equipment.
c. Research and development.

—
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These can be accomplished by

a. Full-scale experiments. May be prohibitively expensive.

b. Small-scale model experiments. Still very expensive and extrapolation is fre-
quently questionable.

c. A mathematical model, which is the least expensive and fastest. It can give
more detailed answers and different cases under different conditions can be
run quickly. If chere is confidence in a mathematical model it will be used in
preference to an experiment.

1.2 The Mathematical Model

Physical phenomena are described by a set of governing equations. Numerical
methods are frequently used to solve the set of governing equations. Reason: We
don’t have methods for obtaining closed-form solutions for many types of problems
involving general geometric conditions.

Numerical methods invariably involve the computer. The computer per-
forms arithmetic operations upon discrete numbers in a defined sequence of
steps. The sequence of steps is defined in the program. A useful solution is
obtained if

a. The mathematical model accurately represents the physical phenomena; that
is, the model has the correct governing equations.

b. The numerical method is accurate. Note: If the governing equations aren’t
correct, the solution will be worthless regardless of the accuracy.

c. The numerical method is programmed correctly.

This book is mainly concerned with items (b) and (c).

1.3 Computer Programming
The advantages of using the computer include:
a. It can carry out many, many calculations in a fraction of a second.
b. To get the computer to carry out the calculations, one has to write a set of
instructions.

The modern electronic digital computer consists of the following:

a. Inpur unit—provides data and instructions to the computer.
b. Memory/storage unit—in which data and instructions are stored.
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c. Arithmetic-logic unit—which performs the arithmetic operations and pro-
vides the decision-making ability (or logic) to the computer.

d. Control unit—takes instructions from memory; interprets and executes the
instructions.

e. Outpur unir—prints out results of the program or displays results on a
screen.

The control unit + the arithmetic logic unit are considered the central processing
unit (CPU).

1.4 Preparing a Computer Program

For problems of interest in this book, the digital computer is only capable of per-
forming arithmetic, logical, and graphical operations. Therefore, arithmetic pro-
cedures must be developed for solving differential equations, evaluating integrals,
determining roots of an equation, solving a system of linear equations, etc. The
arithmetic procedure usually involves a set of algebraic equations. A computer solu-
tion for such problems involves developing a computer program that defines a step-
by-step procedure for obtaining an answer to the problem of interest. The method
of solution is called an algorithm.

1.5 Recommended Procedures for Writing a Program

a. Study the problem to be programmed.

b. List the algebraic equations to be used in the program.

c. Create a flow chart or outline.

d. Carry out a sample calculation by hand.

e. Write the program using the outline and the list of algebraic equations.

1.6 Building Blocks in Writing a Program

a. Arithmetic Statements

b. Input/Output Statements

c. Loop Statements (for loop and while loop)
d. Alternative Path Statements (if'and e/seif)
e. Functions (built in and self-written)






Chapter 2
MATLAB Fundamentals

2.1 Introduction

MATLAB® is a software program for numeric computation, data analysis, and
graphics. One advantage that MATLAB has for engineers over software packages
such as C/C++ or Fortran is that the MATLAB program includes functions that
numerically solve large systems of linear equations, a system of ordinary differential
equations, roots of transcendental equations, integrals, statistical problems, opti-
mization problems, control system problems, and many other types of problems
encountered in engineering. MATLAB also contains toolboxes, which must be
purchased separately, that are designed to solve problems in very specialized areas.

2.1.1 The MATLAB Windows

By clicking on the MATLAB icon on the desktop, several MATLAB windows
open (the default is the MATLAB desktop; see Figure 2.1).

B Command window (in the center; in older versions, the command window
is on the right)—In the command window you can enter commands and
data, make calculations, and print results. You can write a program (or script)
in the command window and execute the program. However, it will not be
saved. Thus, if an error is made, the entire program needs to be retyped. By
clicking the up (T) arrow key on your keyboard the previous command can
be reentered.

B Command history window (bottom right)—This window lists commands that
the user has used in the command window.

%}
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Figure 2.1 MATLAB windows: command, current directory, command history,
and workspace windows. (From MATLAB. With permission.)

B Current directory window (on the top in the center of the task bar area)—

This small window lists the current working directory. To run a MATLAB
program, the program needs to be in the directory listed in this window. The
directory listed in this window can be changed by clicking on the little box
just to the right of the window. This produces a drop-down menu allowing
one to select the directory in which the program resides (see Figure 2.2). If
the working directory is not listed in the drop-down menu, one can click on
the little box containing the three dots, which allows one to browse for the
directory containing the program of interest (see Figure 2.3).

Second window also called the current directory (on the left)—This window
lists all the directories that are available.

Workspace window (upper right)—This window lists all the files in the cur-
rent workspace.

Editor window—DPrograms are best written in the editor window. Programs
are then saved as m files. These files have the extension m, such as heat.m.
To execute the program, return to the command window and type in the
name of the program without the extension (.72). The editor window can be
obtained from the command window by clicking on File in the task bar sec-
tion and selecting New-M-file.



MATLAB Fundamentals m 7

71| @ | Currere Drectery: (€ Docments ard Settrgerf_Adsimistor iy Documersi T =] [0

C-\Documents nd SetingiiP_kinres sty DocLments
CProgran FesUTLATOOM grogramt

3+ C: + Documents and Setts » HP_AGTEmirator & My Doal £-\fexments snd Settngs

| [ame CMATLABR O grogr e

CTevmock_ sobmora

TS

& S1mwt|eaty

W] e | s messsnw. <[4 warian 7701 Tire 1o | [otmes (B SRAEI
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With permission.)
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MATLAB. With permission.)
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2.2

1.

S

Constructing a Program in MATLAB

Start the MATLAB program by double clicking on the MATLAB icon on the
desktop, bringing up the Command Window.

. Click on File-New-M-file. This brings up the editor window.
. Type program in the editor window.
. Save the program in a directory of your own choosing. It is best that this

directory contain only your own MATLAB programs.

. To run the program, return to the Command Window and in the current

directory slot (upper center) select the directory in which the program has been
saved. Then in the Command Window type in the program name without
the .m extension. Example: Suppose the program has been saved as heat.m,
then after the (>>) characters type in beat.

2.3 The MATLAB Program

Variable names

— Must start with a letter.

— Can contain letters, digits, and the underscore character.

- Can be of any length, but must be unique within the first 19 characters.
MATLAB is case sensitive in variable names, as well as in commands.
Semicolon is usually placed after variable definition and program statements;
otherwise, the defined variable appears on the screen; example:

A=[3 4 7 6]
In the command window, you would see

A=
3 476

% sign is used for a comment line.

There is a graphics window to display plots and graphs.

There are several commands for clearing windows.

clc—clears the command window.

clf—clears the graphics window.

clear—removes all variables and data from memory.
ctrl-c—aborts a program that may be running in an infinite loop.
Commands are case sensitive; use lowercase letters for commands.
quit or exit terminates a program.

save—saves variables or data in workspace.

B functions—are also saved as M. files.
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Scripts (programs) and functions are saved as ASCII text files. Thus, they
may be written in either the built-in editor, in notepad, or in a word processor
(saved as a text file).

The basic component in MATLAB is a matrix.

A matrix is designated by brackets; example:

A=|:61 zjl, or A=[1 3;6 5]

A matrix of 1 row and 1 column is a scalar; example:

A=[3.5]

However, MATLAB accepts A = 3.5 (without brackets) as a scalar.
A matrix consisting of 1 row and several columns, or 1 column and several
rows is considered a vector; example:

A=1[2365]; (row vector) A=

; (column vector)

(V2B e) RSV 9]

A matrix can be defined by including a second matrix as one of the elements;
example:

B=[1.5 3.1}
C=[4.0 B]=[40 1.5 3.1]
A specific element of matrix C can be selected by writing
a =C(2); then, a=15

The Colon Operator may be used to

1. Create a new matrix from an existing matrix; examples:

5 7 10
A=l 2 5 2
1 3 1

x=A(,1); gives x =
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The semicolon in the expression (;,1) implies all the rows, and the 1 implies
column 1.

7 10
x=A(:,2:3); gives x=| 5 2
3 1
2. Generate a series of numbers; for example:
n=1:8 givesn=[1234567 8]
To increment in steps of 2 use
n=2:2:8; givesn=[24638].

B Elementary math functions. (A complete set can be obtained by typing “help
elfun”in the Command Window.)
Trigonometric functions:

sin Sine

sinh Hyperbolic sine

asin Inverse sine

asinh Inverse hyperbolic sine
cos Cosine

cosh Hyperbolic cosine

acos Inverse cosine

acosh Inverse hyperbolic cosine
tan Tangent

tanh Hyperbolic tangent

atan Inverse tangent

atan2 Four quadrant inverse tangent
atanh Inverse hyperbolic tangent
sec Secant

sech Hyperbolic secant

asec Inverse secant

asech Inverse hyperbolic secant
csc Cosecant

csch Hyperbolic cosecant

acsc Inverse cosecant

acsch Inverse hyperbolic cosecant
cot Cotangent

coth Hyperbolic cotangent
acot Inverse cotangent

acoth Inverse hyperbolic cotangent



MATLAB Fundamentals m 11

Table 2.1 Special Values

Symbol Value

pi T

iorj J-1

Inf oo

Ans A value computed by an expression in the Command window.

B Exponential, logarithm, square root, and error function

exp Exponential

log Natural logarithm

log10 Common (base 10) logarithm
sqrt Square root

erf Error function

Complex numbers

abs Absolute value

conj Complex conjugate
imag Complex imaginary part
real Complex real part

Other useful functions

size(X)—Gives the size of matrix X (or vector X).

sum(X)—For vectors, sum(X) gives the sum of the elements in X. For matri-
ces, sum(X) gives a row vector containing the sum of the elements in each
column of the matrix.

max(X)—For vectors, max(X) gives the maximum element in X. For matrices,
max(X) gives a row vector containing the maximum in each column of the
matrix. If X is a column vector, it gives the maximum absolute value of X.

min(X)—Same as max(X) except it gives the minimum element in X.

sort(X)—For vectors, sort(X) sorts the elements of X in ascending order. For
matrices, sort(X) sorts each column in the matrix in ascending order.

factorial(n)—n!.

See Table 2.1 for special values and special matrices.

Sometimes one needs to define the size of a matrix. This can be done by estab-

lishing a matrix of all zeros or all ones; examples:
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(101 1]
A =ones(3)= 1 1 1
_1 1 1_
A =ones(2,3)= Lol
_1 1 1_

The identity matrix symbol is eye; example:

1 0 O
eye(3)=|0 1 O
0 0 1

B Ifyou wish to have your program pause to have an input from the keyboard, use
the input function; for example, suppose we wish to enter a 2 X 3 matrix, use
Z = input (‘Enter values for Z in brackets \n’);
type in:
5.1 63 25 31 42 1.3]
Note: \n means move the cursor to the next line.
To display a matrix X just type X and matrix X will appear on the screen.
B The display command—prints contents of a matrix or alpha-numeric infor-
mation; example:
p=14.7;
disp (p); disp (‘psia’);
The following will be displayed on the screen:
14.7000
psia
B The fprintf command; example:
p=14.7
fprintf (‘the press is %f psia \n, p);
The following will appear on the screen:
the press is 14.7000 psia
B The default for fformar is 4 decimal places.
B One can specify the number of spaces for the variable as well as the number
of decimal places by using
% 8.2 f

B This will allow 8 spaces for the variable to 2 decimal places.
B Other formats:

% i—used for integers.

% e—exponential notation (default is 6 decimal places).
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% g—computer decides whether to use f format or e format.
% s—used for a string of characters.

% c—used for a single character.

Strings and a character must be enclosed by apostrophe marks.

To print to a file use

p=14.7

fid = fopen (‘output.dat’,'w’);

fprintf (fid, ‘press = % 5.2 f psia), p)

To access the file output.dat after the program has run, the program had to
include a statement fclose(fid) after all the output statements in the program
or at the end of the program.

To read from a file use

A =zeros (n,m);

fid = fopen (‘filename.dac’, r’);

[A] = fscanf (fd, ‘%f’, [n,m]);

where nXm is the number of elements in the data file.

The nXm matrix is filled in column order. To use the data in its original order
transpose the read-in matrix.

To transpose a matrix B, type in B”. This changes columns to rows and rows
to columns.

A data file can also be entered into a program by the load command; example:
load filename.dat

x = filename (:, 1);

y = filename (: , 2);

The input file must have the same number of rows in each column.
Arithmetic Operators

+  addition

—  subtraction
*  multiplication

/ division

A exponentiation

The for loop provides the means to carry out a series of statements with just a

few lines of code.

Syntax:

form=1:20
statement;
statement;

end

The computer sets the index 7 to 1, carries out the statements between the
for and end statements, then returns to the top of the loop, changes m to 2,
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and repeats the process. This continues until 7 is set to 21, in which case the
computer leaves the loop.

B The while loop

Syntax:
n=0;
while n < 10
n=n+l;
¥y (n) = n2;
end
In the while loop, the computer will carry out the statements between the while
and end statements as long as the condition in the while statement is satisfied.
B jfstatement

Syntax:

if logical expression
statement;
statement;

else
statement;
statement;

end

If the logical expression is true, the upper set of statements is executed.
If the logical expression is false, the bottom set of statements is executed.
B Logical expressions are of the form

==h; a<=b;
a<b; a>=b;
a>b; a-=Db;

B Compound logical expressions

a>b && a~-=c (and)

a>b I a<c (or)

B The if-elseif ladder

Syntax:

if (logical expression 1)
statements;

elseif (logical expression 2)
statements;

else
statements;

end
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The ifelseif ladder works from top down. If the top logical expression is
true, the statements related to that logical expression are executed and the
program will leave the ladder. If the top logical expression is not true, the
program moves to the next logical expression. If that logical expression is
true, the program will execute the group of statements associated with that
logical expression and leave the ladder. If that logical expression is not true,
the program moves to the next logical expression and continues the process.
If none of the logical expressions are true the program will execute the state-
ments associated with the e/se statement. The e/se statement is not required. In
that case, if none of the logical expressions are true, no statements within the
ladder will be executed.

The break command may be used with an i statement to end a loop; example:

end
In this example, the for loop is ended when 7 = 11.
The switch group

Syntax:

switch(var)
case varl

statement; ...; statement;
case var2

statement; ...; statement;
case var3

statement; ...; statement;
otherwise

statement; ...; statement;

end

where var takes on values of varl, var2, var3, etc.

If var equals varl, those statements associated with varl are executed and
the program leaves the switch group. If var does not equal varl, the pro-
gram tests if var equals var2; if yes, the program executes those statements
associated with var2 and leaves the switch group. If var does not equal any
of varl, var2, etc., the program executes the statements associated with the
otherwise statement. If varl, var2, etc., are strings, they need to be enclosed
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by apostrophe mark. It should be noted that var cannot be a logical expres-
sion, such as varl > = 80.

B For plot commands see Table 2.2.
B Multiple plots

plot(x,y;w,z), gives 2 plots, yvs.xand zvs. w.

B Example, suppose

t Y z
£ },1 2z wy 1 1 1 wi
t2 y z. w2
t2 )V, zZ2 w2 2 2
t
A= t3 . . . ,T: J ,Y: ’ )Z: ' ,W:
i th Yy Zn Wa | £ 4 y, z, | w, |

Then to plot Y'vs. 7, Zvs. T, and Ws. T all on the same graph, use
plot (AG, 1), AG, 2), A, 1), AG, 3), A, 1), AG , 4))
or plot (TY, T.Z, TW);

To label the x and y axes as well as adding a title to the plot use:
xlabel(‘'T"), ylabel('Y, Z, W), and title('Y, Z, Wvs. T°).

You can add a grid to the plot with the command
grid.

You can also add text to the plot with the command
text(x position, y position, ‘text’).

Greek letters and mathematical symbols can be used in xlabel, ylabel, title,
and text by writing “\Greek symbol name”. Example:

ylabel(‘ \omega’), title(‘ \omega vs. ©), tex£(10,5,\omegal’);

To obtain a list of Greek symbols, in the command window, select from the
upper task bar “help—product help—index—G@G,” then scroll down until
you reach “Greek letters and mathematical symbols.” This will provide a
list of Greek symbols that can be used with the plot commands.

Table 2.2 Plot Commands

Command Type

plot(x,y) linear plot of y vs. x

semilogx(x,y) | semi-log plot; log scale for x axis, linear scale for y axis

semilogy(x,y) | semi-log plot; linear scale for x axis, log scale for y axis

loglog(x,y) log-log plot; log scale for both x and y axes
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B Subplot command
Suppose one chooses to plot each of the curves in the previous example as a
separate plot, but all on the same page. The subplot command provides
the means to do so. The command subplot(m,n,p) breaks the page into an
mxn matrix of small plots; p selects the matrix position of the plot. The
following code would create the 3 plots in the previous example all on
the same page.
for i=1:3
subplot(2,2,1),
if i==1
plot (T,Y) ,grid, title ('Y VS. T’),xlabel (‘'T’'),ylabel (‘'Y’);
end
if i==2
plot (T, Z),grid, title(*Z VS. T'),xlabel (‘'T’),ylabel (‘'Z');
end
if i==3
plot (T,W),grid, title (*W’ VS. T’),xlabel('T’),ylabel (‘W’);
end
end

B Function Files (saved as m files)

Functions are useful if one has a complicated program and wishes to break it
down into smaller parts. Also, if a series of statements is to be used many
times, it is convenient to place them in a function.

Syntax:

function [output variables] = function_name (input variables)

The function file name is to be saved as function_name.m (see Table 2.3).

The first executable statement in the function must be “function.” If there is
more than one output value, one needs to put the output variables in brack-
ets. If there is only one output value, no brackets are necessary. If there are
no output values, use brackets that are blank.

A function differs from a script in that the arguments may be passed to another
function or to the command window. Variables defined and manipulated
inside the function are local to the function.

For an example of the calculation of e* see Table 2.4.

To determine e* by series, one approach is to start with sum = 1, evaluate each
term using exponentiation and MATLAB’s factorial function, and add the

Table 2.3 Examples of “Function” Usage

Function Definition Line File Name

function [ q, Q, tf ] =heat (x, y, tinf) | heat.m

function ex = exf (x) exf.m

function [ ] = output (x,y) output.m
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Table 2.4 e* Series

Term Index 1 2 3 4
x X} Xt

e =T+ x+ "+ "—+"—

2! 31 41

obtained term to the sum. For some series expressions, MATLAB’s facto-
rial function will not be applicable. As a result, another approach will be
needed. It can be seen from this example that term 3 can be obtained from
term 2 by multiplying term 2 by x and dividing term 2 by the index; i.e.,

(term3 = term2 X x/3), similarly (term4 = term3 X x/4), etc.

This example is used in several of the following sample programs. Example
programs demonstrating the use of for loops, while loops, if statement,
if-elseif statement, inpus statement, fprintfstatement, fScanf statement, save
command, load command, plor command, and the use of a selfwritten
Sfunction follow.

2.4 Program Examples

Example 2.1

o° o oP° oP

o\°

exa.m
This program calculates e”x by series and by MATLAB’s exp( ) function.
e’x = 1+x+x72/2!1+x73/31+x™4 /4! +.. .+

The “for loop” ends when the term only affects the seventh significant
figure.

clear; clc;
x=5.0;
sum=1.0;
for n=1:100

end

term=x"n/factorial (n) ;
sum=sumtterm;
if (abs(term) <= sum*1l.0e-7)

break;

end

exl=sum;

ex2=exp (xX) ;

fprintf (‘x=%3.1f ex1=%8.5f ex2=%8.5f \n’,x,exl,ex2);

% Note: A variable name cannot be the same as the name of a file.
% Therefore, use exa as the file name and not ex.

Example 2.2

o° o o

o\

exB.m

CALCULATION OF e”x WHERE x IS INPUTTED FROM THE KEYBOARD

The function ”“sum” is used to sum all the terms determined in the
“for loop”

clear; clc;



MATLAB Fundamentals

fprintf (‘Calculation of e raised to a power x \n');
x=input (‘enter a value for the exponent of e \n’);
for n=1:100
term(n)=x"n/factorial (n) ;
end
ex1=1.0+sum(term) ;
ex2=exp (X) ;
fprintf ('x=%5.2f ex1=%10.5f ex2=%10.5f \n’,6x,exl,ex2);

Example 2.3

whilel.m
CALCULATION OF e”5 USING A WHILE LOOP

o° o o° oP

term(n-1)by x and dividing by index n.
clear; clc;

x=5.0; sum=1.0; term=1.0; n=1;

while abs(term) > sum*1.0e-7
term=term*x/n;

sum=sum+t+term;

n=n+1;
if n > 50
break;
end
end
ex=sum; disp(x); disp(ex);

Example 2.4

% matrixl.m

% INPUTTING A 3 BY 3 MATRIX FROM THE KEYBOARD
% NESTED LOOPS ARE USED

clear; clc;

for n=1:3
for m=1:3
fprintf (‘n=%1i m=%1 ‘,n,m);
a(n,m)=input (’'Enter a(n,m) ’);
fprintf ('\n’);
end
end
a

Example 2.5

exf.m
ESTABLISHING A FUNCTION TO EVALUATE e’x

o° o oP° oP

term(n-1) by x and dividing by index n.
function ex=exf (x)
sum=1.0; term=1.0;
for n=1:100
term=term*x/n;
sum=sum+t+term;
if abs(term) <= sum*1l.0e-5
break;
end

In this example term(n) is obtained from term(n-1) by multiplying

= 19

In this example term(n) is obtained from term (n-1) by multiplying
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end

ex=sum;

% In Command Window type in
% exf(5.0) or y=exf(5.0)

Example 2.6

table plot.m
This program creates a simple table and a simple plot.
First a table of y1=n"2/10 and y2=n"3/100 is created.
Then yl and y2 are plotted.
clear; clc;
for n=1:10

t(n)=n;

y1l(n)=n"2/10;

y2(n)=n"3/100;
end
fo=fopen (‘output.dat’,'w’) ;
By printing the output to a file, one can edit the output
such as lining up column headings, etc. This cannot be
done if one prints to the screen.
Column headings
fprintf (fo,’t vyl y2 \n’) ;
fprintf(fo,  -=-------"---m e \n’) ;
for n=1:10

fprintf (fo,’%$8.1f %10.2f %10.2f \n’,t(n),yl(n),y2(n));
end
% Creating the plot, yl is red, y2 is in green.
% Plot identification is also established by adding text to the plot;
plot(t,yl,’r’,t,y2,'g’),grid, title(‘yl & y2 vs. t’);

o° o° oP° oe

o° o o oP

After viewing the plot, text can be entered to identify which
curve is yl and which curve is y2.

text(6.5,2.5,’'yl"), text(4.2,2.4,'y2");

The data t, yl and y2 can be saved in a data file and loaded later
to be used in another program. By the use of the ‘clear’ command
the data file is removed from the workspace. The load command
brings it back into the workspace and can be used in another program.
datal=[t y1 y2];

% datal is saved as a mat file in the working directory.

save datal;

clear;

the clear command removes datal from the workspace.

Color types

o° o° o° o°

% blue b
% green g
% red r
% cyan c
% yellow v
% black k

Example 2.7

plotc.m

This script is a sample of a plot program loading data obtained
in another program

clear; clc;

o
s
%
3
o
3
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load datal

x=datal(:,1);

y=datal(:,2);

z=datal(:,3);

plot(x,y,’'--",x,2,'-.");

xlabel (‘'x’), ylabel(‘y,z’), title(‘y & z vs. x’'), grid,
text(5.4,3.4,'y’) ,text(7.2,3.5,'z"),

o° oe

o° o o

o° o o o o° o

o°

print;

curve types:

solid default
dashed -- (minus sign)
dashed-dot -.

doted
point
plus
star
circle
x-mark
The point and below are points on the plot that are not connected.

X o % + -

A neat table can also be created by copying the output data to EXCEL. To do
this, follow these steps:

1. First create the data either in a file or on the screen.

2. Highlight the data to be copied and from the menu bar, select “edit” and
“copy” from the drop-down menu list (the copy option can also be obtained
by right-clicking the mouse).

3. Open the EXCEL program and click on “edit” in the menu bar. Select
“paste” from the drop-down menu list giving a single block of data.

4. Then enlarge column “A” to include the entire data set.

5. Now select “data” from the menu bar, and select “text to columns” from the
drop-down menu.

6. Click on “finish,” then highlight the table area and select the “center” option
in the menu bar to center the data in each column.

7. To add table headings, place the cursor in the top left margin and select
“insert” from the menu bar and “rows” from the drop-down menu.

8. Type in table headings in each column.

9. To add lines separating rows and columns, first highlight the area that is to
have the separating lines, then select “format” from the menu bar and “cells”
from the drop-down menu list. Then select “border” from the “Format Cells”
page. Click on the separating lines that you wish to appear in your table.

10. To print the table, click on the print icon in the menu bar.
Example 2.8

o° o o°

o°

subplotl.m

This program is an example of the use of the subplot command.
Values of yl and y2 are taken from the saved data file ‘datal’
Separate plots of yl vs. t & y2 vs. t are plotted on the same page.

clear; clc;
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load datal;
for i=1:2

subplot (1,2,1);

if i==1

plot(t,yl), xlabel(‘t’), ylabel(‘yl’),

end
if i==

plot(t,y2), xlabel(‘t’), ylabel(‘y2'),

end
end

Example 2.

% plotg.m

9

title('yl vs.

title(‘y2 vs.

t’), grid;

t’), grid;

This program is a demonstration of creating a semi-log plot

clc; clear;
x=1:0.5:5;
for i=1:9

y(i)=3.0%*exp(x(i));

end
semilogy (x,y

).

ylabel (‘y’) ,grid;

title('semi-log plot of y & x'),

xlabel (‘x’),

Before running Example 2.10 the data file “GAUSS6.DAT” needs to be

created. To do this,

file-Blank M-file.

.77
.93
.53
.05
.54
.04

N W Ul Wb o

-3

Save the file as GAUSS6.DAT in the working directory.

Example 2.

amatrix7.m
MATRIX A(I
amatrix7.m
MATRIX A(I

o° o o o o o

clear; clc;
n=>5;

2

[N

10

)

,J)

.40
.21
.46
.04
.04
-20.

07

from the COMMAND window click on
Type in the following data (numbers only) :

-8

.66
.48
.92
.51
.47
.53

.55
.10
.21
.01
.02
-6.

30

-12.

IS READ FROM A FILE

IS READ FROM A FILE NAMED
NOTE: BEFORE RUNNING THIS PROGRAM THE DATA FILE GAUSS6.DAT MUST
FIRST BE CREATED AND SAVED IN THE WORKING DIRECTORY.

A=zeros (n); B=zeros(l,n);
fin=fopen (*GAUSS6.DAT',’'xr’) ;

[A]=fscanf (fin, ’

$f’, [n,n]);

[Bl=fscanf (fin, '%£f’, [n]) ;

fclose (fin) ;
size (A)

fo=fopen (‘output.dat’,’'w’) ;
output.dat \n’) ;

fprintf (fo,’

fprintf (fo,’

for i=1:n
for j=1:n

Matrix A elements \n’);

o O O O

.0

04

“GAUSS6 .DAT”
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fprintf (fo,’ %8.3f ' ,A(i,3));
end
fprintf (fo,'\n’) ;
end
% Note that rows become columns and columns become rows.
fprintf (fo,’\n\n Matrix B elements \n’);
for i=1:n

fprintf (fo, ’ %8.3f \n’,B(1i));
% The A matrix is returned to its original state.
end
fclose (fo) ;
c=[A’ B];
moutput (C) ;

This is the GAUSS6.DAT data file (this statement is not in the data file; only
numbers should be in this file).

moutput.m

This Function is to be created with “amatrix7.m”

This function accepts matrix A & matrix B and prints them out to
output2.dat

function D=moutput (C)

o° o oP° oP

n=>5;
A=C(:,1:n)
B=C(:,n+1)

fo=fopen (‘output2.dat’,’w’) ;
fprintf (fo,’ output2.dat \n’)
fprintf (fo,’ Matrix A elements \n’)
for i=1:n

for j=1:n

fprintf (fo,’ %8.3f’,A(i,]J));

end

fprintf (fo,'\n’) ;
end
fprintf (fo, ' \n\nMatrix B elements \n’);
for i=1:n

fprintf (fo,’ %8.3f \n’,B(i));
end
fclose (fo;

Example 2.11

charmatrix.m

Sometimes one might wish to print out a string of characters in a
loop. This can be done by declaring a 2-D character string matrix as
shown in this example. Note that all row character strings

must have the same number of columns and that character strings must
be enclosed by apostrophe marks.

clear; clc;

char=['Internal modem !

‘Graphics circuit board’

‘CD drive ’

‘DVD drive ’

‘Floppy drive !

‘Hard disk drive "1

o° o° o° o° oP° o°
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for i=1:5
fprintf (*%22s \n’,char(i,1:22));
end

Example 2.12

charl.m
This example is a modification of Example 2.11. The program asks the
user if he/she wishes to have the output go to the screen or to a
file.
This example illustrates the use of the switch statement.
clear; clc;
char=['Internal modem '
‘External modem !
’Graphics circuit board’
’CD drive !
'Hard disk drive 1;
fprintf (you have a choice, you can have the output go to the’);
fprintf ('screen or go to a file named output.dat \n’);
var=input (‘enter s for screen or f for file
each enclosed by apostrophe mark \n’);
switch (var)

o° o° o° oP° o°

case 's’
for i=1:5
fprintf (' %$22s \n’,char(i,1:22));
end
case 'f’
fo=fopen (’output.dat’,'w’) ;
for i=1:5
fprintf (fo,’%22s \n’,char(i,1:22));
end
otherwise
fprintf ('you did not enter an s or an f, try again \n’);
exit;

fclose(fo) ;
end

Example 2.13

grades.m

This example uses the if-elseif ladder.

The program determines a letter grade depending on the score the user
enters from the keyboard.

clear; clc;

gradearray=[‘A’; ‘B’; ‘C’; ‘D’'; ‘F'];

o° o oP° oP

score=input (‘Enter your test score \n’);
fprintf (‘score is:%i \n’, score);
if score > 100,
fprintf (‘error: score is out of range. Rerun program \n');
break;
elseif (score >= 90 && score <= 100)
grade=gradearray (1) ;
elseif (score >= 80 && score < 90)
grade=gradearray (2) ;
elseif (score >= 70 && score < 80)
grade=gradearray (3) ;
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elseif (score >= 60 && score < 70)
grade=gradearray (4) ;
elseif (score < 60)
grade=gradearray (5) ;
end
fprintf (‘grade is:%c \n’,grade) ;

Example 2.14

grades3.m
This example uses a loop to determine the correct interval of
interest. For a large number of intervals, this method is more
efficient (fewer statements) than the method in Example 2.13.
The program determines a letter grade depending on the score the user
enters from the keyboard.
clear; clc;
gradearray=[‘A’; ‘B’; ‘C’; ‘D’'; ‘F'];
sarray=[100 90 80 70 60 0];
score=input (‘Enter your test score \n');
fprintf (‘score is:%i \n’, score);
% The following 2 statements are needed for the case when score = 100.
if score == 100
grade=gradearray (1) ;
else
for i=1:5
if (score >= sarray(i+l) && score < sarray(i))
grade=gradearray (1) ;
end

o° o o o o° o

end
end
fprintf (‘grade is:%c \n’,grade);

MATLAB function interpl (the last character is a one). The format for the func-
tion is

y, = interpl (x, y, x,)
where x,y are the set of data points and x, is the set of x values at which the set of

7y, values is to be determined by linear interpolation. Arrays x and y have to be of
the same length.

Example 2.15

interplf.m
This program uses MATLAB’s function interpl to interpolate for
specific volume of air. Air table values for specific volume (m*3/kg)
vs. temperature (K) are given.
clear; clc;
Tt=[150 200 250 300 350 400 450 500];
vt=[0.04249 0.05665 0.07082 0.08498 0.09914 0.11330 0.12747 0.14163];
fprintf (*This program interpolates for specific volume,v, at \n\n’);
fprintf (‘a specified temp, T. Table temperature range

is 150-500(K) \n\n’);
T=input (‘Enter T at which v is to be determined \n\n’);
v=interpl (Tt,vt,T) ;
fprintf (’ T=%6.1f (K) v=%9.5f (m"3/kg) \n’,T,v);

o° o° oP° o°
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2.5 Debugging a Program

It is not uncommon that in typing up a program, one makes a typographical
error, such as omitting a parenthesis, a comma in a 2-D array, etc. This type of
error is called a syntax error. When this occurs, MATLAB will provide an error
message pointing out the line in which the error has occurred. However, there
are cases where there are no syntax errors, but the program either doesn’t run
or gives an obvious incorrect answer. When this occurs, one should consider
using the debug feature in MATLAB. The debug feature allows you to set break
points in your program. The program will run up to the line containing the break
point. To set a break point just left click the mouse in the narrow column next
to the line that you wish to be a break point. A small red circle will appear next
to the break-point line as shown in Figure 2.4. One can then click on the debug
listing in the task bar and select several options from the drop-down menu (see
Figure 2.5). One option is to have MATLAB execute one line at a time. This is
done by successively selecting the step option in the debug drop-down menu (see
Figure 2.6). If the program contains a self-written function, one can execute
one line at a time in the function by selecting the step in option in the debug
drop-down menu. Selecting the step out option returns the control to the main
program. Selecting Clear Breakpoints in All Files will remove all break points
from the program.

s =loix|
Fle B Texdt Go Col Took Detug Desltop Window Heb -
afel IR Y B X ADEDEE L 8 T ™ e
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i
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16 -
17
18-
1
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21
22
23
24
25
26
27
28
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ysan| 4 suns T60 ez [ GiMATLABROD. - BYpD wam

Figure 2.4 Selecting a break point. (From MATLAB. With permission.)
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T cloix
D3 48890 80| » | ameonmy|C iy ]
* Shorinugs £ How i AG3. 5 What's ew

? fprintf(* Matrix A elements \n');
Matrix A elements

8.7700  4.9300  3.4300  5.0500  3.5400
2.4000 12100 1.4600  4.0400  1.0400
5.6600 44800  Z.9200  2.5100  3.4700
1.5500  1.1000  1.2100  2.0100  1.6200
1.6000  1.0000  1.0000  1.0000  1.0000

il [Bl=fscanfifin, *11", [n]}:
i fclose (fin) ;
ii fprintf (*\n\n*):

18 fpeintf{® Matrix B elements \n');
Matrix B elements
w_ B
B=
-32.0400
-20.0700
-8.5200
-6.3000
-12 0400
il c=[A* Bl:
20 moutput [C);

(] fos=fopen {‘output2.dat®, 'w');
o |

# Start| Stooed n detwoos Bl

Simun[aarian 7en s cwnamone. | cownamone. | Bosmr - wer. | B)otugrg spo..| B YT

Figure 2.5 Stepping through a program execution. (From MATLAB. With

o e
permission.)
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Figure 2.6 Debug drop-down menu. (From MATLAB. With permission.)
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2.6 3-D and Contour Plots

Given z = f(x,y), one can create a 3-D plot of z vs. x,y. To create the 3-D or contour
plot, one first needs to create a meshgrid. The command is [X,Y] = meshgrid(xy).
The number of elements in the grid will equal the number of elements in x times the
number of elements in y. For each grid point there is an X element and a Y element.
Suppose —3 <=x <=3 in steps of 1 and -2 <=y <=2 in steps of 1. Then, the X and
Y matrices will appear as shown below.

3 2 -1 0 1 2 3
3 2 -1 0 1 2 3
X={-3 2 -1 0 1 2 3
3 2 -1 0 1 2 3

3 2 -1 0 1 2 3]

The meshgrid statement is used to produce several different types of 3-D plots.
The example below uses the meshgrid statement to produce a 3-D surface plot and
a contour plot. In expressing the surface equation, one needs to do elementby-
element multiplication and division.

Example 2.16

% contour2.m

% This program develops a 3-D surface plot of an elliptic cone
and a contour plot.

clear; clc;

x=-5:0.1:5;

y=-4:0.1:4;

a=5; b=4; c=3;

[X,Y]=meshgrid(x,vy) ;

% Elliptic cone

Z=c*sqrt ((X/5) .72+ (Y/4) ."2);

% the mesh (x, y, Z) statement creates a meshed surface plot.
mesh (x,y,Z)

o\

figure;

% The surf(x, y, Z) statement creates a surface plot.
surf (X,Y,Z), xlabel(‘'x’), ylabel(‘y’), zlabel(‘z’),grid;
figure;

% The contour(X, Y, Z) statement creates a contour plot.
ct=contour (X,Y,Z); clabel(ct); xlabel (‘x’); ylabel(‘y’);
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To produce plots of complete spheres and ellipsoids use ellipsoid and sphere
functions. A description of these MATLAB functions can be obtained by typing

help ellipsoid
help sphere
help cylinder

in the command window.

Projects
Project 2.1

Determine the Taylor Series expansion of cos(x) about x = 0 and develop a com-
puter program in MATLAB that will evaluate the function from -t < x < 7 in
steps of 0.1 T by

a. An arithmetic statement.
b. Series allowing for as many as 50 terms. However, stop adding terms when
the last term only affects the 6th place in the answer.

Print out a table (to a file) in the format shown in Table P2.1; use 6 decimal
places for cos(x).

Also create a plot of cos(x) for -t < x < 7.

Table P2.1 Table Format

cos(x) cos(x) Terms in the
X (by arithmetic stm) (by series) series

-10m

097

-08n

09n

107w
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Project 2.2

Determine the Taylor Series expansion of sin(x) about x= 0 and develop a computer
program in MATLAB that will evaluate the function from —7t < x < T in steps of
0.1 © by

a. An arithmetic statement.
b. Series allowing for as many as 50 terms. However, end adding terms when the
last term only affects the 6th place in the answer.

Create a table similar to the table shown in Project 2.1, except replace cos(x) with
sin(x). Also create a plot of sin(x) for -t < x < 7.

Project 2.3

Using the Taylor Series expansion for ¢, show that ¢* = cos (x) + 7 sin (x) and that
e = cos (x) — 7 sin (x), where i =+/—1.

Project 2.4

Develop a computer program in MATLAB that will evaluate the following func-
tion for —0.9 < x < 0.9 in steps of 0.1 by

a. An arithmetic statement.
b. Series allowing for as many as 50 terms. However, end adding terms when the
last term only affects the 6th place in the answer.

The function and its series expansion is
f(x)=(1+x2)71/2 =1—lx2 +£x4 _ 135 x*+ 1-3-57 x®
2 2-4 2:4-6 2:4-6-8
Print out a table (to a file) in the format shown in Table P2.4; use 6 decimal places

for f(x).
Table P2.4 Table Format for Project 2.4

f(x) f(x) No. of terms
X (by arith stm) (by series) used in the series

-0.9 —
-0.8 -
-0.7 —

0.7 —
0.8 —
0.9 -
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Project 2.5

The binomial expansion for (1+ x)”, where 7 is an integer, is as follows:

n(n—Dx* nn—-1)n-2)x"
2! - 3!

A+ x)"=1+nx+

+ nn=1)(n=2)...(n—r+2)x"" +oot x”
(r—=1)! i

Construct a MATLAB program that will evaluate (14 x)” by both the above series
and by an arithmetic statement for #» = 10 and 1.0 < x <10.0 in steps of 0.5. Print
out the results in a table as shown in Table P2.5.

Table P2.5 Table Format for Project 2.5

(T+x)" (T+x)"
X (by arith stm) (by series)
1.0 —
15 —
2.0 —
2.5 —
10.0 —

Project 2.6

Although atmospheric conditions vary from day to day, it is convenient for design
purposes to have a model for atmospheric properties as a function of altitude. The
U.S. Standard Atmosphere, modified in 1976, is such a model. The model consists
of two types of regions, one in which the temperature varies linearly with altitude,
and the other where the temperature is a constant. The temperature and approxi-
mate pressure relations are as follows:
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a. For a region where the temperature varies linearly,

e
3 l_l(z—zl AR

p_ i 7:

T=T,-Mz—-z2,)
-7

P= %

where

z = the altitude.

z;= the altitude at the beginning of the region of interest.

(p;> T;) = the pressure and temperature at the beginning of the region of interest.

A = the lapse rate.

R = the air gas constant.

g =the gravitational constant, which varies slightly with alticude. The
above expression for p assumes that within the region of interest, gis a
constant; otherwise the expression for p would be a lot more compli-
cated than the one shown above.

p = air density.

b. For a region where the temperature is constant

= p. ex] _7g(z—zl.)
P=piexp RT,

T=T,

Table P2.6 gives the values of pressure, temperature, and the gravitational constant
at the beginning of each region, as well as the lapse rate of the region.

Determine the property values of (7; p, p) for every 1,000 m from sea level
(z=0) to z= 80,000 m and

a. Save the results as a data file to be used in Project 2.7.
b. Print the results in a table format for every 1,000 m.
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Table P2.6 Regional Properties of U.S. Standard Atmosphere

Region z (km) T (K) p (Pa) A (K/m) g (m/s?)

0 288.15 101325 9.810

1 0.0065
11.0 216.65 22632.05 9.776

2 0.0000
20.0 216.65 5474.88 9.749

3 -1.0000
32.0 228.65 868.02 9.712

4 ~0.0028
47.0 270.65 110.91 9.666

5 0.0000
51.0 270.65 66.88 9.654

6 0.0028
71.0 214.65 3.956 9.594

7 0.0020
84.9 186.95 0.373 9.553

Project 2.7

Project 2.6 provided a table of pressure, p, temperature, 7, and density, p, every
1,000 m of altitude. Atmospheric property values at altitudes between table val-
ues can be determined by linear interpolation. The linear interpolation formula
is as follows:

y=n+E-2)xy, -z, - z)

where y represents an atmospheric property to be determined, z is the altitude at
which the unknown property is to be determined, y, and y, are the nearest table
property values, and z, and z, are the altitudes at y; and y,.

Construct a MATLAB program to determine by linear interpolation the prop-
erties of (7, p, p) at the following altitudes: 5,170 m, 8,435 m, 13,320 m, 22,250 m,
34,370 m, 48,550 m, and 64,220 m. Make the program interactive; that is, the
program is to ask the user to enter the above elevations one at a time. After each
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entry the program is to print the results to the screen and then ask the user if he/she
wishes to enter another altitude. The program is to continue as long as the response
to the question is ‘Y’

Project 2.8

Repeat Project 2.7, but this time create a function #nterp, with input arguments (z,
Z1> 23 Y1 J2)> that will do the interpolation and that will return the requested prop-
erty to the main program. The variable y is to represent an atmospheric property of
either pressure, temperature, or density at an altitude z entered from the keyboard; z,
and z, are the nearest altitudes to z and y, and y, are the property values at z, and z,
respectively.

Project 2.9

The properties of specific volume, v, and pressure, p, as a function of temperature,
T, for three gasses based on the Redlich-Kwong equation of state are given in Tables
P2.9a, P2.9b, and P2.9c¢. Table P2.9d specifies the gas and the temperature at which
the gas properties are to be determined by interpolation using MATLAB’s interpl
function.

Write a computer program in MATLAB that will do the following:

a. Construct three different data files, each containing the gas properties tabu-
lated in Tables P2.9a, P2.9b, and P2.9c. Name the first air.dat; the second
02.dat; and the third CO2.dat. Note: The data files do not contain column
headings.

b. Request the user to enter from the keyboard the gas type and the temperature
at which the gas properties are to be obtained. The user is to enter, one at a
time, the gas type and temperature as shown in Table P2.9d.

c. The program is to use a switch statement to select the proper table for interpo-
lation and MATLAB’s built-in function inzerpl.

d. After the user selects the gas and the temperature, the program should print
to the screen the desired properties identifying the gas, the temperature, T,
the specific volume, v, and the pressure, p, including units.

e. After each entry from the keyboard, the program should ask the user if he/she
wishes to make another entry at which the properties are to be determined.
The user is to enter Y’ for yes and ‘N’ for no. The program is to continue
determining gas properties by interpolation until the user enters ‘N.” At that
point, the program should terminate.
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Table P2.9a Air Properties Table P2.9b Oxygen Properties
T v p T 1% P
(K) (m3/kmol) (N/m?) (K) (m3/kmol) (N/m?)
350 0.28 10430330 350 0.28 10188750
400 0.32 10565630 400 0.32 10371810
450 0.36 10638510 450 0.36 10477620
500 0.40 10677250 500 0.40 10540230
550 0.44 10696520 550 0.44 10577460
600 0.48 10704340 600 0.48 10599220
650 0.52 10705300 650 0.52 10611290
700 0.56 10702130 700 0.56 10617160
750 0.60 10696500 750 0.60 10619010

Table P2.9c Carbon Dioxide Properties

T v p
(K) (m3/kmol) (N/m?)
350 0.28 7649998
400 0.32 8573591
450 0.36 9159231
500 0.40 9547238
550 0.44 9813341
600 0.48 10000960
650 0.52 10136240
700 0.56 10235580
750 0.60 10309620

Table P2.9d Gas Type and Temperature

Gas Air CO, | Air o, CO, | O,

Temp (K) | 366 523 728 364 572 685
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Project 2.10

We wish to plot the various motions that can occur with a mass-spring-dashpot
system. A sketch of such a system is shown in Figure P2.10. Development of the

governing equation [1] describing the motion of the mass follows:

Equilibrium state:

Nonequilibrium state:

W—ky—cy=my”

where
k = the spring constant
¢ = the damping factor
m = the object mass
y = mass displacement from unstretched position
7', 37 = velocity and acceleration of the mass, respectively.

Let y be the mass displacement from the equilibrium position, then

y=Joty ¥ =y and y’ ="

Unstretched
position l 1% Static
equilibrium
y | IJ/ position

y+¥o=y w

i
v
W

(P2.10a)

Figure P2.10 Spring-dashpot system.
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Substituting these values into Equation (2.10a) gives
W—k(y,+y)—cy =my”
SinceW — k7, = 0, the above equation reduces to

”

k
y+<y+Ey=0 (P2.10b)
m m

We seek a function that satisfies this differential equation. Such a function is one in
which its derivatives reproduce the function multiplied by a constant. A function
that satisfies this condition ise”’. Assume that y = z¢”", then

¥y =pae’, and y” = plae’”

Substituting these terms into the differential equation gives

(p2+cp+k)ae” =0
m m

Now e?”" # 0, so

Thus,

2_77 / _47 / - (P2.10¢)
2 m 2 2m 2m

We see that there are two solutions that satisfy the differential equation. It can be
shown that the sum of the two solutions is also a solution to the differential equa-
tion. The general solution is

¢ cY & c Y &k
y=Aexp| ——1t+ ( ) —— 1t |+ Bexp _ (j ——t
2m 2m

2m m 2m m
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or

y=exp| ———¢ [{Aexp| || = | —— ¢ |[+Bexp| —,|| = | —— ¢ | (P2.10d)
2m 2m m 2m m

where exp(x) = ¢%. The type of motion depends on the variables #, ¢, and 7.

2

c k o -

If (2) > —, then the above equation is the one to use. The system is said to
m m

be overdamped.

2

If (C) < L , then the square root term becomes imaginary and the system
2m m ) ,

is said to be underdamped. Noting thate™ = cosx +isinx and ¢~

Equation (P2.10d) reduces to

¢ k c Y k c Y
y=exp(—t) Acos —(j ¢t [+ Bsin —(j t (P2.10¢)
2m m \2m m \2m

2

c k . S iy

If () =~ then the square root term is zero and the system is said to be ¢rizi-
2m m

cally damped. For this case, the solution is

=cosx —isinx,

y= Aexp(—ctj (P2.10f)
2m

(a) Given the following parameters:

N—5

m

m="75kg, k= 87.5ﬁ, c=2875
m

develop a computer program to determine the coefficients A and B for the
following cases:

1. $(0)=0.5m, y’(0)=1.02.
s

2. 9(0)=0.5m, y'(0)=-1.0".

s

3. 5(0)=0.5m, y(0)=0".
s
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For each case:

a. Determine y (¢) for 0 < ¢ <10 seconds in steps of 0.1 seconds.

b. Print out a table of y vs. # every 1 second.

c. Plot y vs. ¢ for all three cases on the same graph. Label each curve with the
value of y’.

(b) Given the following parameters:

N—s

m

m =25 kg, k=200ﬁ, c=5
m

y(0)=5m, y'(0)= a
5

The envelope of the solution graph for this case is given by

c
=xA4 ——t
y exp( Py )

Determine y (#) for 0 < r < 40 seconds in steps of 0.1 seconds.
Plot y vs. ¢ for both the oscillating function and its envelope on the same graph.

Project 2.11

We wish now to consider the system described in Project 2.10 to be subjected to a
driving force F,. The governing equation then becomes

F
y”+i}/'+ﬁy=—osin(0t (P2.11a)
m m m

The solution can be obtained by assuming the solution is the sum of the comple-
mentary solution plus a particular solution. The complementary solution is the
solution to the homogeneous equation, which was obtained in Project 2.10. To
obtain the particular solution, y,, assume

7, =asin®Wz+bcos®z (P2.11b)

then

y; =0(zcos®t—bsin®1)
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and

y; =’ (—asin 0z — b cos )
Substituting these expressions into Equation (2.11a) gives

2 4 ke . 2 c k E) .
—aw” ——0b+—a |sin®¢ +| 60" +—0a+—b |cos®r = —sinwr (P2.11¢)
m m m m m

Collecting coeflicients of the sin and cos terms on the left side of Equation (P2.11¢) and
equating them to the siz and cos coefficients on the right side of that equation gives

(k_mz)ﬂ_cwb:%

m m m
Cma-k(k—mz)b:O
m m
Solving the above two equations for z and & gives
ko
, m
a="0x . . (P2.11d)
" () )
e I
m m
c®
P e
b=—-"x " (P2.11¢)

" ()
I+ -
m m
Substituting Equations (P2.11d) and (P2.11e) into Equation (P2.11b) gives

E

A 1 b 2 ). c®
y,=-tx > 7 —— " [sinwr———coswr (P2.11f)
JERE L

m m

We can rewrite Equation (P2.11f) using the trig identity

ousin ¢ + B cos f = ¥ sin(®z — )

where

V=o' +p’



MATLAB Fundamentals m 41

and

B

¢=rtan"

Applying these relations to Equation (2.11f) gives

F 1 .

y, =X - 5 sin(wz — 0) (P2.11g)

")
m m
For a system with no driving force and no damping, the system would oscillate at
a frequency, o, = * (see Equation P2.10¢). It is convenient to introduce the ratio
m

(= £ wherec. = 2m, . After some algebraic manipulation, Equation (P2.11g) can

c
C .
be put into the form

F 1
7, =?0 \/[ —sin(0z—¢) (P2.11h)

1—‘”} +(2§°’J
o o,

n

The term
E 1

-2 (=2)

is the amplitude of the oscillation. For a given %, the larger the term

1
2] =2
0)7! 0)71
1

L = 2 2
camp \/(l—wJ +(2Cm]
(071 0)71

ConstructaMATLAB program to create a plot of amplvs. @/, forvalues of { = 1.0,
0.5, 0.25, 0.10, 0.05, and 0 <®W/®, < 2 in steps of 0.01. What happens as® — 2

Project 2.12

The motion of a piston in an internal combustion engine is shown in Figure
P2.12a,b. The piston’s position, s, as seen from the crank shaft center can be

the larger is the amplitude.
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ffffffffff Piston

Displacement

Piston rod

Journal

Rotation of crankshaft

Figure P2.12a Sketch of a typical piston-cylinder engine.

Figure P2.12b Geometry of piston motion.
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determined by the Law of Cosines; that is,
b* = s> +7* — 25rcos0

or

s = (2rcos®)s+ (r* —6*) =0 (P2.12a)

where
b = the length of the piston rod.
r = the radius of the crankshaft.

Equation (P2.12a) is a quadratic equation in s and therefore

s= %(27c059+\/472 cos’ 0 —4(r* —b*)) = rcose-k\/rz(cos2 0-1)+4>

or
s=rcos®++b* —r*sin’ 0 (P2.12b)

The piston is constrained to move in the vertical direction and its position, s, varies
as the crankshaft rotates. The angle, 0, varies with time, # and can be expressed in
terms of the rotational speed, ®, of the crankshaft. The angle 0 is thus given by

0 =2nw: (P2.12¢)

where  is in revolutions per second. Substituting Equation (P2.12¢) into Equation
(P2.12b) gives

5(t) = r cos(2mer) + /6> — r sin’ (2moor) (P2.12d)

The piston velocity, v, can be obtained by taking the derivative of Equation (P2.12d)
with respect to time, giving

2107 sin(2moz) cos(2mor)
\//72 — % sin?(2mwe)

v(t) = —21or sin(2TWE) — (P2.12¢)

The piston acceleration, #, can be obtained by taking the derivative of Equation
(P2.12¢) with respect to time, giving

4w sin® (21o¢) cos” (2Twr)
(6> — % sin* 2mor) P

a(t) = —4m*®*r cos(2mwe) —

2.2 2 2 2.2 2 . 2 (P2.12f)
4w r” cos” (2Tt ) N 4w r” sin” (2mwz)

\/!72 — 77 sin* (2mor) \/bz — 72 sin* (2mooz)
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(@ In MATLAB, create a matrix consisting of s vs. £, v vs. #, and a vs. ¢ for
0 <t £0.01 second. Use 50 subdivisions on the # domain. Take » =9 cm,
® = 100 revolutions per second, and &= 14 cm. Plot s vs. £, v vs. , and a vs. ¢
on three separate graphs.

(b) Using MATLAB’s max function and the matrix obtained in part (a), deter-
mine the approximate maximum velocity and maximum acceleration in one
revolution, and print out those values.

(¢ Plot on a single graph s vs. 7 for ® = [50 100 150 200] revolutions per
second.

References

1. Thomson, W. T., Theory of Vibration with Applications, Prentice-Hall, Englewood
Cliffs, NJ, 1972.



Chapter 3

Matrices

3.1 Matrix Operations

B A rectangle array of numbers of the form shown below is called a matrix.

a, a, L
ay ay 4
ﬂml ﬂmZ dmm

The numbers a;; in the array are called the elements of the matrix.

B A matrix of M rows and one column is called a column vector.

B A matrix of one row and n columns is called a row vector.

B Matrices obey certain rules of addition, subtraction, and multiplication.
B If matrices A and B have the same number of rows and columns, then

(ﬂ11+b11) (d12+é12) (ﬂl3+é13)"
C=A+B= (421+b21) (ﬂ22+b22) (ﬂ23+b23)"

(a,+b,) (a,+b,)...

45
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(4, — b)) (2, —b,,) (45— b,3)-
(ﬂ21 - b21)

(ﬂml_bml) (ﬂm2_bm2)"'

B Addition and subtraction of matrices A and B are only defined if A and B
have the same number of rows and columns.
B The product AB is only defined if the number of columns in A equals the

number of rows in B.
B If C = AB, where

then

(ﬂZIbll + 422521 + ﬂ23b31) (421b12 + ﬂ22b22 + d23b32)

C= { (2,6, + a,,b, +a,b5) (a6, + 2,6, +a,,65,)

B If A has m rows and B has k columns, then C = AB will have m rows and k
columns.

K

6G; = § ,”z/eb/ej

k=1

In MATLAB®, the multiplication of matrices A and B is A*B.

B Transpose of a matrix (rows become columns and columns become rows). If

2 5 1]
4ol 7 3 8

4 5 21

16 3 10 |

then

2 7 4 16|
A"=|5 3 5 3

1 8 21 10]
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In MATLAB, AT=4’

B Dot product of two vectors

A-Bzz{al.bl.

IfA=[4 -1 3],B=[2 5 2],
thenA-B=-8-5+6=—7
In MATLAB

A-B=dot(A,B)

B Matrix Inverse

The inverse of a matrix, denoted A™!, is a matrix such that

1 0 O
A'A=AA"=I=|0 1 0 (for a 3 X 3 matrix)
0 0 1

In MATLAB, A~ = inv(A)

B The Identity Matrix, I

[ is a matrix where the main diagonal elements are all 1 and all other elements are 0.

IA=AI=A
a4, a5 (1100
4y dy ayy |01 0=

ay ay ap |0 01

(2,,+04+0) (0+4,+0) (0+0+4,)
(4, +0+0) (0+a,,+0) (0+0+a,,)
(a;,+0+0) (0+a,+0) (0+0+a4,,)

B The Determinant of a Matrix

In MATLAB the determinant of matrix A is written

det (A)
B Elementby-Element Operations

Given: A = [a, a, a;], B=[b, b, b;],

C=A.%*B=[ab ab, ab,]

C=A.B=|2 2%
b b, b,

X

47
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sum (A) =a; +a, +a,

4, 4 dg
Given: A=|a, a, ay
a3 43 A

sum(A) = [(a, + a,, + a;)) (a, +a,, +ay,) (a,+ay,+a,)]

B Given: A=[a, a,a;], B=[b, b, bs]
A-B=sum(A.*B)=sum(la,b, a,b, a,b,])=ab,+a,b,+ab

The following example illustrates several matrix operations.

Example 3.1

% matrixalg.m
% This program demonstrates matrix algebra in MATLAB
clear; clc;
a=[1 5 9]
b=[2 6 12]
c=atb
d=dot (a, b)
e=a.*b

f=a./b
g=sum(a. *b)
h=a*b’

3.2 System of Linear Equations

Given the set of equations

a,,%, + a,,%, + 3%, +---+ a,x, = ¢

Ay X, tay,Xx, tax, teta, x =c

2373 2

a,x, + a,x, + a,,%; +---+ a,x, =c,
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This set can be represented by the matrix equation

AX=C 3.2)
where
4, 4y 4 4, X q
A= ‘le Ay Ay 30 X = ’fz L C= ":2
2l 2 Bz T Ay, X £y

Matrix A has # rows and n columns

Matrix X has # rows and one column

Matrix C has 7 rows and one column

In matrix algebra, X can be obtained by multiplying both sides by A~; that is,

AAX=AC =KX=X=A'C

I

3.2.1 The inv Function

To solve a system of linear equations in MATLAB, one can use
X=inv(A)*C (3.3)

The method of solving a system of linear equations by using the izv function is more
complicated than a method called Gauss elimination, which is discussed below.

3.2.2 The Gauss Elimination Function

MATLAB represents the Gauss Elimination method by use of the backslash; that
is, if AX= B, then

X=A\B (X will be solved by Gauss elimination)
The following example solves the three-linear-equation system shown below:

3%, + 2x, —x3 =10
—x; + 3%, +2x;,=5

X —X,—x3=—1
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3.2.3 Examples
Example 3.2

% matrix2.m

% This program solves a simple linear system of equations
clc; clear;

A=[3 2 -1; -1 3 2; 1 -1 -1]

Cc=[10 5 -1]"

x=inv (A) *C

y=A\C

A*x

% To print the A matrix & x to a file use:
fid=fopen (‘output.dat’,’'w’);

fprintf (£id, 'The A matrix is:\n’);

for i=1:3
for j=1:3
fprintf (£id,’ %3.1f’,A(i,3));
end
fprintf (fid, '\n’);
end

fprintf (£id, '\n’) ;
% An alternative way of printing out the matrix.
fprintf (£id, ' The A matrix is:\n’);
for i=1:3

fprintf (£id, '%5.1f $5.1f %5.1f \n’,A(i,:));
end
fprintf (£id, "\n’) ;
fprintf (fid,’ x= %5.2f %5.2f %5.2f’,x);
fclose (fid) ;

Example 3.3 An Example in Statics

An engineering example involving a large system of linear equations can be found
in the field of statics. The problem is to solve for the internal forces in a truss. For
illustration purposes a truss consisting of five structural members is considered (see

Figure 3.1).

2 kN

Figure 3.1 Simple truss.
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As can be seen in Figure 3.1, there are five structural members; thus, there are five
unknowns (reactions can be obtained from the equilibrium equations involving
only the external forces and are thus considered to be known). Also note that there
are four joints. We can write two scalar equations at each joint; that is,

D (F),=0 and D (F),=0 (3.4)

However, we can only use five independent equations. We will write two scalar
equations at Joints A and B and one scalar equation (in the x direction) at Joint C.
The system of equations can then be represented by the matrix equation:

AF="P (3.5)

where
A = coefficient matrix
F = column matrix of the unknown internal forces
P = column matrix involving given external forces

The coefficient matrix A will be made up of elements a;; where the first index is the
equation number and the second index represents the force member associated with
that element. In writing the equations, take all unknown internal forces to be in

tension. If 7, comes out negative, then the internal force is in compression. First we
solve for the reactions at A and D (see Figure 3.2).

) M, =0=6D, —2cos(30°) X 65in(60°) — 25in(30°) X 6(1 + cos(60°)
or
18

D =—=3kN
6

J

D F =0= 4, +2c0s(30°) = A =—2c0s(30°) kN

ZFy =0=A,+D,~2sin(30°) = A, =-D, +2sin(30°) kN
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2 kN

Figure 3.2 Reactions of simple truss.

F

Figure 3.3 Internal forces at Joint A.

B Internal forces at Joint A (see Figure 3.3):

D F.=0=Fcos(60°)+ F, + 4,

ay, =cos (60°), a;3=1, P, =-A,

) F =0=Fsin(609)+ 4,
ay =sin (60°), P, =-A4,
B Internal forces at Joint B (see Figure 3.4):
ZF" =0=F, + F, cos(60°) — F, cos(60°)
a3, = cos (60°), a5, = —cos(60°), a;35=1, P, =0
D F =0=—Fin(60°) - F, sin(60°)

a4 =—sin (60°), a,, = —sin (60°), P, =0
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B
> F,
60 60
F, F,
Figure 3.4 Internal forces at Joint B.
C
F, 2 cos 30°
60°
F; 2 sin 30°
Figure 3.5 Internal forces at Joint C.
B Internal forces at Joint C (see Figure 3.5):
ZF" =0=—F, — F; cos(60°) + 2 cos(30°) 5)

ass =—1, ass =—cos (60°), Ps = -2 cos (30°)

Since Joint D has not been used in establishing the coefficient matrix, it can be used
as a check on the obtained solution; that is, the sum of all the forces acting at Joint

D, both in the x and y directions, must be zero.
B Forces at Joint D (see Figure 3.6):
CKDx = —F, — F, cos(60°) + F; cos(60°)

CKDy = F, sin(60°) + £, sin(60°) + D,

The following program solves for the internal forces in the truss.
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F,

f ° 60°
F, <
D

Fy

>

Figure 3.6 Internal forces at Joint D.

Example 3.4

% STATICS_TEST F07.m
% This program solves for the internal forces in a truss by the matrix
% method
clear; clc;
th60=pi/3; th30=pi/6; ie=5; je=5;
a=zeros (5); p=zeros(5,1);
sth60=sin (th60); cth60=cos (th60); sth30=sin(th30); cth30=cos(th30);
Calculation of reactions:
Sum of moments about Joint A gives the vertical component of
the reaction at joint
Dy=(2*cth30*6*sth60+2*sth30*6* (1+cth60)) /6;
% Sum of external forces in the x direction gives the horizontal component
% of the reaction at Joint A.
Ax=-2*cth30;
% the sum of external forces in vertical direction gives the vertical
$component of the reaction at Joint A.
Ay=2*sth30-Dy;
fid=fopen (‘output.dat’,’'w’);
fprintf (fid,’ statics_problem.m \n’);
fprintf (fid,’ Program solves for the internal forces of a truss \n\n’);
fprintf (£id,’ Reactions in N \n’);
fprintf (£id,’ Ax=%8.3f \t\t Ay=%8.3f \t\t Dy=%8.1f \n\n’,6Ax,Ay,Dy);
% Overwrite the non-zero elements of matrix a and matrix p.
a(l,1)=cth60; a(1,3)=1.0; p(l)=-Ax;
a(2,1)=sth60; p(2)=-Ay;
a(3,1)=-cth60; a(3,2)=cth60; a(3,4)=1.0;
a(4,1)=-sth60; a(4,2)=-sthé60;
a(5,4)=-1.0; a(5,5)=-cth60; p(5)=-2*cth30;
fprintf (£id,’ A matrix \n\n’);
jindex=1:je;
fprintf (fid, " ‘) ;
for i=l:ie
fprintf (£id, "%61i’,jindex (1)) ;
end
fprintf (£id, '\n’);
fprintf (£id, ! —----- - oo m oo oo \n’) ;

o o o
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for i=l:ie
fprintf (£id, %41 ‘,1);

for j=1:je
fprintf (fid, '%8.4£f',a(i,j));
end
fprintf (£id, "\n’) ;
end
F=a\p;
fprintf (*£1=%5.2f \n,f2=%5.2f \n,£f3=%5.2f \n, f4=%5.2f \n,f5=%5.2f \n’,F);

(
fprintf (£id, '\n\n’) ;
fprintf (£id, ' Internal forces,F(1l)-F(5)& external forces p(i),in N \n\n’);
fprintf (£id,’ Member # F(i) Equation # p(i) \n’);
fprintf (fid, ’ ==================================================\11' ) ;
for i=l:ie

fprintf (£id,’ %3.0f %9.4f %3.0f %5.3f \n’,i,F(i),1i,p(1));
end
% check if the sum of the horizontal components at Joint D is zero:
fprintf (£id, '\n check if sum of the y components at Joint D is zero \n’);
ckDx=-F (2) *cth60+F (5) *cth60-F (3) ;
fprintf (£id,’ ckDx=%12.4e \n’, ckDx) ;
% check if the sum of the vertical components at Joint D is zero:
fprintf (£id, '\n check if sum of the y components at Joint D is zero \n’);
ckDy=Dy+F (2) *sth60+F (5) *sthe0;
fprintf (£id,’ ckDy=%12.4e \n’, ckDy) ;
fclose (fid) ;

3.3 Gauss Elimination

In engineering we are frequently confronted with the problem of solving a set of
linear equations. For 7 equations in 7 unknowns, it is convenient to express the set
in the following form:

a,,%, + a,,%, + a,3X, +---+ a,x, = ¢

a,x, ta,x, + ay3%;3 +---+ a,,x,=c,

a,x + a,x, + a,,%;3 +---t+ a,x, =c, (3.8)

Cramer’s rule gives a theoretical method for obtaining a solution. Use for n<3.
However, for larger , the calculations become excessive. For example, for = 10, the
number of calculations required by the use of determinants is approximately 3 x 108.
Using the Gauss—Jordan method, this is reduced to approximately 600 calculations.
The system of equations, Equation (3.8), can be expressed in matrix form; that is,

AX=C (3.9)
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where

4, 4 4y a,
a, a,, a a
21 4y A3 2
A=| .
dﬂl anZ ﬂn3 o dmv
X gl
X 5
X=|x, C=|¢
x c
- n - = n -

Note: The number of columns in A4 has to equal the number of rows in X, otherwise
matrix multiplication is not defined. In the Gauss Elimination method, the origi-
nal system is reduced to an equivalent triangular set that can readily be solved by
back substitution.

The reduced equivalent set would appear like the following set of equations:

ay Xyt anx, tapxs e ta,x, =c
Xy Tayxs +eta,,x, =¢,
AgaXy Tt ay X, = ¢
nfl,nflxnfl + ﬂnfl,nxn = Cnfl
a x =¢
nnn n
Then
x =Cla
n n “nn
1 - -
xn—l == (Cn—l - n—1,n n)
a
n—1,n—1

etc.
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To accomplish the reduced equivalent set it is convenient to augment the coefficient

matrix with the C matrix; that is,
dll

ay

a
31
A=

nl

The following procedure is used to obtain the reduced equivalent set:

n2

a

n3

dln |Cl

a, | ¢
| <
|
|

a |c

(3.10)

B Muldply the first row of Equation (3.10) by a,/a,, and subtract from the

second row, giving

a
po_ 4y
ay = 4y X
a,
a
po_ Ay
Ayy = dys X a3,
a,
a
¢ =c,— 2L Xe,
a

This gives a;, =0

a

’ —_—
22_LZ

2

4

11

—Xa

12

B For the third row: Multiply the first row of Equation (3.10) by a;,/4;, and

subtract from row 3, giving

a

11°

’r _ 731
az = dy) Xa
11
a
’r _ 31
ﬂ33 = ﬂ33 P Xa
11
a
_ . _ %
C?) C?) Xfl

This gives 2;, =0

’
3

=4

a
_Blwa

11

12
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This process is carried out for rows 2, 3, 4,..., n. The original row 1 is kept in its
original form. All other rows have been modified and the new coeflicients are des-
ignated by a”. Except for the first row in Equation (3.10), the resulting set does not
contain x;,.

For this step, the first row of Equation (3.10) was used as the pivot row and 4,
as the pivot element. We now use the new row 2 as the pivot row.

Multiply the new row 2 by %2 and subtract from row 3, giving

’

ﬂZZ

’ ’

a a
//_/_32 ’ r/_/_32 ’
4y =i, 2 Xy Az = dy 2 X dys

22 22

’

v o_ s 32 ’
Ay =z — 7 Xy, et

22

ﬂ’
v__ v 732 ’
G=0— X6
4y

This gives 2;, =0

Multiply the new row 2 bya% and subtract from row 4, giving

a22
LZ’ ﬂ,
rr _ 742 ’ II_I_42 ’
Agy =gy =7 Xy g3 =gy — = Xy,
22 22
tl’
v_ 1 42 ’
CG=C— X6

22

This gives @}, =0

This process is continued for rows 3, 4, 5,..., 7.

Except for the second row 2 the set does not contain x,.

The next row is used as a pivot row and the process is continued until the (7 — 1)
row is used as the pivot row. When this is complete the new system is triangular
and the system can be solved by back substitution.

The general expression for the new coefficients is

a,
k .
a;=a,———Xa, fori=k+Lk+2,..,n
a
bk

j=k+1LEk+2,...,n

where £ is the pivot row.
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These operations only affect the #; and ¢; terms. Thus, we need only operate on the
Aand C matrices.

Example 3.5
Given:
% —3x, +x; =—4
=3x, +4x, +3x, =-10
2x, +3x, —2x, =18

The augmented coefficient matrix is

1 -3 1]|-4
. a, 3
Aaugz -3 4 3]-10 multlplyrowlbyf—T
all
2 3 -2 18

and subtract from row 2

row 2 becomes: (=3+3), (4—9), (3+3),(-10—-12)=(0,-5,6,—22)

The new matrix is

1-3 1 |-4

2
Equiv A,)=|0 =5 6 |-22| multiply row 1by ' =
11

2 3-2]18

and subtract from row 3

row 3 becomes: (2—2), (3+6), (-2—2), (18+8)=1(0,9,—4,26)
The new matrix is
1 -3 1 |-4
Equiv A, =10 =5 6 | —22

0 9 —4 | 26
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We now use row 2 as the pivot row.

1 -3 1 |-4
Equiv A =0 =5 6 |-22 ltiply row 2 by 22 = — 2
quiv A, = - | - multiply row 2 by ; =3

0 9 —4 | 26

and subtract from row 3

row 3 becomes:

(0—0),(9—9x5j,(—4+9x6j,(26—9x22): (0,0,34,_623)
5 5 5 57 s

The new matrix is
1 -3 1]|-4
EquivAﬂugz 0 -5 6|-22
3] 6
5 5

The system is now triangular.

EquivAX=C

gives

=5x, +6x, =22
3, _ 68
5°° 5
34 68
?x3 = —? = X3 = -2

x2=%D2+602ﬂ=2

v =—4+3(2)+2=4
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k" row

Compare
for max |a;/|

Figure 3.7 Row interchange.

Two important considerations:

1. If 4 is zero, where £ is the pivot row, then the process cannot be carried out.

2. Greater accuracy in the solution is obtained if the pivot element is the abso-
lute maximum available from the set. That is, if the pivot row is 4, one com-
pares the 4y sfori=k+1, k+2,..., n (see Figure 3.7). If |aik max |akk| , then
the row containing the ||, is interchanged with the 4th row. This only
affects the ordering of the equations and does not affect the solution.

If after row interchange is carried out and one of the 4, s remains zero, then the
system is singular and no solution can be obtained.

One last consideration: It can be shown that if the magnitude of the pivot ele-
ment is much smaller than other elements in the matrix, the use of the small pivot
element will cause a decrease in the accuracy of the solution. To check if this is the
case, one can first scale the equations; that is, divide each equation by the absolute
maximum coefficient in that equation. This makes the absolute maximum coefli-
cient in that equation equal to 1.0. If | 2, | in the pivot row <<1, then the solution
may be inaccurate.

3.4 The Gauss—Jordan Method

The Gauss—Jordan method is a modification of the Gauss Elimination method. It
also treats the problem of solving a system of linear equations of the form AX =
C. In this method the objective is to obtain an equivalent coeflicient matrix that,
except for the main diagonal, all elements are zero. The method starts out, as in the
Gauss Elimination method, by finding an equivalent matrix that is triangular. It
then continues, assuming that A is an 7 X 7 matrix, using the 7 row as the pivot row,
multiplying the nth row by 4,_, /4, ,, and subtracting the result from row 7 — 1, thus
making the new ,_; , = 0. The process is repeated for rows -2, n—3,..., 1.

n,n>
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Example 3.6

As an example, this method is applied to Example 3.5. Starting from the triangular
equivalent matrix

1 -3 1]|-4
Equz’vz‘lﬂug=0 -5 6]-22
34| 68
5 5

multiply row 3 by ay; /a;;= 6 X 5/34 and subtract from row 2. Row 2 becomes

(0 — 30/34 % 0), (-5 — 30/34 x 0), (6 — 30/34 x 34/5),
(=22 +30/34 x 68/5) = (0 -5 0-10)

Multiply row 3 by a,5/a;;= 5/34 and subtract from row 1. Row 1 becomes
(1 =5/34 % 0), (=3 =5/34 % 0), (1 — 5/34 x 34/5), (~4 + 5/34 X 68/5)=(1-3 0-2)
The new Equiv Aﬂug becomes

1 -3 0] -2

Equz’vAﬂug= 0 -5 0 |-10

Now row 2 is used as the pivot row. Multiply row 2 by ,,/2,,= 3/5 and subtract
from row 1. Row 1 becomes

(1-3/5%0), (-3+3/5%5), 0-3/5%0),(-2+3/5x100=1 0 0 4)

The new Equiv A, becomes
ﬂﬂg

1 0 0] 4
Equiv/lﬂugz 0 -5 0]-10

34 68
5 5

0 0
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Thus, the equivalent set of equations becomes
x, =4, =5 x, =-10, 34/5 x; =—68/5
orx, =4,x,=2,x;=-2

which is the same answer that was obtained earlier by the Gauss Elimination method.

3.5 Number of Solutions

Suppose a Gauss Elimination program is carried out and the following results

are obtained:
allxl+¢zlzx2+a13x3+~-+alnxn =

Ay Xy T lyy Xy o0t a, x, =¢,

Az X3t ta, x =c
3n""n 3

33 '3
+ ..
a x t-=c
m r r
0:Cr+1
0=Cr+2
0=c¢

where r <nand 4, a,,,...,a, are not zero. There are two possible cases:

(1) No solution if any one of the ¢ ,, through ¢, is not zero.
(2) Infinitely many solutions if ¢, through ¢, are all zero.

If r=nand 4, a,,, ... a,, are not zero, then the system would appear as follows:
a X ta, x,ta,x;tta,x =c
a,, X, ta,, x;+---ta, x =c,
gy X3+t a,, X, =cy

3

For this case there is only one solution.
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3.6 Inverse Matrix
Given:
AX=B
ATAX =IX=X=A"B
MATLAB’s method of solution
X = inv(A) *B (solves by A™Y)
or
X = A/B (solves by Gauss Elimination)

Let us see what is involved by determining A"
ATA=1

Let B=A"!, then B*A =1
It will be demonstrated for a 3 X 3 matrix.

[711 [712 513 a4 4y 4 100
by by by || 2y a5 ay =10 10
by by, by || 4y 4y, ay 001
First row of B*A
Element (1,1): 4,4, +b,a,, + b2, =1 |
Element(1,2): 4,4, + b,a,, + b,a,, =0 | A =
Element (1,3): b4, +b,a,;, + b ;a,, =0 |
Here b, b,,, and b,; are the unknowns.
b, 1
Let B=|b, |, then A"B =|0
b 0

13

Solve for 4,,, b,,, b,5 by Gauss Elimination.



Matrices ®m 65

Second row of B*A
Element (2,1):  b,,a,, + by,a,, +b,;a,, =0

Element (2,2): b, .4, +b,,a,, +b,;a,, =1

Element (2,3):  b,4,, +by,a,, +b,ya,, =0

Here b,,, 6,,, and b,; are the unknowns.

b,, 0
Let B, =|b,, |, then ATB2 =1
by, 0

Solve for b4,,, b,,, and b,; by Gauss Elimination.

Third row of B*A
Element (3,1): b4, + by,a, + by, =0
Element (3,2): by, + by,a,, + b;a,, =0

Element (3,3): b, a, +by,a,, + b0, =1

Here by, bs,, and by, are the unknowns.
by, 0
Let B,=|b, |, then A"B,=|0
by 1

Solve for b5, b5,, and b5 by Gauss Elimination.

An alternative [1] to the method described above is to augment the coeflicient
matrix with the identity matrix, then apply the Gauss—Jordan method making the
coeflicient matrix the identity matrix. The original identity matrix then becomes
A" The starting augmented matrix for a 3 X 3 coefficient matrix is shown below:

a, a, a5|1 00
ay a,, a,, |0 10
ay, ay, a;, |0 0 1
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Example 3.7

This method is illustrated by the following example:
x, = 3x, +x; =—4
—3x, +4x, +3x, =-10

2x, +3x, —2x, =18

1 -3 1|1 00
A,=|-3 4 3]0 10

aug

2 3 =2|0 01

Multiply row 1 by —3/1 and subtract from row 2, giving:
(3+3x%x1),4-3%x3),B3+3x1),0+3x1),1+3x%x0),
0+3x0)=(0 -5 6 3 1 0)

Multiply row 1 by 2/1 = 2 and subtract from row 3, giving:
2-2%1),B8-2%X(=6)),(2-2x%x1),0-2x1),0-2x0),
(1-2x0=0 9 -4 2 0 1

1 =3 1] 1 0 0
equivA,,=0 -5 6] 3 1 0
0 9 —4|-2 0 1

Multiply row 2 by —9/5 and subtract from row 3, giving:
(0+49/5%0), (9+9/5 % (=5)), (=4 +9/5 X 6), (=2 + 9/5 X 3),

0+9/5x1),1+9/5x0)=(0 0 34/5 17/5 9/5 1)

1 =3 1] 1 0 o0
equivA,,=|0 -5 6 | 3 1 0
0 0 345|175 95 1
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Multiply row 3 by 30/34 and subtract from row 2, giving:

(0 —30/34 % 0), (=5 — 30/34 x 0), (6 — 30/34 x 34/5), (3 — 30/34 x 17/5),
(1-30/34%9/5),(0-30/34x1)=0 -5 0 0 -=20/34 -30/34)

Multiply row 3 by 5/34 and subtract from row 1, giving:
(1-5/34 % 0), (=3 — 5/34 x 0), (1 — 5/34 x 34/5), (1 -5/34 x 17/5),
(0—5/34x9/5), 0-5/34x1)=(1 -3 0 172 -9/34 -5/34)

1 -3 0 | V2 -934 -5B34
equivA,,=|0 =5 0 | 0 —2034 -3034
0 0 345 [175 95 1

Multiply row 2 by 3/5 and subtract from row 1, giving:
(1-3/5x%0), (-3 -3/5%(-5)), (0-3/5%0), (1/2 - 3/5%0),
(=9/34 + 3/5 x 20/34), (-5/34 + 3/5x30/34)=(1 0 0 1/2 3/34 13/34)
1 0 0 | 12 3/34 13/34
equivA,,=|0 =5 0 | 0 -2034 -3034
0 0 34/5|175 95 1

Divide row 2 by —5 and row 3 by 34/5, giving:
1 0 0| V2 334 1334
equivA,,=|0 1 0| 0 434 6/34
0 0 1| V2 934 534

Thus,
12 334 13/34
A= 0 434 634
12 934 5/34

It is left as a student exercise to show that A4™ =17.
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3.7 The Eigenvalue Problem

One very important application of the eigenvalue problem is in the theory of vibra-

tions. Consider the two-degrees-of-freedom problem shown in Figure 3.8.
The governing differential equations describing the motion of the two masses are
mi, = k,(x

LX) kX (3.11)

myxX, =—k,(x

2 X))k, (3.12)

We wish to determine the modes of oscillation such that each mass undergoes har-
monic motion at the same frequency. To obtain such a solution, set

X = Al eXp(l(Dt) (313)
x, = A, exp(iwt) (3.14)

Substituting Equations (3.13) and (3.14) into Equations (3.11) and (3.12) gives

k+k k
(m—mszl ~ 2 4,=0 (3.15)
ml ml
k k,+k
- 1+(23—w2}42:0 (3.16)
m, m,

Equations (3.15) and (3.16) are two homogeneous linear algebraic equations in two
unknowns. There is a theorem in linear algebra that says that the only way for two

K k, ks
" AW\ "y

Vecoccccc a7 o

kx k - k
11 X1—X X
my 2( 1 2) niy 372

Figure 3.8 Two-degrees-of-freedom vibration system.
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homogeneous linear algebraic equations in two unknowns to have a nontrivial solu-
tion is for the determinant of the coefficient matrix to be zero.

(le1 +k2_0)2) k.
m m,
_/Lz k, + k, e
m, m,

Letting

k +Fk k k b, +k

1 2:6111, ——2:6112’ 722512], 2 32422 ﬂml’ 0)2_}\.

m m , "y

The equation for A becomes

AN = (ay, +ay)h+ (a4, — a,a,) =0 (3.17)

The solution of Equation (3.17) gives the eigenvalues, A, and A, which are the
square of the two natural frequency of oscillations for this system. The ratio of the
amplitudes of the oscillation of the two masses can be obtained by substituting
the values of A into Equation (3.15) or Equation (3.16); that is,

A /7 m,

1 2

k +k
4, =—(a,, —A)a,, = " ( L2 _ le for the first mode

and

% =—(a,, —\,)a, = ml( htk XZJ for the second mode

1 k, m

The eigenvector, V;, associated with A, is

4
—A (@, = ))ay,

and the eigenvector, V;, associated with 2, is

Al
_A1 (“11 - 7"2 )/412
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Since A, is arbitrary, we can select A, = 1, then

1
V=
1 [‘(ﬂn - Xl)/alj (3.18)
and

1
e |:_(‘111 - 7\,2)/4112} (3.19)

If [1] V'is an eigenvector of a matrix  corresponding to an eigenvalue A, so is 6V
with any 6 #0.

MATLAB'’s eig Function

MATLAB has a built-in function that gives the eigenvalues of a square matrix X.
MATLAB’s description of the function follows:

E = ¢ig(X) is a vector containing the eigenvalues of a square matrix X.
[V,D] = eig(X) produces a diagonal matrix D of eigenvalues and a full macrix V
whose columns are the corresponding eigenvectors so that X*V = V*D.

For the problem under discussion, matrix # replaces matrix X. Thus, the statement
[V, D] = ¢ig(a) gives the eigenvectors associated with A, and A,. V(;,1) is associated
with A, and V(;,2) is associated A,.

Example 3.8

Suppose in Figure 3.8 the following parameters were given:

m

=m, = 1500 kg, k, = 3250 Nim, k, = 3500 N/m, k, = 3000 N/m

1

A program that will determine

1. The eigenvalues of the system by both Equation (3.17) and by MATLAB’s eig
function

2. The eigenfunctions by both Equations (3.18) and (3.19) and MATLAB’s
[V,D] function

follows.
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Example 3.9

eigen2.m
Eigenvalues and eigenvectors.
E = eig(a) is a vector containing the eigenvalues of a square matrix a.
[V,D] = eig(a) produces a diagonal matrix D of eigenvalues and a
full matrix V whose columns are the corresponding eigenvectors so
that a*V = V*D.
Units are in SI units.

clear; clc;

k1=3250; k2=3500; k3=3000; ml=1500; m2=1500;

a(l,1)=(k1+k2) /ml;

a(l,2)=-k2/ml;
a(2,1)=-k2/m2;
a(2,2)=(k2+k3) /m2;
% Lamda™2-(a(1,1)+a(2,2))*Lamda+(a(1l,1)*a(2,2)-a(1,2)*a(2,1))=0
b=-(a(l,1)+a(2,2)); c=a(l,1)*a(2,2)-a(l,2)*a(2,1);
Lamdal=(-b-sqgrt (b*2-4%c))/2;
Lamda2=(-b+sgrt (b"2-4*c)) /2;
E=eig(a) ;
fprintf (‘Lamdal=%7.5f Lamda2=%7.5f \n’, Lamdal,Lamda2)
fprintf (‘E(1)= %7.5f E(2)=%7.5f \n’,E(1),E(2));
vl=[1l;-(a(1,1)-Lamdal)/a(1,2)]
v2=[1;-(a(l,1)-Lamda2)/a(1,2)]
[V,D] = eig(a);

o° o o° o° o° o° oe°

V1=v(:,1)
v2=v(:,2)
D

The following results were obtained:

Lamdal=2.08185 Lamda2=6.75149

E(1)=2.08185 E(2)=6.75149
vl =
1.0000
1.0364
v2 =
1.0000
-0.9649
Vi =
-0.6944
-0.7196
V2 =
-0.7196
0.6944
D =
2.0818 0
0 6.7515

Examining the results, it can be seen that Lamdal = E(1) and Lamda2 = E(2). Also,
V1 is a scalar multiple of vl and V2 is a scalar multiple of v2.
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Exercises

Exercise 3.1
Use pencil and paper and the Gauss Elimination method to solve the following
system of equations:
a. 2x+3x,-x3;=20
4x, — x, + 3x, =14
X, + 5%, + x5 =21
b.  4x, +8x,+x;=8
2%, — 3x, + 2x; = 14
X, + 3%, +4x; = 30
c 2x+ x,+x;—-11x,=1
SXI - 2X2 + 5X3 - 4X4 = 5
X, — X, + 3%; — 3x,=3

3%, + 4x, — 7x3+ 2x,=-7

Projects

Project 3.1

For the following truss structure (see Figure P3.1) write a MATLAB program
that will determine the internal forces in the structural members by the method
described in Example 3.3. Print out the reactions, the coeflicient matrix, the mem-
bers’ internal forces, and a check on the solution.

12'

A F Fy Fg Fiy Fi6 Fy L
C | kN E | 4kN G| gkN 1|4 kN
- 2 g 6 KN ey

l 6 bays at 9 ft each |

Figure P3.1 Truss structure for Project 3.1.
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G H I .
F14 FIO
F I, F T, 6m
17 15 13 Fi 9
F8
dF F18 F16 F12 F7 ] SkN
ji E 8m D 8m C 8m
v
E F,
15 kN 15 kN 6ml| 2 E, 6
£ 5 kN
B 7 <
Fl
6 m F2
A

Figure P3.2 Truss structure for Project 3.2.

Project 3.2

For the truss structure shown in Figure P3.2 write a MATLAB program that will
determine the internal forces in the structural members by the method described in
Example 3.3. Print out the reactions, the coeflicient matrix, the members’ internal
forces, and a check on the solution.

Project 3.3

An automobile suspension system is simulated by two springs connected by a bar
supporting the automobile’s weight as shown in Figure P3.3a. We shall assume that
the ends of the spring are at the same elevation and X is measured downward from
this position (Figure P3.2b). The automobile weight is applied on the bar at point
G. The equilibrium position of the bar is shown in Figure P3.3c. The governing
equations at the equilibrium position follow:

F. =0=—k(X, = [D,) =k (X, + [,0,)+ W (P3.3a)
D My, =0=k (X, — L0,)L, — k, (X, + L, )L, (P3.3b)

If the system is disturbed and released, it will vibrate at its natural frequencies. The
system has two degrees of freedom, resulting in a vertical and a rotational vibration.
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Unstretched position

X

Unstretched position

Equilibrium position

Unstretched position
XolEquilibrium position
1 X

8, @
0

X=X)+%

Figure P3.3 Automobile suspension system.

Let x be measured from the equilibrium position, then
X=X,+x and X=3%
The governing equations describing the vibrating system follow:
Mx=—k[X,+x—L (0, +0)]=A[X,+x+L, (0, +H]+W

I 9=k[X,+x—L©O,+OL — kX, +x+ L0, + )L,

Mié ==k (X, = L,0,) = ky (X, = L,0,) + W — k,(x — L,8) — b, (x + L,0)

(P3.3¢)
(P3.3d)

(P3.3¢)
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By Equation (P3.3a), the sum of the first three terms on the right-hand side of
Equation (P3.3e) is zero. Thus,

Mi=—k(x— L) —k,(x+L,0) (P3.3f)
Similarly, Equation (P3.3d) can be rewritten as
10 =k(X,— LO)L — ky(X, + L0 L, +k(x— LO)L —ky(x+ L,9)L,
(P3.3g)

By Equation (P3.3b), the sum of the first two terms on the right-hand side of
Equation (P3.3g) is zero. Thus,

I_ 0=k (x—LO)L —k(x+ L)L, (P3.3h)

We wish to determine the modes of oscillation such that the vertical and rotational
vibrations are at the same frequency. To obtain such a solution, set

x=Aexp(i®r) (P3.31)
O = Bexp(ivt) (P3.3)

Substituting Equations (P3.3i) and (P3.3j) into Equations (P3.3f) and (P3.3h),
respectively, gives

(kl"'kz_wsz_(ksz_lel)B:O (P3.3k)

M M M

[MJA + (W_Of]g:o (P3.3])
I I '

Using MATLAB’s eig function, determine the natural frequencies of oscillation
for the system. Use the following variable values:

k=35 kN/m, k, =38 kN/m, L, =1.4 m, L,= 1.7 m, M = 1500 kg,
I, =2170 kg-m?.

Project 3.4

Suppose a manufacturer wishes to purchase a piece of equipment that costs
$40,000. He plans to borrow the money from a bank and pay off the loan in
10 years in 120 equal payments. The annual interest rate is 6%. Each month the
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interest charged will be on the unpaid balance of the loan. He wishes to determine
what his monthly payment will be. This problem can be solved by a system of
linear equations.

Let x; = the amount in the jth payment that goes toward paying off the princi-
pal. Then the equation describing the jth payment is

n=j-1
Jjth payment = M = X+ [P - 2 X, JI (P3.4a)

n=1

where
M = the monthly payment.
P = the amount borrowed.
I = the monthly interest rate = annual interest rate/12.

The total number of unknowns is 121 (120 x values and ).
Applying Equation (P3.4a) to each month gives 120 equations. One additional

equation is

n=120
p= 2 x (P3.4b)

n=1
Develop a computer program that will

1. Ask the user to enter from the keyboard the amount of the loan (P), the

annual interest rate, I, and the time period, Y, in years.

2. Set up the system of linear equations, using 4, ,, as the coeflicient matrix of
the system of linear equations. The 7 represents the equation number and m
represents the coefficient of x,, in that equation. Set x,; = M.

. Solve the system of linear equations in MATLAB.

. Print out a table consisting of four columns. The first column should be the
month number, the second column the monthly payment, the third column
the amount of the monthly payment that goes toward paying off the princi-
pal, and the fourth column the interest payment for that month.

SN

Reference
1. Kreyszig, E., Advanced Engineering Mathematics, 8th Ed., John Wiley & Sons, 1999.



Chapter 4

Roots of Algebraic and
Transcendental Equations

4.1 The Search Method

The equation whose roots are to be determined should be put into the form of
Equation (4.1), as shown below:

fx) =0 4.1)

First a search is made to obtain intervals in which real roots lie. This is accom-
plished by subdividing the x domain into N equal subdivisions, giving

X1y Xy X350 s X a0d 2 = X, + Ax
Then locate where f(x) changes sign (see Figure 4.1). This occurs when
fx) £o,) <O

The sign change usually indicates that a real root has been passed. However, it may
also indicate a discontinuity in the function. (Example: tan x is discontinuous at
x = 1/2.) Once the intervals in which the roots lie have been established, one can
use several methods for obtaining the real roots.

4.2 Bisection Method

Suppose it has been established that a root lies between x; and x;,; Cut the interval
in half (see Figure 4.2), then

Ax
X, +—

Xivia = X 5

77
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Figure 4.1 Selecting the interval in which a root lies.

Now compute f(x;) f(x;,;,).

Case 1: If f(x) f(x;,,/,) <0, then the root lies between x; and x;, ;.
Case 2: If f(x)) f(x;,1,) > 0, then the root lies between x,,, + x;,,.
Case 3: If f(x)) f(x;,1,) = 0, then x; or xy,, is a real root.

For cases 1 and 2, select the interval containing the root and repeat the process.
Continue repeating the process until (Ax) , = —~ is sufficiently small, where 7 is the
fooor

number of bisections. Then the real root lies within the last interval.

Note: For 20 bisections,

(Ax) , =;%zAxx1.05x10*6

Sflx)

Figure 4.2 Selecting the interval containing the root in the Bisection Method.
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Program method:

Set X, =x

1
X ZE(xA +x5)

If f(x,)f(x.) <0 (root lies between x , & x,.)

Set x, = x, and

1
X :E(XA +xp)

and repeat the process.

If f(x,)f(x.)>0 (root lies between x, & x,.)
Set x, = x. and

1
X ZE(xA +x5)

and repeat the process.

If f(x,)f(x.)=0

Either x, or x,. is a root.

4.3 Newton-Raphson Method

This method uses the tangent to the curve f{x) = 0 to estimate the root. One needs to
obtain an expression for f”(x). One also needs to make an initial guess for the root,
say, x; (see Figure 4.3). f”(x) gives the slope of the tangent to the curve at x.

Sx)

/ J;2 1

Figure 4.3 Predicting root in the Newton-Raphson Method.
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On the tangent to the curve

f(xl)_f(xz) :f/(xl)

X T X%
Set f(x,) = 0 and solve for x,; that is,
X, =x, — S
2 1 f/(x2)

Check if | f(x,)| < €. If yes, quit. x, is the root—print out x,. If no, set x; =x,and
repeat the process.

Continue repeating the process until | f(x,)| < €. An alternate condition for
convergence is

[ o)l () ] < €

This method is widely used for its rapid convergence. However, there are cases
where convergence will not occur. This can happen if

a. f’(x) changes sign near the root.
b. The initial guess for the root is too far from the true root.

If one combines the Newton—Raphson method with the search method for obtain-
ing a small interval in which the real root lies, convergence will not be a problem.

4.4 The fzero Function

MATLAB® has a buile-in function to obtain the real roots of a transcendental equation.
It is the fzero function. To get started click on the Command window and type in:

>> help fzero

This gives several options on using the fzero function, some of which are shown
below. The first is appropriate if one has some idea where the root lies. The sec-
ond is more appropriate when there is more than one root and all roots need to
be obtained. The second should be used in combination with the search method
described earlier.

X = FZERO(FUN,X0) tries to find a zero of the function FUN near

X0. FUN accepts real scalar input X and returns a real scalar function
value F evaluated at X. The value X returned by FZERO is near a point
where FUN changes sign (if FUN is continuous), or NaN if the search fails.

X = FZERO (FUN,X0), where X is a vector of length 2, assumes X0 is an
interval where the sign of FUN(X0(1)) differs from the sign of FUN(X0(2)).
An error occurs if this is not true. Calling FZERO with an interval
guarantees FZERO will return a value near a point where FUN changes sign.

X = FZERO (FUN, X0,0PTIONS) minimizes with the default optimization
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parameters replaced by values in the structure OPTIONS, an
argument created with the OPTIMSET function. See OPTIMSET for
details. Used options are Display and TolX. Use OPTIONS = [] as a
place holder if no options are set.

X = FZERO(FUN, X0,0OPTIONS,P1,P2,...) allows for additional arguments which
are passed to the function

[X,FVAL]= FZERO(FUN, ...) returns the value of the objective

function, described in FUN, at X.

Examples

FUN can be specified using @:

X = fzero(@sin, 3)

returns pi.

FUN can also be an inline object:
X = fzero(inline(‘'sin(3*x)’),2);

Several examples using both the search method and the fzero function are shown
below.

4.4.1 Example Programs
Example 4.1

search.m

This program determines the real roots of a third degree polynomial.
The program produces a plot of the function. Next the program searches
for intervals where there are sign changes, then it calls the fzero
function to obtain the real roots.

clear; clc;

xmin=-10.0; xmax=10.0; N=50; nr=0;

dx= (xmax-xmin) /N;

fprintf (‘Searching for roots, root is obtained by fzero function \n’);
fprintf (¢ x f\n’);

for n=1:N+1

x (n)=xmin+(n-1) *dx;

f£x (n)=func (x(n)) ;

o° o° o° o° o°

fprintf (° %6.2f $10.3f \n’,x(n),fx(n));
end
plot (x, fx), title(‘f(x) vs. x’), xlabel(‘'x’), ylabel(‘f(x)’), grid;
for n=1:N
p=fx (n) *fx (n+1) ;
if p < 0.0
nr=nr+1;

xr (1)=x(n) ;
xr(2)=x(n+l) ;
rt (nr)=fzero (‘func’,xr) ;

end
if p==0.0
nr=nr+1;
rt (nr)=x(n+1) ;
n=n+1;
end
end
if nr ~= 0

fprintf (*\n\n Roots of function f(x)=0 \n\n’);
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fprintf (‘root no. root \n’);

for n=1:nr
fprintf (' %$i %10.4f \n’,n,rt(n));
end
else
fprintf (*\n\n No roots lie within xmin <= x <= xmax’) ;
end

o

% func.m
function f=func (x)
f=x"3-4.7+%x"2-35.1%x+85.176;

There are two ways to enter parameters into the function func.m. These are

a. The use of the global statement: Add the following two statements to Example
4.1 just after the clear; clc; statements:

global a0 al a2 a3;

a3=1.0; a2=-4.7; al=-35.1; a0=85.176;

Then add the exact global statement to func.m just after the function
statement as shown below:

function f=func (x)

global a0 al a2 a3;

f=a3*x"3+a2*x"2+al*x+al;

b. By modifying the fzero function to include parameters a3, a2, al, and a0. For
this case

a3=1.0; a2=-4.7; al=-35.1; a0=85.176; would still be added
after the clear; clc; statements.
The statement rt(nr)=fzero(‘'func’,xr); would be replaced by:
rt (nr)= fzero(‘func’,xr, [ 1, a3,a2,al,ao);

and the corresponding function statements would be replaced by
function f=func(x,a3,a2,al,a0)

f=a3*x"3+a2*x"2+al*x+al;

The coeficients a3, a2, al, and a0 can be replaced by a row vector, then for case (a),
the added statements would be

global a;

a(4)=1.0; a(3)=-4.7; a(2)=-35.1; a(1l)=85.176;
function f=func (x)

global a;

f=a(4)*x™3+a(3) *x"2+a (2) *x+a (1) ;

Note: The index of a vector starts with 1 and not 0.
For case (b), the coefficients a3, a2, al and a0 can also be replaced by a row vector,
then the added statements would be

a(4)=1.0; a(3)=-4.7; a(2)=-35.1; a(l)=85.176;
rt (nr)=fzero (' func’,xr, [],a);



Roots of Algebraic and Transcendental Equations ®m 83

function f=func(x,a)
f=a(4)*x*3+a(3) *x"2+a(2) *x+a (1) ;

MATLAB’s Roots Function

MATLARB has a function to obtain the roots of a polynomial. The function is roozs.
To obtain the use of the function, in the COMMAND window type in

>> help roots (this gives)

ROOTS (C) computes the roots of the polynomial whose coefficients
are the elements of the vector C. If C has N+1 components,

the polynomial is C(1)*X"N + --- + C(N)*X + C(N+1).

MATLARB gives the coeflicients of the polynomial whose roots are V. To obtain the
use of the function, in the COMMAND window type in:

>> help poly (this gives)

POLY (V) ,where V is a vector whose elements are

the coefficients of the polynomial whose roots are the
elements of V. For vectors, ROOTS and POLY are inverse
functions of each other, up to ordering, scaling, and
roundoff error.

real (x) gives the real part of x

imag(x) gives the imaginary part of x

Example 4.2

roots_poly.m

This program determines the roots of a polynomial using
the built in function ‘roots’.

The first polynomial is: f=x"3-4.7*x"2-35.1*x+85.176. The
roots of this polynomial are all real.

The second polynomial is: f=x"3-9*x"2+23*x-65. The roots of
this polynomial are both real and complex. Complex roots must
be complex conjugates.

To obtain more info on complex numbers do the following.

In the command window type in “help complex numbers”.
clear; clc;

c(1)=1.0; c(2)= -4.7; c(3)= -35.1; c(4)=85.176;

v=roots (c) ;

fprintf (‘The roots are: \n’);

v

% o o° o° o° o° o° o° oP° o

fprintf (‘The coefs. of the polynomial whose roots are v are:\n’);
coef=poly(v)

fprintf (Y ----mm s \n’) ;

a(l)=1.0; a(2)= -9.0; a(3)=23.0; a(4)= -65.0;

w=roots (a) ;

fprintf (‘The roots are: \n’);

w

fprintf (‘The coefs. of the polynomial whose roots are v are:\n’);
coef=poly (w)

re=real (w)

im=imag (w)
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—>n T

Figure P4.1a A thick plate undergoing convective heat transfer.

Projects
Project 4.1

The temperature distribution of a thick flat plate’, initially at a uniform tempera-
ture, T, and which is suddenly immersed in a huge bath at a temperature T, is
given by (see Figure P4.1a)

= _sin(8,)cos (6;1 zje_”ait“z

T(x,t)=T_+2(T,-T
Con)=1.+21,~1.) - cos(d,)sin(5,)+0, (P4.1a)
where
L =1/2 of the plate thickness.
a = the thermal diffusivity of the plate material.
d, are the roots of the equation:
hL

F@)=tand——==0 P4.1b
(6) = tan 5 (P4.1b)

where
b = the convective heat transfer coefficient for the bath.
k = the thermal conductivity of the plate material.

There are an infinite number of roots that satisfy Equation (P4.1b), these being §,,
d,, 0s,...,0,. Figure P4.1b shows that the intersection of the curve /L/kd with the
curves tan  gives the roots of Equation (P4.1b). Note that §, lies between 0 and
T/2, 9, lies between T and 37/2, d, lies between 21 and 5m/2, etc. Subtracting 7,
from Equation (P4.1a) and dividing by 7, — 7., we obtain Equation (P4.1¢).
x,tj -7 ~ sin(d )Cos(s x)e_ﬂﬁit/ﬁ
L i "L

i
TRATIO=——"~2——=2 P4.1
T,-T, ; cos(d,)sin(d, )+, (P4.19

" For a derivation of this equation, see Section 10.2.
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tand, hL/kS

Figure P4.1b Intersection of hL/k3 and tan d curves.

A plot of TRATIO vs. time for several different values of x/L should appear as

shown in Figure P4.1c.
Finally, the heat transfer ratio, Qratio, from the plate to the bath in time ¢ is

given by

(t) 2hL sind cosd — st/
QRAT[O:QQO =% 25 -] (P4.1d)
n=1 n

sind cosd +9 ]

where
Q(#) = the amount of heat transferred from the plate to the bath in time
Q, = the amount of heat transferred from the plate to the bath in infinite time,
which equals the change in internal energy in infinite time.

Tratio

x/L =0.0

x/L =0.2
x/L =0.4

x/L =0.6
x/L =1.0

—> ¢

Figure P4.1c Typical Tratio vs. t curves.
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Table P4.1 Temperature Ratio, TRATIO

X/L
Time(s) 0.0 0.2 0.4 0.6 0.8 1.0
0 1.0 1.0 1.0 1.0 1.0 1.0
10 _ _ _ — — —
20 — - - - - -
200 - — — — — —
1. Write a computer program that will solve for the roots 8, 3,, ..., s, using the

fzero function in MATLAB. Print out the & values in 10 rows and 5 columns.
Also print out the functional values at the roots, i.e.; £(3,).
Note: Only 50 3 values were asked to be computered.

2. Solve Equation (P4.1¢c) for TRATIO for x/L = 0.0, 0.2, 0.4, 0.6, 0.8, 1.0,
and t =0, 10, 20,...200 seconds. Print out results in table form as shown in
Table P4.1.

Also use MATLAB to produce a plot as shown in Figure P4.1c.

3. Construct a table for QRATIO vs. ¢ for times 0, 10, 20, 30,..., 200 seconds.

4. Use MATLAB to produce a plot of QRATIO vs. t. Use the following values
for the parameters of the problem:

T, =300°C, 7. =30°C, /=45 w/m?-°C
£=10.0 w/m-°C, L=0.03 m, 2= 0.279 X 10> m?/s

Project 4.2

We wish to consider the temperature distribution in a semi-infinite slab (see Figure
P4.2), initially at a uniform temperature, whose surface is suddenly subjected to
convective heat transfer from the surrounding air. The temperature, 7, in the slab
will be a function of position and time; that is, 7= 7 (x,#). It will also depend on
the parameters: 4, T, T.,, k, and o, where / = convective heat transfer coefficient, 7;
= the initial temperature of the slab, 7, is the air temperature, and 4 and o are the
thermal conductivity and diffusivity of the slab material, respectively. The problem
can be solved by Laplace Transforms. The solution is

j—e[%hzgljx{l—eq{ x b\/_ﬂ T (x,t)— —O

Wor Tk T.-T,

oo

l—eif(z\/a

Given: 7,=10°C, 7., =70°C, k= 386.0 W/m-°C, o. = 1.1234 x 104 m?/s, and
b =100 w/m2-°C. We wish to determine the time, # when the temperature in the
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thm

<
<

Figure P4.2 Semi-infinite slab undergoing heat transfer.

slab reaches the following temperatures and at the following positions:
T=15, 20, 25, 30]°Cand x=[ 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0] m

Use MATLAB to solve for the time for each condition and construct a table as
shown by Table P4.2.

Use the search method to find an interval in which the function 7R (x,z)
changes sign.

Assume that( < time < 60000 s and subdivide the time domain into 200
intervals.

Also create plots of time (h) vs. x for the four temperature cases listed in Table
P4.2. All four plots should be on the same graph.

Table P4.2 Time to Reach Specified Temperature

x(m) T(C) 15 20 25 30

0.1

0.2

0.3

1.0
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Table P4.3a Equation of State Variables for Air, Oxygen, and Carbon Dioxide

Cas # c A N m* K™ b m’ E( Nm j
as as kmol? kmol K kmol
1 Air 15.989 x 10° 0.02541 8314
2 Oxygen 17.22 x10° 0.02197 8314
3 Carbon dioxide 64.43 x 10° 0.02963 8314
Project 4.3

The equation of state for a substance is a relationship between pressure (p), tem-
perature (T), and specific volume (v). Many gases at low pressures and moderate
temperatures behave approximately as an ideal gas. The ideal gas equation of state
with p in N/m2,¥ in m3/kmol, T in K, and R in (N m)/(K kmol) is

RT
p=—"

v

where R is the universal gas constant. As temperature decreases and pressure
increases, gas behavior deviates from ideal gas behavior. The Redlich—Kwong’s
equation of state is often used to approximate nonideal gas behavior. Redlich—
Kwong’s equation of state is [1]

RT a
v-b vE+bT"

The values for R, a, and b for three gases are tabulated in Table P4.3a.

We wish to determine the percent error in the specific volume by using the ideal
gas relationship while assuming that Redlich—Kwong’s equation of state is the cor-
rect equation of state for the three gases listed in Table P4.3a. Vary the temperature
from 350 K to 700 K in steps of 50 K, while holding the pressure constant at 1.0132 X
107 N/m?. Using the specified temperatures and pressure determine the specific
volumes, v, by both the ideal gas equation and the Redlich-Kwong’s equation and
determine the percent error in the specific volume resulting from the use of the
ideal gas equation. Take the percent error in the specific volume to be

|Videal gas - VRedlicthwong |

% error = %100

VRedlich—Kwong
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Table P4.3b Table for Gas 1 (Air)

Ideal Gas Redlich-Kwong Eq | % Errorin v

T(°K) p(N/m?) v (m3/kmol) v (m3/kmol)

350 1.0132x107 — — —

400 1.0132x107 - — -

700 1.0132x107 - — -

Write a MATLAB program utilizing the fzero function to calculate the specific
volume by Redlich—Kwong’s equation. Assume that v varies between 0.1 and 1.1
m3/kmol. Use 50 subdivisions on the v domain. Construct a table as shown by
Table P4.3b.

Repeat table for gases 2 and 3. In your program, use a for loop to select all three
gases. Use an if-elseif ladder to select the proper constants for the gas.

Project 4.4

Repeat Project 4.3, but replace the Redlich—Kwong’s equation with van der Waals’
equation [1], which is
RT _a

v—b

p:

The constants a and b are tabulated in Table P4.4.

Table P4.4 Tabulation of Constants a and b

Nm?* b m’ 7( Nm j
a 5 R
Gas # Gas kmol kmol K kmol
1 Air 1.368 x 10° 0.0367 8314
2 Oxygen 1.369 x 10° 0.0317 8314
3 Carbon dioxide 3.647 x 10° 0.0428 8314
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Figure P4.5 Floating log having a circular cross-section.

Project 4.5

A wood circular cylinder, having a specific gravity, S, of 0.54, floats in water as
shown in Figure P4.5. For a floating body, the weight of the floating body equals
the weight of fluid displaced, thus

Sy, mR*L=7,V (P4.5a)

where
S = the specific gravity of the wood.
Y., = the specific weight of water.
R = the radius of the cylinder.
L = the cylinder length.
V= the volume of water displaced.

AV = LdA=2Lx(y)dy=2L\|R* — y* dy

d-R d-R
V=2L J. R =y’ dy= ZL{;(}/JRZ —y* + R’sin™ 2)} (P4.5b)
-R

-R

The integral was obtained from integral tables. Substituting the limits of integra-
tion gives

V= L{(d —RWR>—(d—R)* +R*sin™" ‘I_TR - R? sin_l(—l)} (P4.5¢)

sin”'(=1) = —T/2.
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Substituting Equation (P4.5¢) into Equation (P4.5a) and rearranging terms and
dividing by R? gives

2
A (22T v (2] 5050

R R R R R

If R=1 ft, determine 4 using the fzero function.

Project 4.6
Do parts (a) and (b) of Project 2.12 and then, using MATLAB’s fzero function,

determine

a. The time when the velocity of the piston, described in that project, reaches V2
of its maximum velocity.

b. The time when the acceleration of the piston, described in that project, reaches
15 of its maximum acceleration.

Project 4.7

In order to solve the temperature distribution of a thick rod having a circular cross-
section, initially at a uniform temperature, 7j, and which is suddenly immersed
in a huge bath at a temperature 7, one needs to determine the roots of /,(x),
where /| is the Bessel function of the first kind of order 1. However, in this project,
the roots of J, where / is the Bessel function of the first kind of order 0, is also to
be determined.

MATLAB has functions that evaluate the Bessel functions. The MATLAB
functions for /(x) and Jy(x) are besselj(1,x) and besselj(0,x), respectively.

1. Create vectors for Jy(x) and /fi(x) for0 < x < 40, subdividing the x domain
into 400 subdivisions (dx = 0.1).

2. Create plots of J;(x) and /(x) vs. x on two separate graphs.

3. Using MATLAB’s fzero function, determine the roots of Ji(x) and J,(x) for
0 < x < 40. Print out the roots in two separate tables.

Project 4.8

The temperature distribution of a thick rod having a circular cross-section, initially
at a uniform temperature, 7j, and which is suddenly immersed in a huge bath at a
temperature 7_, is given by

T(V,t)_Tw N 27\'11R % jl(knR)]()(?\'nr) —a?xzt
= e "

T,-T, hR )2 [/, R

TR(r,t)=
= (L R) + (

(P4.8a)

k
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where

J, and J are Bessel functions of the first kind.

b = the convective heat transfer coefficient.

k= the thermal conductivity of the rod material.

R = the radius of the rod.

a = the thermal diffusivity of the rod material.
AR = the nth root of Equation (P4.8b):

JoR) PV LA

FOR) = JR) TR

(P4.8b)

MATLAB has functions that evaluate the Bessel functions /; (x) and /; (x). These are

Jo(x) = besselj(0,x) and [ (x) = besselj(1,x). Plots of J, (x) and Ji(x) are shown
in Figure P4.8a and Figure P4.8b, respectively. It can be seen that both
functions have an infinite number of zeros. But F(AR)is singular wherever
Ji(AR) = 0. Before we can evaluate 7R(r, #) we need to determine the values
of AR that satisfy Equation (P4.8b). The project is to determine the values
of AR that satisfy Equation (P4.8b). Designate these values asA R, for n =
1,2,3, .... To accomplish this, first determine the zeros of /; by the fzero func-

tion; designate these values as(AR)

(AR)

JL

]0 VS, X

0.5

Jo

j120ee- €1C5 then, knowing that

Figure P4.8a Plot of J,(x) function.
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Figure P4.8b Plot of J,(x) function.

the roots of Equation (P4.8b) lie between the zeros of /;, determine A R for
n=1,2,3,...,-30 by the fzero function. For example: (A, R) lies between
(7»]3)].1,1 +¢€and (M?)].L2 —¢&, (A,R) lies between (M?)].L2 +¢€and (KR)].L3 —€,
etc. The plus and minus € is used because /| is singular at the zeros of /.

Use the following values:

W k=350

w
2 o’ o
m~ —°C m-"°C

h=1890.0

,R=0.12m

Print out a table of the first 30 values of A_ R in columns of five. Also print out
F(A,R) in columns of five, but in e format.

Reference

1. Moran, M. J. and Shapiro, H. N., Fundamentals of Thermodynamics, John Wiley &
Sons, Hoboken, NJ, 2004.






Chapter 5

Numerical Integration

5.1 Numerical Integration and Simpson’s Rule

We want to evaluate the integral, I, where

[= | f(x) dx (5.1

A C—

B Subdivide the x axis from x = A to x = B into 7 subdivisions, where 7 is an
even integer.

B Simpson’s rule consists of connecting groups of three points on the curve
f(x) by second-degree polynomials (parabolas) and summing the areas
under the parabolas to obtain the approximate area under the curve (see
Figure 5.1).

Expand f(x) in a Taylor Series about x; using three terms; that is,

fx) =alx—x)?+bx—-x) +c (5.2)
‘Then,
Xi1 x;+Ax
Ay qrips = J fx)dx = J [a(x—x)?+b(x-x)+c]dx (5.3)
X; 1 x;—Ax
LetE=x-x;

95
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S , v
f1/£ - fl%+ 1

- \fm
sl D

X1 Xi1 o X Xivl Xn+l

Figure 5.1 Arbitrary three points on the curve f(x).

Then
d€ = dx

and when x = x; — Ax, § = —Ax, and when x = x;+ Ax, § = Ax
Making these substitutions into Equation (5.3) gives

Xi+1 Ax
As guips = J fx) dx = j [a€2 + bE + o] dE
Xi-1 —Ax
2 Ax
— |:d§3 + & + C§:|
30 2 .
b

R RS %(—Axf AW - o(—A)

2
Collect like powers of Ax gives

2
A2 strips = ?ﬂ(Ax)3 + 2c A.X'

Now f(x;) =f;=c¢

fix,)=f,=a(Ax) 2+ bAx+c

fx, ) =f ;=al-Ax) 2+ b(-Ax) + ¢

Adding the two above equations gives: f,,; +f, | =2a A x>+ 2c
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Figure 5.2 Integration areas.

Solving for a gives:

a= 2Ax [f+ £ — 2 f]

Then,
A= 2 L [F 46— 26] (M) + 26 Ax
3 2Ax%
%[fi L+ 2+ O]
or
Ax
A2 srrips = ?[f + 4f + fl+1] (54)

To obtain an approximation for the integral, I, we need to sum all the two-strip
areas under the curve from x = A to x = B (see Figure 5.2); that is,

A= %[f1+4f2+f3]
A, = [f; +4f  + £]

A= [+ 4f; + £

w\E W\E

A,= 3 [f +4f +1f ]
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Thus,
X, =8

I= f(x)dx=%[f1+4f2+2f3+4f4+2f5+---+4fn+f

n+1]
x=A4

This is Simpson’s rule for integration.

5.2 Improper Integrals
Example 5.1

1
[=J’Iog(l+x)dx
) x

(5.5)

The above integral is improper since both the numerator and denominator are zero
at the lower limit (x = 0). The exact value of 7 can be obtained by Residue Theory in

2

Complex Variables. It is / =% =0.822467

Let
( log(l
[=J. ogUt®) o p v,
X
0
where
[ log(1
I= jiog( ) g
X
and

I = J‘log(i: x)dx
0

To evaluate I, expand log(l +x) in a Taylor Series about x = 0, giving

log(l+x)=x—lx2+lx3—lx4+lx5—+~--
2 3 4
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then

Evaluate /; by Simpson’s rule.
To obtain Taylor Series expansion of log(1 + x) use

2 3
Fx)= FO)+ f(0)x+ f”(O)% + f”’(O)%+ n
f(0)=log(l) =

= log(l-i—x)—% . F0)=1

f = WLCEE
fr= (1+2x)3 P fr0=2
f”=—ﬁ s f(0)=32
fV=+§'+3)'C)25 L fY =432

etc.

1 3.2 4.-3-2
log(1+x)=0+x——x>+——x" — 4 5
og(l+x) x 2x 3.zx 4.3.2)6 5.4.3'2)6
g4 4] P Y N B

Fx)=x— = T
ogFx) =X =" T

+_
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5.3 MATLAB’s Quad Function

The MATLAB function for evaluating an integral is quad. A description of the
function can be obtained by typing help quad in the command window.

Q = quad (FUN,A,B) tries to approximate the integral of function FUN
from A to B to within an error of 1l.e-6 using recursive adaptive Simpson
quadrature. The function Y = FUN(X) should accept a vector argument X and
return a vector result Y, the integrand evaluated at each element of X.

Q = quad(FUN,A,B,TOL) uses an absolute error tolerance of TOL instead
of the default, which is 1.e-6. Larger values of TOL result in fewer
function evaluations and faster computation, but less accurate results.
quad (FUN, A, B, TOL, TRACE, P1,P2,...) provides for additional arguments P1,
P2,... to be passed directly to function FUN, FUN(X,P1l,P2,...). Pass empty
matrices for TOL or TRACE to use the default values.

Use array operators .*, ./, and .” in the definition of FUN so that it
can be evaluated with a vector argument.

Function quadl may be more efficient with high accuracies and smooth
integrands.

Example
FUN can be specified as:
An inline object:
F = inline(‘'1./(x."3-2%x-5)");
Q = quad(F,0,2);
A function handle:
Q = quad(@myfun,0,2);
where myfun.m is an M-file:
function y = myfun(x)
y =1./(x.73-2%x-5);
See also quadl, inline, @.

It has been found that the quad function is able to evaluate certain improper
integrals (see Exercises 5.1d, 5.1e, and 5.1f).

Example 5.2

integralk.m

This program evaluates the integral of function fk between a & b
by MATLAB's integration program QUAD

clear; clc;

a=0.0; b=10.0;

integr=quad(‘fk’,a,b) ;

fprintf (‘Evaluation of the integration of fk over interval a,b \n’);
fprintf (‘by MATLABs integration program \n\n’);

fprintf (' fk=x"3+3.2*x"2-5.4*x+20.2 \n\n’);

fprintf (‘integral=%f \n\n’,integr);

o° o° o

% fk.m

% This function is used in an integration program named integralk
% function is f1=x"3+3.2*x"2-5.4%*x+20.2

function fl1=fk(x)

fl=x."343.2*x.72-5.4%x+20.2;
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Example 5.3

integralg.m

This program evaluates the integral of function fl between a & b
by MATLAB's integration program quadl

clear; clc;

integr=quad(‘funct2’,a,b,1.0e-5);

fprintf (‘\n\n integration of f1 over interval a,b \n’);

fprintf (‘by MATLABs integration program \n\n’);

fprintf (‘funct2=t/ (£*3+t+1) \n\n’);

fprintf (‘integral=%f \n\n’, integr) ;

o° o° o°

% funct2.m

% This function is used in an integration program
% named integralg. The function is fil=t/ (t"3+t+1)
function f1=f (t)

fl=t./(t."3+t+1.0);

Example 5.4

integralc.m

This program evaluates the integral of function f1 between a & b
by MATLAB's integration program quad or quads8

clear; clc;

eps=0.001; a=eps; b=1.0;

integrall=quad(‘funct3’,a,b);
integral2=eps-0.25*eps”2+1.0/9.0*eps”3-1.0/16*eps™4+1.0/25.0*eps™5.0
-1.0/35.0*eps™6+1.0/49.0%eps™7;

integral=integrall+integral2;

fprintf (‘Evaluation of the integration of f1l over interval a,b \n’);

o° o° o°

fprintf (‘by MATLABs integration program \n\n’) ;
fprintf (‘functe=log (1+x) /x \n\n’) ;
fprintf (‘integrall=%f integral2=%f \n\n’, integrall, integral?2) ;
fprintf (‘integral=%f \n\n’, integral)
funct3.m

This function is used in an integration program
named integralb

function is fl=log(1l.0+x)/x

function fi1=f (x)

fl=log (1.0+x) ./x;

o° o oP° o

5.4 MATLAB’s DBLQUAD Function

The MATLAB function for numerically evaluating a double integral is DBLQUAD.
A description of the function can be obtained by typing help DBLQUAD in the
command window. The description follows:

Q = DBLQUAD (FUN, XMIN, XMAX, YMIN, YMAX) evaluates the double integral of
FUN(X,Y) over the rectangle XMIN <= X <= XMAX, YMIN <= Y <= YMAX. FUN is a
function handle. The function Z=FUN(X,Y) should accept a vector X and a
scalar Y and return a vector Z of values of the integrand.
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Example

Q = dblquad(@ integrnd, pi, 2*pi, 0, pi)
where integrnd is the M-file function:

function z = integrnd(x, y)
z = y*sin(x)+x*cos (y) ;

Note the integrand can be evaluated with a vector x and a scalar y.
Nonsquare regions can be handled by setting the integrand to zero outside
of the region.

A program to evaluate the volume of a hemisphere follows.

Example 5.5

two_D_integral.m

This program calculates the volume of a hemisphere of radius =1

The dblquad function calculates a double integral over a rectangular
region XMIN <= X <= XMAX, YMIN <= Y <= YMAX.

Clear; clc;

V=dblquad (‘'fun2D’,-1,1,-1,1);

fprintf (*v=%10.4f \n’,V);

o° o o° o°

$fun2D
function z=fun2D(x,y)
if (1-(x."2+y."2)>=1)
z=0;
else
z=sqrt (1- (x. 2+y."2)) ;
end

Exercises

Exercise 5.1

Use MATLAB’s quad function to evaluate the following integrals (note that integ-
rals d, e, and f are improper integrals).

3
dx
al=|——
I563X+23_3"
0
/2

b J= J' sin xdx

\J1—4sin’ x

—T/2

c. /= Jsinhx-cosxafx

-
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1
d [:J’ 3e”dx
) 1-x°
1
e [= J’logxafx
(1-x)
0
1
log xdx
f.7=
g j(l—xz)
0
Projects
Project 5.1

The solution for the displacement, Y (x,#), from the horizontal of a vibrating string
(see Section 10.2) is given by

oo

. nMx  nlct
Y(x,t)= E a, sin——cos
L L

n=1
where

L
a,= %J; f(x)sin%afx

Use MATLAB’s quad function to determine «,, for n =1, 2,..., 10. Create a
table and a plot of «, vs. . Take L = 1.0 m and

0.4x, 0<=x<=0.75L
fx)=

0.12-0.12x, 0.75L<=x<=1L

Project 5.2

In determining the temperature distribution in a cylinder of radius R (see Unsteady
Heat Transfer II in Section 10.2.3), the following integral involving the Bessel
function, /,, arises:

R

I = _[r]o (A, r)dr (P5.2a)

0
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where A is determined by the equation

JLOR .k
7,08 AR R 0 (P5.2b)

where 5 is the convective heat transfer coefficient and # is the thermal conductivity of
the cylinder material. In Project 10.3 the values in Table P5.2 of A were obtained.
Use MATLAB’s quad function to determine /.. Take R=0.12 m. Construct a

table of 7 vs. index m.

Table P5.2 A, vs.m

Index m Am
1 14.96759
2 37.26053
3 37.26053
4 61.80180
5 87.17614




Chapter 6

Numerical Integration
of Ordinary Differential
Equations

6.1 The Initial Value Problem

B [nitial Value Problem—The values of the dependent variable and the neces-
sary derivatives are known at the point at which the integration begins.

B Modified Euler Method (Self-Starting Method)—Given the differential equa-
tion and initial condition

Y= % =f(x,)
6.1)

70)=y,

Subdivide the x domain into N subdivisions. Method involves marching in the
x direction.

B Since the initial condition is known, we can assume that for some arbitrary
position x,, the variable y; is known. We wish to predict y,,;.

Suppose we use a Taylor Series expansion about x; and only use the first two terms, then
Th =0k 6.2)

where yl_' = y'(xi) and h=x_ —x, (see Figure 6.1).
105
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1
I yl+1
— Ji+1

P
Vit

X1

Figure 6.1 Estimate of y,,,.

For the configuration shown in Figure 6.1, }/ﬁl overshoots the true value of y,,.
Suppose in Equation (6.2) we use J;,, instead of ¥/ giving

g2 =0+ ) h
where
0" = £ (%0000 63
For the configuration shown in Figure 6.1, )’ffl undershoots the true value of y,,,. A

better estimate for y,,, is obtained by using the average of the two derivatives. The
corrected value for y;,,,, denoted )’z+1 , is given by

C b ’ ’
= 0L ] (64

Equation (6.4) is known as the corrector equation.
We now substitute Equation (6.4) into Equation (6.1) and obtain

c
0405 = f005) (6.5)
Now substitute Equation (6.5) into Equation (6.4), giving
c, h , \C
Y =Nty L+ 07,07 (6.6)

If] }/M y. € |< €stop 1terat10n for y,,; and move on to the next step to determme

Visas Vias cie. If | yﬂ |> € continue iteration; that is, substitute y into
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Equation (6.5), obtaining ( y_’H)CZ then substitute ( y_’H)CZ into Equation (6.4), obtain-
. C3 7 7
ing y, 3, etc.

1
Error estimate, F = 5 y"(E€)h, where x, <E<x,_ .

B The easiest way to determine the accuracy of your answer is to double the number
of subdivisions and compare answers. If the desired accuracy is not obtained,
continue doubling the number of subdivisions until the desired accuracy is
obtained.

6.2 The Fourth-Order Runge—Kutta Method

The fourth-order Runge—Kutta method uses a weighted average of derivative esti-
mates within the interval of interest.
Suppose we are given the equations

V=B fen) and 0=,

In the Euler method we use

hl , NG
-yi+1:-yi+5 —yi+(-yi+l)

In the Runge-Kutta method, we use
b
Yin =7, +g[k1 + 2/e2 + 2/e3 + /e4]

where

k= f(x,9)=y/ — value of y’atx;

ky = f(x,.+§,)/i +§kl) — estimate of yatx, +§
h b . ) ;i
ky= f xi+5,yi +E/e2 — a second estimateof y’at x, +E

ky= f(x,+h,y,+hk;)  —>estimate of y’atx,,
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6.3 System of Two First-Order Equations

Consider the following two first-order ordinary differential equations:

%=f(x,y,0); 70)=y,

d
di g(x, 9,0 v(0)=1,
Take
h
yi+1=yi+g [11+212+213+14]
h
v, =0, +E [k, + 2k, + 2k, + k,]
where
/elzf(xi’yi’ui)
llzg(xi’—yi’vi)
kzzf( /7,)/+/2711,0+th

h h h
/e3=f[x+,y+ L,v0,+— /ej

h h
lszg[xﬁz 212,1) +2/e2j
ky=f(x, +h, y +hl,v, +hk,)

4

[/ = g(xl, +h, 7, +/]13, v, +b/€3
where h = Ax.

6.4 A Single Second-Order Equation

For a single second-order ordinary differential equation, the method of solution is
to reduce the equation to a system of two first-order equations.
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Given the following single second equation with the initial conditions:

2

dx

” _

L= fe 3.9

y(0)=y, and y(0)=y,
Let "=, then y” = % =v"= f(x,y,0)and y' = g(x,y,0) =v. Then for the

notation used for a system of two first-order equations (see Section 6.3),

L=y, L=v+ "k, Z3=Ui+§/e2, 1=, + bk,

Example 6.1

Solve the following two first-order ordinary differential equations by the Runge—
Kutta method

The problem follows:

o\

runge2.m

This program solves a system of 2 first order ordinary differential
equations by the Runge-Kutta method. The equations are:
dr/dt=2*r*exp (-0.1*t) -2*r*y=f (t,r,y)
dy/dt=-y+ry=g(r,y)

fo=fopen (‘output.dat’,’'w’) ;

fprintf (fo, 'RUNGE-KUTTA PROBLEM \n’) ;

fprintf (fo, ’ t r y \n’);
fprintf (fo, ' —----mmm - \n');
n=1000; dt=0.01; r(1)=1.0; y(1)=3.0; t(1)=0.0;

for i=1:n

t(i+1)=1i*dt;

k(1) =rprimef (t(i),r(1),y(1));

L(1)=yprimef (r(i),y(1i));

o° o o

o
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4)=yprimef (r(i)+dt*k(3),y (i) +dt*L(3)) ;
i+1)=r(i)+dt/6* (k(1)+2*k(2)+2*k(3) +k(4)) ;
i+1) =y (i) +dt/6* (L(1)+2*L(2)+2*L(3)+L(4)) ;

k(2)=rprimef (t (i)+dt/2,r (i) +dt/2*k (1), (1)+dt/2*L(l));
L(2)=yprimef (r(i)+dt/2*k (1), (1)+dt/2*L(1)

k(3) =rprimef (t (1) +dt/2, r(1)+dt/2*k 2),y(1i)+d t/2*L (2));
L(3)=yprimef (r(i)+dt/2*k(2), (1)+dt/2*L(2)),
k(4)=rprimef (t (i)+dt,r(i)+dt*k(3),y (i) +dt*L(3));

L(

(

v

end
for i=1:10:n+1
fprintf (fo,’%10.2f %$16.4f %$16.4f \n’,t(i),r(i),y(1));
end
fclose(fo) ;
plot(t,r,t,y,’'--"), xlabel(‘t’), ylabel(‘r,y’), title(‘'r & y vs t’),
grid;

% rprimef.m

% This function is used with runge2.m program
function drdt=rprimef (t,r,y)
drdt=2.0*r*exp(-0.1*t) -2.0*r*y;

% yprimef.m

% This function is used with runge2.m program
function dydt=yprimef (r,y)

dydt=-y+r*y;

6.5 MATLAB’s ODE Function

MATLARB has an ODE function named ODE45. A description of the function fol-
lows. This description can be obtained by typing “help ODE45” in the command
window.

ODEA45 Solve nonstiff differential equations, medium-order method.

[T,Y] = ODE45 (ODEFUN, TSPAN,Y0) with TSPAN = [TO0 TFINAL] integrates the
system of differential equations y’ = f(t,y) from time TO to TFINAL with
initial conditions YO. Function ODEFUN(T,Y) must return a column vector
corresponding to f(t,y). Each row in the solution array Y corresponds to a
time returned in the column vector T. To obtain solutions at specific
times TO,T1,...,TFINAL (all increasing or all decreasing), use TSPAN = [TO
Tl ... TFINAL].

[T,Y] = ODE45 (ODEFUN, TSPAN,Y0,OPTIONS) solves as above with default
integration properties replaced by values in OPTIONS, an argument created
with the ODESET function. See ODESET for details. Commonly used options
are scalar relative error tolerance ‘RelTol’ (le-3 by default) and vector
of absolute error tolerances ‘AbsTol’ (all components le-6 by default).

[T,Y] =ODE45 (ODEFUN, TSPAN, Y0,OPTIONS, P1,P2...) passes the additional
parameters P1,P2,... to the ODE function as ODEFUN(T,Y,P1,P2...), and to all
functions specified in OPTIONS. Use OPTIONS = [] as a place holder if no
options are set.
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Example 6.2

o

ode45_ex.m

This program solves a system of 3 differential equations
by using ode45 function

yl/=y2*y3*t, y2’'=-yl*y3, y3'=-0.51*yl*y2

y1(0)=0, y2(0)=1.0, y3(0)=1.0

clear; clc;

initial=[0.0 1.0 1.0];

tspan=0.0:0.1:10.0;

options=odeset (‘RelTol’,1.0e-6, 'AbsTol’, [1.0e-6 1.0e-6 1.0e-6]);
[t,Y]=0de45 (@dydt3, tspan,initial, options) ;

P=[t Y];

o° o° o

o\°

2, 1)
1,2)

fid=fopen(‘output.txt’,'w’) ;
fprintf (fid, ’ t v(1) y(2) y(3) \n’);
fprintf (£dd, " —----mmmm oo \n’) ;
for i=1:2:101
fprintf (fid, "’ %6.2f %$10.2f %$10.2f %$10.2 \ n’,
£1(i),y1(i),y2(i),y3(1))
end
fclose (fid) ;
plot(tl,¥(:,1),t1,
ylabel (*Y(1),Y(2)
grid,
text (6.0, -1.2,'y(1)"), text(7.7, -0.25,’y(2)'), text(4.2,0.85,’'y(3)");

Y(:,2),"-.",t1,Y(:,3),’--"), xlabel(‘'t’),
Y(3)’),title('Y vs. t’),

1

o

dydt3.m

functions for example problem
yl'=y2*y3*t, y2’'=-yl*y3, y3’'=-0.51*yl*y2
function Yprime=dydt3 (t,Y)
Yprime=zeros(3,1);

Yprime (1) =Y (2)*Y (3) *t;

Yprime (2)= -Y (1) *Y(3);

Yprime (3)= -0.51*Y(1)*Y(2);

o°

o

Example 6.3

o\°

ode_vib.m

This program solves the motion of a spring-dashpot system. The governing
equation is a Second Order Ordinary Differential Equation (x vs. t)by
MATLAB’s ode45 function.

m=10 kg, k= 4 N/m, ¢c= 2.0 N-s/m, alpha=0.05 N, omega= 2 rad/s

y(1l)= x, y(2)= xdot=v, yprimel=y(2);

yprime (2) =alpha*sin (omega *t)-c/m*v-k/m*y (1)

clear; clc;

initial=[0.5 0];

tspan=0:0.1:50;

[t,y]l=ode45 (*dydt_vib’, tspan,initial);

P=[t vyl;

tl=P(:,1);

x=P(:,2);

v=P(:,3);

o° o o o° o

o\°
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fprintf ( t X v \n’) ;
for i=1:5:501
fprintf (* %10.2f %$10.4f $10.4f \n’,tl(i),x(i),v(i));

end

plot(tl,x), xlabel(‘t’), ylabel(‘'x’), title(‘'x vs. t’), grid;
figure;

plot (tl,v), xlabel(‘t’), ylabel(‘v’), title(‘v vs. t’), grid;
% dydt vib.m

o\

m=10 kg, k= 4 N/m, ¢c= 2.0 N-s/m, alpha=0.05 N, omega= 2 rad/s
y(1l)= x, y(2)= xdot=v, yprimel=y(2);

yprime (2)=alpha*sin(omega *t)-c/m*v-k/m*y (1)

function yprime=dydt vib(t,y)

yprime=zeros(2,1) ;

m=10; k=4; c=2.0; alpha=0.05; omega=2;

yprime (1) =y (2) ;

yprime (2)=alpha*sin(omega*t) -c/m*y (2) -k/m*y (1) ;

o°

o

6.6 Ordinary Differential Equations That
Are Not Initial Value Problems

When an ordinary differential equation involves boundary conditions, instead of ini-
tial conditions, then it is convenient to use a numerical approach to solving the prob-
lem. An example of this type of problem is the deflection of a beam where boundary
conditions at both ends of the beam are specified. With certain types of boundary
conditions, the numerical method will reduce to solving a set of linear equations that
fall into the category of a tri-diagonal matrix. The solution of a set of linear algebraic
equations that are classified as a tri-diagonal system involves fewer calculations than
the solution of the set by Gauss Elimination. This is only important if the system of
equations is large. The solution of a tri-diagonal system is discussed next.

6.7 Solution of a Tri-Diagonal System
of Linear Equations

Suppose we have a system of equations of the form

1 —a, 0 0 0 X, ¢
—bz 1 -2, 0 0 X, ¢,
0 —/73 1 —a, 0 x, | =] ¢, 67)
0 0 —b4 1 —a, X, ¢
I 0 0 0 —bs 1 1l x Il ¢ ]

This system is designated as a tri-diagonal system. The set of equations becomes
Xy — a4 X%, = 6.8)

—byx|+x,—a,x;=1¢, 6.9)
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—byxy + x5 — ayx, =y (6.10)
—byxs+ x— azx5=1¢; 6.11)
—bsx+ x5 =c5 6.12)

Concept:

1. One can solve Equation (6.8) for x, and substitute it into Equation (6.9), giv-
ing an equation involving x, and x;, which is designated as Equation (6.9").

2. One can then solve Equation (6.9”) for the x, in terms of x; and substitute
into Equation (6.10). This gives an equation just involving x5 and x,, which is
designated as Equation (6.10").

3. This process is continued until the last equation. When x; is substituted into
Equation (6.12), an equation only involving x5 is obtained. Thus, x5 can be
determined.

4. Then by back substitution, one can obtain all the other x; values.

Method:
1. Put the set of equations in the general form shown in Equation (6.13):
X;=a,x .+ bx,_ +¢ (6.13)

Note: b, =0 and for m equations, 4,,= 0.

m

2. By the substitution procedure outlined above, one obtains a set of equations

of the form
x,=d; + ex,, (6.14)
Note: Fori=m, ¢,=0.
Then,
x,=d,

Xm-1— dm—l + em—le

x;=d, +ex,

Therefore, if a general expression for d; and e; can be obtained, one could solve
the system for x;. We start with the assumption that we can put the (i-1) equation
in the form

x,=d, +ex (we showed that we can do this for i = 2)
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Then, the equation

X =aX, + by +¢
becomes
X=X + bi (di—l +ex) g
(I -be ) x,= (¢ +b;d) +ax,,
or
c;+bd,_ a,
=+ — Xy =d; texy,
1-be;;, 1-bie,
Thus,
c+bd a.
= i 1171; e = i 615)
" 1-be_ ' 1-be_ (©.

1 1

valid fori= 2, 3,..., m.
Note: The very first equation in the system is already in the form x;=d; + ¢, x; |
and also that

Thus,

dy=¢, e =32, and b;=0 (6.16)
Then, x,, = d,, and by back substitution
=d,; +e,1Xnm

Xm-1

(6.17)

x, =d; +ex,

Summary:

Set up the equations in the form of Equation (6.13), that is,
X =2 X, +bx +¢

establishing values for a;, b;, and ;.

Determine d, and e, from Equations (6.16).

Determine d; and ¢, from Equations (6.15), fori=2, 3,...,m.
Determine x,,,.

Detemine x;, for i = m—1, m-2,...,x,, from Equations (6.17).
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An example of the use of the tri-diagonal method for solving a system of linear dif-
ferential equations using the finite difference method is shown in Section 6.9. Finite
difference formulas are developed by the use of just a few terms in a Taylor Series
expansion. This is shown in the next section.

6.8 Difference Formulas

Difference formulas obtained by Taylor Series expansion are useful in reducing dif-
ferential and partial differential equations to a set of algebraic equations.
Given y = f'(x), a Taylor Series expansion about point x; is

J (xi)h2+)/ (xz‘)/]3 +...
2! 3!

e +h)=y(x)+ y (x) b+
where /=A x.
Let
ye+h)=y. and y(x)=y, y(x)=y, et

Then the Taylor Series expansion equation can be written as

~ , )/i” hZ }/;” h3 }/iIV/q4
V=, Ty h+ Y + 3 + i (6.18)
Also, for equally spaced points on the x axis,
” 2 ”nr
o , v, (=hy =k Y (k)
I, =h)=y_ =y +y (=h+ Y + 3 + " +--
or
Y IS N P
— ’ Ji Ji h Ji h
V=9 ht YREEY + m —+- (6.19)
Returning to Equation (6.18) and using two terms in the expansion gives
Yt =V I
Solving for y/,
yr=2m (6.20)
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Using y, = Jim )i involves an error or order 4. This is the forward difference

formula for y! of order 4. Similarly from Equation (6.19), using only two terms in
the expansion gives

Y=V
T 6.21)
}/, h

Ji—

Using y; = E e involves an error of order 4. This is the backward difference

formula for yt,' of order 4.
Now suppose we subtract Equation (6.19) from Equation (6.18), keeping only
three terms in each equation. This gives

i1 ™ Va = 2)’;}]
Solving for y! gives
y=tm lm (6.22)
yo—y ! 2h
Using y; = 1“1 involves an error of order /2. This is the central difference

formula for y; of order /2.
If we add Equation (6.18) and Equation (6.19), keeping only three terms in each

equation, we obtain

Vi Iy =2y W
Solving for yi” gives

v Vi TV — 2y,
y = (6.23)

/]2
o YTV T2, ..
.= 2 27 ! involves an error of order 42. This is the central
difference formula for 71'” of order A2.
Sometimes in numerical analysis, when a boundary condition involves the
first derivative, y’, one might wish to use a one-sided estimate for y of order h.
This can be accomplished by writing

_ , i ” 2 i ”’ 3
V., =y, 1ty 2h)+ Z!yi 2h)" + 3 y, (2h) +-- (6.24)
By Equation (6.18)

1 ”r

3 VAR (6.25)

_ , 1 » 2
-yi+1_-yi+»yz’/7+5-yi b+
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Using only three terms in Equations (6.24) and (6.25) and multiplying Equation
(6.25) by (—4) gives

II

4y, =—4y - 4)/% i /72 (6.26)

The three-term equation of Equation (6.24) is

’I

yz‘+2 ) (627)

Adding Equations (6.26) and (6.27) gives
iy ~49,0 =730, ~ 2]k
Solving for y! gives

,  Jiv2 +4»yi+1 _3)’1'

= 6.28
Ji 2 (€28

Equation (6.28) involves an error of order 4. This is the one-sided forward differ-
ence formula for y of order A%

This formula can be useful in applying a boundary condition involving y” at x,,
the starting point of the x domain. Similarly,

1 ” 4
)/i_z :)/i +-yi’(_2b)+;-yi (—Zh)z = }/l, —2/7_)/;+;h2_}/i” (629)

Again use only three terms in Equation (6.19) and Equation (6.29), and multiply
Equation (6.19) by (—4) and add the result to Equation (6.29); that is,

—4)/1__1 =— 4)/1_ + 4/7){—%/]2)/;'

Y, =, 2/7y+ /Jz ”

Adding gives
Jiza _4)’1'—1 =_3yi +2}J)’z’,

Solving for yl.',

Jia _4)’1'—1 +3)’i
C = 6.30
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Equation (6.30) involves an error at order 4?. This is the one-sided backward
difference formula for ! of order 42.

This formula can be useful in applying a boundary condition involving y” at
Xnyp> the end point in the x domain that is subdivided into N subdivisions.

6.9 Deflection of a Beam

The governing equation for the deflection of a beam is (for a derivation of this equa-
tion see Appendix A)

dzy_M(x)

A El(x)

(6.31)

where
y = deflection of the beam at x.
M = internal bending moment.
E'=modulus of elasticity of the beam material.
/= moment of inertia of the cross-sectional area.

Consider the beam shown in Figure 6.2. To obtain the finite difference form
of the governing equation, subdivide the x axis into N subdivisions, giving x;, x,,
X3..., X4, Let the deflections at these points be

Y1 V2 V3505 IN+1

2
The finite difference for%, as discussed in Section 6.8, is given by

d? + -2
p Z’(x”)zynﬂ i:zl I (6.32)
¢
y
A
Pl
w (Ibg/ft)
Y
AN AB
< > L, N
< > R
R, ’

Figure 6.2 Beam loading.
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Thus, the governing differential equation becomes

+ -2 M
P DI T DT for n=2,3,4,..,N

Ax? El
or
1 1 M A
A Rty ©3)
Boundary conditions:
n=0 (6.34)
I =0 (6.35)

The system of equations is a tri-diagonal system.
To obtain an expression for the bending moment M, first solve for the reactions
R, and R,.

L
D M, =0=RL-ul x L= PL,
Solving for R, gives
wl’? PL

R=" e (6.36)

L
D M, =0=P1(L—L2)+wL1[L—21J—R1L

R=p|1-2 |vuwr[1-1 5
e e Rl (6.37)

Internal bending moments are taken about the neutral axis of the section at x. For
0<x <L (see Figure 6.3),

Solving for R, gives

M(x)+wx-g—R1x=0
Solving for M(x) and expressing the equation in finite difference form gives

M =Rx _¥ (6.38)
n n 2 n
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w (Ibg/ft)

IS /S Y

Y

(@)

A A A

Figure 6.3 Sketch indicating (a) internal moment at section x, where 0 < x < L;;
(b) stress distribution.

ForL < x <L, (see Figure 6.4),

L
M(x)+le(x—2l}—R1x=0
Solving for M(x) and expressing the equation in finite difference form gives
Ll
M =Rx —uwl |x — > (6.39)

- w Ll

YYY VYV Y
b M

A

< x A

Ry

Figure 6.4 Sketch indicating internal moment at section x, where L, <x < L,.
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Ly

IEEEER

€

.
>

LZ L—x A

Y

X »

A A

R
(a) (b)

Figure 6.5 Sketch indicating internal moment at section x, where, L, < x< L, (@)
as seen from the left side and (b) as seen from the right side.

For L,<x<L (see Figure 6.5a)
L
M(x)+])1(x—L2)+wL1(x—;)—R1x= 0
Solving for M(x) and expressing the equation in finite difference form gives
Ll

Mn =R1xn _Pl(xn _LZ)_WLI xn _7 (640)
For this section, it is more convenient to select the section from the right side of the
beam (see Figure 6.5b).

~M(x)+ R (L-x)=0
Solving for M(x) and expressing the equation in finite difference form gives
M =R(@L-x) (6.41)

Equation (6.41) is equivalent to Equation (6.40) for M, for the region L, <x<L
The system of equations is tri-diagonal and thus can be solved by the method
described in Section 6.7. (See Projects 6.8 and 6.9.)

Projects
Project 6.1

An airplane flying horizontally at 50 m/s and at an altitude of 300 m is to drop a
food package weighing 2000 N to a group of people stranded in an inaccessible area
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Ground

Figure P6.1 Airplane dropping food package.

resulting from an earthquake. A wind velocity, V. , of 20 m/s flows horizontally in the
opposite airplane direction (see Figure P6.1). A drag force, D, acts on the package in
the direction of the free stream, V., as seen from the package (see Figure P6.1). We
wish to determine the (¢,x,%,v) values when the package hits the ground, where

(x,9) = the position of the package at time z.
(u,v) = the horizontal and vertical components of the package velocity, respectively.

Governing equations:

dv _
——=Mg j+D
i g ]
Voui+vj=27+2 5
dt dt
. 1%
D=Cdp?’°AE

V= (u+V ) +v?

where; and} are unit vectors in the x and y directions, respectively, € is a unit vec-

tor in the direction of the free stream velocity as seen from the package, C, is the

drag coeflicient, p is the air density, and A is the frontal area of the package.
Equations reduce to

C,pV>4
%:—7“’5]‘; cos U (P6.1a)
t

dv C pV>A
;:g—dngsinﬁ (P6.1b)
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u+Vw

cos V= and sin®=—
v

oo oo

Initial conditions:
x(0)=0, »(0)=0, #(0)=50m/s, v(0)=0
Use the following parameters:

C,=2.0, p=1225kg/m’>, A=2.0m?

= 123

(P6.1¢)

(P6.1d)

(P6.1e)

Using the MATLAB function ODE45 to obtain values for (¢, x, y, u, v) at

intervals of 0.10 seconds for 0 <= # <= 10.0 seconds.

(@) Create plots of x and y vs. # both on the same graph.
(b) Create plots of # and v vs. # both on the same graph.

(c

NS

printing the table the first time y > 300 m.

Create a table containing (4 x, y, #, v) at intervals of 0.10 seconds. Stop

(d) Use MATLAB’s function interpl to interpolate for the (¢, x, #, v) values when

the package hits the ground. Print out these values.

Project 6.2

A small rocket with an initial mass of 350 kg, including a mass of 100 kg of fuel,
is fired from a rocket launcher (see Figure P6.2). The rocket leaves the launcher at

A

Figure P6.2 Rocket trajectory.
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velocity v, and at an angle of 6, with the horizontal. Neglect the fuel consumed
inside the rocket launcher. The rocket burns fuel at the rate of 10 kg/s, and develops
a thrust T = 6000 N. The thrust acts axially along the rocket and lasts for 10 sec-
onds. Assume that the drag force also acts axially and is proportional to the square
of the rocket velocity. The governing differential equations describing the position
and velocity components of the rocket are as follows:

2
ﬁ=1cose—]{icose (P6.2a)
dr m m
2
Dy T no—5 sine— ¢ (P6.2b)
dr m
dx
— =V, (P6.2¢)
dt
L] =v (P6.2d)
dr 7

where
V2 = V2 + V2
x ' Vy
0 is the angle the velocity vector makes with the horizontal.
m is the mass of the rocket (varies with time).
, . .

v,V are the x and y components of the rocket’s velocity relative to the ground.
Kis the drag coeflicient.
g is the gravitational constant.
(x, ») are the position of the rocket relative to the ground.
¢ is the time of rocket flight.
cos O=v,/vandsin O=v /v.

Substituting for cos O and sin 6 in Equations (P6.2a) and (P6.2b) they become

v, v.T v. K V)Z( +V§ (06,26
dr m\/v2 +v2 m e
x ' Vy
2, 2
T WY (P6.20)
dt m\/v2 +v2 m £
x T Vy

The target lies on ground that has a slope of 5%. The ground elevation, y,, relative
to the origin of the coordinate system of the rocket is given by

7, =15+0.05(x=3000) (P6.2g)
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Using Equations (P6.2¢), (P6.2f), (P6.2¢), and (P6.2d), write a computer program
in MATLAB using the fourth-order Runge—Kutta method described in Sections
6.3 and 6.4 that will solve for x, y, v, and v, for 0 <t < 60 seconds. Use Equation
(P6.2g) to solve for y,.

Use a fixed time step of 0.01 second. Take x(0) = 0, y(0) = 0, v,(0) = v,cos 6,,
v,(0) = v,sin 6,,v,=150 m/s, K= 0.045 N—s*/m?, g=9.81 m/s*, 6§, = 60°, and

(a) Print out a table for x, y, Jp Voo V, at every 1.0 seconds. Run the program for
0 <t £60 seconds.

(b) Use MATLAB to plot x, y, alndyg vs. tand v, v, Vs. 1.

(c) Assume a linear trajectory between the closest two data points where the
rocket hits the ground. The intersection of the two straight lines gives the

(x,y) position of where the rocket hits the ground.

Project 6.3

Repeat Project 6.2, but this time use MATLAB’s ODE45 function to solve the
problem. Use a tspan = [0: 1:60] seconds.

Project 6.4

We wish to examine the time temperature variation of a fluid, 7}, enclosed in a
container with a heating element and a thermostat. The walls of the container are
pure copper. The fluid is engine oil, which has a temperature 7} that varies with
time. The thermostat is set to cut off power from the heating element when the 7
reaches 65°C and to resume supplying power when 7} reaches 55°C.

Wall properties:

k=386.0 w/m-°C, ¢ =0.3831 kJ/kg-°C, p = 8954 kg/m?
Engine oil properties:
k=0.137 w/m-°C, ¢ =2.219 kJ/kg-°C, p = 840 kg/m?

The inside size of the container is (0.5 m X 0.5 m X 0.5 m). The wall thickness is
0.01 m. Thus,

Inside surface area, A ;= 1.5 m?.
Outside surface area, A, ,= 1.5606 m?.
Engine oil volume, V; = 0.125 m?.

Wall volume, V, ;= 0.0153 m?3.

The power, Q, of the heating element = 10,000 w.
The inside convective heat transfer coefficient, /, = 560 w/m?-C.
The outside convective heat transfer coefficient, 4, = 110 w/m?-C.
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Using a lump parameter analysis (assume that the engine oil is well mixed) and the
First Law of Thermodynamics, the governing equations describing the time tem-
perature variation of both materials are as follows:

def
—F=-a0,-8)+4, (PG.4a)
cy
=a,0,-6,)-ap, =48, ~(a,+a)0 (P6.4b)
where
0,=7,-T,
6, =7, -7,
hiA: i hiA: i ba AS 0 Q
a, = ’,a2= ’,a3= ’,a4=¢zz+¢z3, ”5:
mef mwcw mew mfl‘f

Initial conditions:
TL0) = 7,(0) = 15°C
T =15°C

Using ODE45 function, construct a simulation of this system. Run the time for
3600 seconds. Print out values of 7;and 7, vs. # at every 100 seconds. Construct
plots of 7;and 7, vs. z.

Project 6.5

We wish to determine the altitude and velocity of a helium-filled spherically shaped
balloon as it lifts off from its mooring. We will assume that atmospheric conditions
can be described by the U.S. Standard Atmosphere. We will assume that there is no
change in the balloon’s volume. The governing equation describing the motion of the
balloon is

d’z B

M
dt*

(B—W —sgn* D) (P6.5a)

where
z = altitude of the centroid of the balloon.
B = buoyancy force acting on the balloon.
M = the total mass of the balloon material, ballast, and the gas.
W = the total weight of the balloon material, ballast, and the gas = Mg,
D = the drag on the balloon.

sgnz-i—l,ififZOandsgnz—l,ifjf<0,
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The U.S. Standard Atmosphere as applied to this balloon problem consists of the
following governing equations:

or
dp
o TP (PG.5b)
=T -z (P6.5¢)
where

p = the outside air pressure at the centroid of the balloon.

¢ = the gravitational constant that varies with altitude.

R = the gas constant for air.

T = the outside air temperature at the centroid of the balloon.
v = the vertical velocity of the balloon.

T; = the air temperature at the earth’s surface = 288.15 K.

A = the lapse rate.

The second-order ordinary differential equation, Equation (P6.5a), can be reduced to
two first-order differential equations, by letting

s _ P6.5d
dt (P65
Then
a1
= (B=W - sgo= D) (P6.5¢)

The three equations—Equations (P6.5¢), (P6.5d), and (P6.5b)—represent three
coupled ordinary differential equations that can be solved using MATLAB’s
ODE45 function. The buoyancy force, B, is given by

and
%
2=, . (P6.5g)
where

p = the air density at the centroid of the balloon.
V = the volume of the balloon.
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7, = the radius of the balloon.

r, = the radius of the earth.

£, = the gravitational acceleration near the earth’s surface.

¢ = the gravitational acceleration at an elevation of the centroid of the balloon.

For low Reynolds number, Re, less than 0.1, the drag force D is given by the Stokes
formula, which is

D=6muvr, (P6.5h)

For flow speeds with Re > 0.1, use

P2y (P6.5i)

D=C %
)

where
C,; = the drag coefficient.
A = the frontal area of the balloon = Tch.
W = the fluid viscosity.

2pvr,
u

Re = (P6.5j)

The fluid viscosity, L, can be determined by the Sutherland formula, which is

(T 15 T+
U=, T T+S (P6.5k)

0

For air, §=110.4 K, 4, = 1.71e-5 N-s/m?, 7 =273 K.
The drag coeflicient, C,, is given by
24

C = 6

=—+—+—+04 P6.51
“ Re 1.0++/Re ( )

Write a computer program, using MATLAB’s ODE45 function, that will deter-
mine the balloon’s altitude as a function of time. Create a table of 100 lines giving
the balloon’s altitude, velocity, and the pressure of the atmosphere at the balloon’s
centroid. Also, create plots of z vs. #, v vs. £, and p vs. #. Use the following values:

M=2200kg, r,=7.816m, ¥ =437’ m’, R=287 J/(kg-K), 7;=288.15K,
A=0.0065 K/m, g,=9.81 m/s?, r,=6371e+3 m.

Use a tspan = 0.0:0.1:1000 and the following initial conditions:

z20)=r, v(0)=0, p(0)=1.0132e+5
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Project 6.6

A small tank with its longitudinal axis in a vertical position is connected to a pressurized
air supply system as shown in Figure P6.6. The tank contains two gate valves, one that
controls the pressurization of the tank and the other that controls the discharge of the
tank through a converging nozzle. The tank is instrumented with a copper-constantan
thermocouple and a pressure transducer. We wish to predict the temperature and pres-
sure time histories of the air inside the tank as it is being discharged. We shall assume
that the air properties inside the tank are uniform. Due to its large heat capacity, as
compared to the air inside the tank, we shall assume that the wall temperature remains
nearly constant during the discharge phase of the problem. We will also assume that
the change in kinetic and potential energy inside the tank is negligible. Applying the
energy equation to a control volume enclosing the interior of the tank gives

d . p VvV 5Q
Z(mﬂud)=—me u+g By + 5t (P6.6a)

w—a

where
= mass

u=internal energy

p=pressure

p=density

V =velocity

71, = the mass flow rate of air exiting the tank

(ZQ) =the rateof heat transfer from the wall to the air inside the tank
t

subscript #=air
subscript w=wall
subscript e=conditionsat the exit

A

<— Converging muzzle

Pressure transducer

To data acquisition device

Thermocouple
To data acquisition device

<& For air supply

Figure P6.6 Air pressurized tank.
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u=c, T, (P6.6b)

[Wr‘;] =h=c T (PG6.6c)

where
h = enthalpy.
¢, = specific heat at constant pressure.
¢, = specific heat at constant volume.
T'= temperature.

8}y _ g _
( 5, jm =hA (T, -T) (P6.6d)

where

b = the convective heat transfer coefficient.
A: , = interior surface area of the tank.

The equation describing the rate of change of mass in the tank is

a’mtZ ]
7 =—m, (P6.6Ge)

Substituting Equations (P6.6b) through (P6.6e) into Equation (P6.6a) gives

AT T A h 0 i V2
=L+ (T T )——b T ——— (P6.6f)
dad m < ¢c m Y ‘" m “° 2¢c m

a va a a va a

where

¢, =air specific heat at constant volume.

c
pea

c

v,a

kﬂ = ratio of specific heats for air =

We have assumed that ¢,, and ¢,, do not vary significantly in the temperature
range of the problem. The functional relation for 7z in terms of the other variables
is obtained from one-dimensional compressible flow-through nozzles. Two pos-
sible cases exist, depending on the ratio of 2y
which is the surrounding air pressure. 2.

Case 1:

. The pressure p, is the back pressure,

&> 0.528

2,
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Then
=2,
(b ~1)/k
M = 2 1- 2
© k-l 2,
T
L=
+—-—M’
Z{’: kﬂRﬂj—;
I/t’:Mt’Ct’
. 2,
m =
e Rﬂ]; e e
Case 2:
2 0.528
?,
Then
p, =0528p
M. =1.0
T
L=—32
1+~
2
V=e=JkRT,
= P AV
e RaY'; I3 e

where ¢ is the speed of sound and M is the Mach number.
From these relations it can be seen that7z is an implicit function of the vari-
ables T ,m,,and t. These equations, along w1th Equations (P6.6¢) and (P6.6f),
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form two coupled differential equations of the form

d,
df :fi(t’T;z ’ma)

dm
dt

This system of equations can be solved using the ODE45 solver in MATLAB.
However, before this can be done, one needs to determine 4. We shall assume that
the heat transfer from the wall to the air inside the tank occurs by natural convec-
tion. We will also assume that the wall temperature remains nearly constant, since
it has a much larger heat capacity than the air. The empirical relation for natural

“=f,@&T ,m,)

convection for vertical plates and cylinders is

ok, 0.387 (GrPr)"
h= I 0.825+ 0,492\ 8127 (P6.6g)
1+( : ) }
{ Pr
where
gB (T, -T)L

Gr= Grashof number = (P6.6h)

(ufp,)

Pris the Prandtl number, £, , is the thermal conductivity of air, L is the cylinder
length, W, is the viscosity of air, B is the coeflicient of expansion, and g is the gravi-
tational constant. The properties of 7, £, ,, |1, are evaluated at the film temperature,
T,, which is

- = 2
T,=0.5(T,+T,) and pf_[Rij

For an ideal gas, [3=% Since B is a fluid property, take} = %.Air property values

for these variables are given in Table P6.6. f

Using MATLAB’s ODE45 function, determine theair temperature, 7, air pressure,
2.» and mass, 7, in the tank as a function of time. Use a tspan = 0:0.1:70 seconds.
Print out a table of these values at every 1 second. Also, create plots of 7, vs. 7,

2. vs. t, and m, vs. t. Use the following values for the program:
D=0.07772 m, L=0.6340 m, 4. =0.001483 m, c, = 1.006¢+3 J/(kg-K),

ps

€. =0.721e+3 J/(kg-K), k,=1.401, g=9.807 m/s?, py=p,m = 1.013e+5,
5.y =704648 N/m?, T,,=2945 K, T, =294.5 K, and R, = 287.2 J/(kg-K)
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Table P6.6 Air Properties vs. Temperature

T(K) u (N-s/m?) k (W/(m-K) Pr

100 6.9224e-6 0.009246 0.77
150 1.0283e-5 0.013735 0.753
200 1.3289e-5 0.01809 0.739
250 1.4880e-5 0.02227 0.722
300 1.9830e-5 0.02624 0.708
350 2.075e-5 0.03003 0.697

where
D = the inside diameter of the tank.
L = the inside length of the tank.
D, = the diameter of the nozzle.
T, , = the initial air temperature inside the tank.

P, = the initial air pressure inside the tank.

Project 6.7

Low-speed rear-end collisions between two vehicles are very common in urban con-
gested areas. In this kind of collision very little or no damage is observed after the
accident. This indicates that most of the energy involved in the impact is absorbed
by damping mechanisms attached to the dampers (piston, honeycombs, etc.).
Therefore, one may use a linear model in which each vehicle can be represented
as a lumped mass with a spring-dashpot energy-absorbing bumper. A linear three-
degree-of-freedom model for such a collision is shown in Figure P6.7. The mass and
position of the struck vehicle are 7, and x;, respectively; the mass and position of

xy=vyatt=0

l E X3 x
I TIETEN |
/20 S N e
my 1 ; X
L= = -
17N F;____\ -
D X U

Figure P6.7 Linear three-degree-of-freedom model for low-speed car collision.
(SAE Paper 980360. Copyright 1998 SAE International. With permission.)
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the striking vehicle are 72, and x,, respectively; and the mass and position of the two
bumpers are 725 and x;, respectively. It is assumed that the two bumpers remain in
contact during the investigation period.

The governing dynamic equations for the system are given in Equations (P6.7a)

through (P6.7¢).
dle _ Cl dxl dx% /@1 ( ) =+ (PG 7 )
dr m\ de dr ) m X TX) THE /2
d*’x. C |(dx, dx b
2 = 2 73 2 2 _ +
a om, [ A dr J i, 2T TR (P6.7b)
d'x, _* k C (de de)) C (de, de
iS zil(xl_x3)—72(x3—x2)+7l Rt - T Nt X Bt Wi 3 (P6.70)
dt m, m, m |\ drdt ) m\ dr dr

d dx.
Forthe termin Equation (P6.7a), use the—signif 71>0, and the +sign if 71 <0.
t t

dx
Similarly, for the W term in Equation (P6.7b), use the — sign if 72>0,
t
d the +sign if —* <0.
and the +sign if —

The initial conditions are

x,(0)=0, x,(0)=0, x,(0)=0 (P6.7d)
=0, Lg=v, So)=v P6
de 7 de O A0 (P6.7¢)

where £, k,, C,, and C, are the springs’ and the dampers’ constants of the vehicles.
V}, is the speed of the striking vehicle and W is the coefficient of friction.

The linear spring and dashpot constants are deduced from an analysis of the
time history data coming from destructive tests. Use the following constants:

C, = C,=20000 N s/m
k, =k, =6600 kN/m
my = 930 kg, m,= 960 kg, m;= 150 kg
Vo=2.77 mls
For Equation (P6.7a),

wake L =0.04 if %>0 and p=0 if %zo.

t t

For Equation (P6.7b),

take L= 0.04 if ”jz>o and p=o if 2o,
r
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Develop a MATLAB program that will solve the collision model problem using the
ODE45 function for0 < ¢ < 0.4s. Use a tspan = [0:001:0.4].

2
(a) Print out a table for x;, x,, x5, dx, ,dxz ’d’% ’”I X ,
0.01 second. drdr dr di?

(b) Plot xy, x,, and x5 on one graph, ) ,& and &on a second graph, and

ix dx, | d’x * a“
, and y 23 on a third graph.
r

2 2
d ’;2 , and d )§3 every
dt dt

Project 6.8

A small fin is used to increase the heat loss from an electronic element. A sketch of
the fin is shown in Figure P6.8.
The temperature distribution in the fin is governed by the following equation:

d dr hP
dx("ldx]—ﬂ‘@

or

dA dT dA*T  hP
———+tA—= —(T-T)

dx dx dx k

where 7'is the temperature in the fin at position x, 7__ is the surrounding air tem-
perature, A is the fin cross-sectional area, /4 is the corrective heat transfer coefficient,
k is the thermal conductivity of the fin, and P is its perimeter.

Side View

Top surface of
electronic device

Figure P6.8 Fin attached to an electronic device.
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Alx)= y(h), P(x)=2y+2h
l L—x w _ L_Ll

wh) w0

A= =
L dx L

The Governing Differential Equation is

w (th) ST _wh)dr _pf 2,
13 ——(L- x) I k{ (L- x)+2(th)}(T T) (P6.8a)

The boundary conditions are
10 =17, (P6.8b)

To obtain the second boundary condition write:

The rate that heat leaves the fin at (x = L,) per unit surface area
= the rate that heat is carried away by convection per unit surface area.

The above statement can be written mathematically as
dT
—kE(LI) =hT(L)-T] (P6.8¢)

We wish to solve this problem numerically using the finite difference method.
First subdivide the x axis into I subdivision giving x,, x,, x3,...,x7,;. Take the

o d
temperature at x; to be 7. The finite difference formulas for
Section 6.8) are

2
7; and ar (see
dx

dzT ( _ 7:‘4-1 + 7:‘71 B ZTZ

xX.)=
dx2 z) AXZ
7( ) — z+l Tz'
Ax

The finite differential form of Equation (P6.8a) is

“"""”u_x)[tmzl—mJ <th>( ]
L / Ax? L Ax

b 2w
2{ Ll (L—xi)+2(t/7)}(7; -T)

ke
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Solving for 7 gives

T {2“’(th)<L %) wl(th)Ax—l—hsz(zz}l(L—xi)"‘z(fb)j}

L L k

X { [WIz(;w) <L_xi)—u@Ax}T ) (L=x)T;

i+1 L i —1

be
7 [L (L- x)+2(t/7)i| } (P6.8d)

Equation (P6.8d) is valid fori=2, 3,..., 1
The finite difference form for Equation (P6.8¢) is

_ku:,{T 7]

x I+1

Solving for T;,, gives

1 hAx
= I +——T
I+1 1+ hix { b }
Also, T, = Ty,
The rate of heat loss, Q, through the fin is given by
kA

QZ—E(TZ—TJ

where A, is the cross-sectional area of the fin at x = 0+.

Using the method described in Section 6.7 for a tri-diagonal system of equa-
tions, write a computer program that will solve for the temperature distribution in
the fin and the rate of heat loss through the fin. Use the following values:

T, =200°C, 7 _=40°C, k=204 W/m-°C, h=60W/m?-°C,
[=80, w,=2cm, L=6cm, L,=4cm, th=0.2cm.
Q, and a table

The output of your program should include the values of 4, &, 7,
of T'vs. x at every 0.1 cm.

w? oc’

Project 6.9

We wish to obtain the reactions, the bending moment, and the deflection of the
statically indeterminate beam as shown in Figure P6.9a. The problem can be solved
by the method of superposition. First solve for the deflection y(x) by the finite
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P L

Z.

<
<

A , | %_C 7T_B

Figure P6.9a Indeterminate beam structure.

A | i/s E| P
RERRREE e

— >
A é B
L, \ ‘
>|

/]

- L

Figure P6.9b Determinate beam structure.

difference method utilizing the tri-diagonal method to obtain a solution for the
statically determinate structure shown in Figure P6.9b. Then determine y(L,) for
the structure shown in Figure P6.9b. Next determine the value of F in the structure
shown in Figure P6.9c that would cause the deflection at L, in that structure to be
—y(L,). You may use the following formula to determine the F value that would give
the required deflection at x =L, (see Figure P6.9d).

Figure P6.9c Beam with single concentrated load.
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F
I
I 2 b |
M 1
: —
g |
Fb E
A Ry~
Figure P6.9d Beam loaded with a single concentrated load.
Fox ., 2 2
= —(=0b <
yo) =gl =« )] (x<a)
Fb

_ v xS_ 2_2x_£x_ 3 X
_6LEI[ (L =67 b( 4)}(24)

Finally, superimpose both solutions to give the true values for the reactions, R, Ry,
and R, the bending moment M(x) and the deflection y(x). Print out the final reac-
tions, R,, R, and Re.. Print out a table of M(x) and y(x) vs. x at every other node.

Use MATLAB to plot M(x) and y(x).

Let w =40 kN/m, EI =15 x 10> kN-m?, P=35 kN, L=3m, L, = 1.3 m,
L,=05m,L;=15m,L,=0.5 m. Let the number of subdivisions on the x axis

be 150.






Chapter 7

Simulink

7.1 Introduction

Simulink” is used with MATLAB® to model, simulate, and analyze dynamic systems.
With Simulink, models can be built from scracch, or additions can be made to
existing models. Simulations can be made interactive, so a change in parameters
can be made while running the simulation. Simulink supports linear and nonlin-
ear systems, modeled in continuous time, sample time, or a combination of the
two.

Simulink provides a graphical user interface (GUI) for building models as block
diagrams, using click-and-drag mouse operations.

The program includes a comprehensive library of components (blocks). Using
scopes and other display blocks, simulation results can be seen while the simulation
is running.

7.2 Creating a Model in Simulink

1. Click on the Simulink icon on the menu bar in the MATLAB command
window or type Simulink in the MATLAB command window. This brings
up the Simulink library browser window (see Figure 7.1).

2. Click on file in the Simulink library browser window.

" MATLAB®, Simulink®, and Stateflow® are trademarks of The MathWorks, Inc. and are used
with permission. The MathWorks does not warrant the accuracy of the text or exercises in this
book. This book’s use or discussion of MATLAB, Simulink, and Stateflow software or related
products does not constitute endorsement or sponsorship by The MathWorks of a particular
pedagogical approach or particular use of the MATLAB, Simulink, and Stateflow software.

141
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" simulink Library Browser - | |

D=
Commonly Used Dlocks: trmuins Comnon;
hacsBasch s

ted, sslect MATLAR Help or Demcz from the Help menu.

luntitled1 (=] 3
File Edt View Simuiston Format T
DEd& - =

Figure 7.1 Simulink windows. (From MATLAB. With permission.)

3. Select a “new model” (for a new model) or “open” for an existing model. This
will bring up an untitled model window (for the case of a new model) or an
existing model window.

4. To create a new model you need to copy blocks from the library browser
window into the new model window. This can be done by highlighting a
particular block and dragging it into the model window. To simplify the con-
nections of blocks, you may need to rotate a block 90° or 180°. To do this
highlight the block and click on format in the menu bar; select rotate block
(for 90°) or flip block (for 180°).

Simulink has many categories for distributing the library blocks; those of inter-
est for this book are commonly used blocks, continuous, discontinuities, math
operations, ports and subsystems, signal routing, sinks, sources, and user-defined
functions.

The blocks that will be used in this chapter are constant, product, gain, sum,
integrator, scope, display, relay, switch, to workspace, mux, and fen. The product,
gain, and sum are in the math category, the integrator is in the continuous category,
the scope, display, and to workspace are in the sink category, the constant, step,
and sine wave are in the source category, the relay is in the nonlinear category, the
mux and switch are in the signal routing category, and the fcn is in the user-defined
functions category.
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7.3 Typical Building Blocks in Constructing a Model

1. Addition of two constants (see Figure 7.2). To set the value for the constants,
highlight the block, click on the right button to open a dialog box, select
update parameters, and type in the value of the constant. To run the program
click on simulation in the menu bar and select start.

. Subtraction (see Figure 7.3).

. Product of two blocks (see Figure 7.4).

. Division of two blocks (see Figure 7.5).

. Integrate a sine wave (see Figure 7.6). In sine wave block parameters set fre-
quency to 2 rads/second.

N 0N

J‘ sin2xdx = —%[cos 2x], = —%[cos 2t—1]= %[l —cos2¢] (range 0—1)
0
(7.1)

6. Solution of a simple ordinary first-order differential equation. The method
of solution is illustrated in Example 7.1, which considers the temperature
change of a small, good heat-conducting object that is suddenly immersed in
a fluid of temperature 7. The temperature, 7; of the object varies with time.
The governing equation is given by Equation (7.2).

20
Constant
i
+
Display
30
Constant 1

Figure 7.2 Constants, summation, and display blocks for addition.

30

Constant 2
-10

Display 1

20

Constant 3

Figure 7.3 Constants, summation, and display blocks for subtraction.
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30
X —
Product Display 2
20 play
Constant 5

Figure 7.4 Constants, product, and display blocks for multiplication.

30
Constant 6 =
Product 1 Display 3
20 play
Constant 7

Figure 7.5 Constants, product, and display blocks for division.

I 1 []
| s

Sine wave Integrator Scope

Figure 7.6  Sine wave, integration, and scope blocks.
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[ 9]
Display
dT/dt 1 T ]
S T
Integrator Scope
haT/mc < T
ha/mc
Product
-—— 8.7E-4
Constant 1
haTinf/mc 87e-3
Constant
Figure 7.7 Block diagram for solving Equation (7.2).
Example 7.1
First put the equation in the form
dT
- = (Ts )
dt f
dT  hA hA
—=—T1 —-—T (7.2)

where
m = the mass of the object.
A, = the surface area.
¢ = the specific heat of the object.
h = the convective heat transfer coeflicient.

The following parameters for Equation (7.2) were used:

hA
s =8.7><10—41

mc s

7. =10°C

oo

Block diagram for Equation (7.2) is shown in Figure 7.7.
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7.4 Constructing and Running the Model

1. To connect lines from the output of a block to the input of a second block,
place the pointer on the output (or input) of the block, right click on the
mouse, and drag the line to the input (or output) of the second block.

2. To connect a point on a line to the input of a block, place the pointer on the
line and right click on the mouse and drag the line to the input of the block.

3. To add alphanumerical information above a line double click (left button) on
the line. A small box will appear on the line. Type in desired info and click
elsewhere.

4. To view the results on the scope, use the right mouse button and click on
the scope. Select open block. A graph appears. To select the graph axis, right
click on graph and select axis properties or autoscale. In most cases selecting
autoscale is sufficient.

5. To select the initial condition, right click on integrator box, select integrator
parameters, and type in the initial condition; select OK.

6. To select start and stop run times, click on Simulation in menu bar, select
simulation parameter, and edit start and stop time boxes.

7. To run the simulation, click on simulation in the menu bar and click on start.

7.5 Constructing a Subsystem

Suppose we are building a large system consisting of many blocks and we wish to
reduce the number of blocks appearing in the overall block diagram. This can be
done by creating a subsystem. The subsystem will appear as a single block. To cre-
ate a subsystem, place the pointer in the vicinity of the region that is to become a
subsystem and right click the mouse. This produces a small dashed box that can
be enlarged by dragging the mouse over the region enclosing the number of blocks
to be included in the subsystem. When the mouse button is released, a drop-down
menu appears. Select create a subsystem. In the above example, the constant, con-
stant 1, and product blocks have been included in the subsystem. Note that the
subsystem will have one input and two outputs (see Figure 7.8). These three blocks
will appear as a single subsystem block (see Figure 7.9). A block diagram of the
subsystem is shown in Figure 7.10.

7.6 Using the mux and fcn Blocks

An alternative to the block diagram for Example 7.1 is shown in Figure 7.11. In
this solution the mux and fen blocks are used to solve the problem. The mux block
allows you to select the number of inputs (right click on the block, select mux
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Display
dT/dt 1 T ]
S T
Integrator Scope
|mmmmmmmmmmm e
! |
I
I haT/mc < T I
I
: ha/mc :
: Product |
: — 8.7E-4 :
I
! I
: Constant 1 :
! I
| )
| haTinf/mc 8763 :
I
I
: Constant :

Figure 7.8 Constructing a subsystem.

parameters, and type in the number of inputs). The uppermost input is designated
as u [1], the one below is designated as u [2], etc. The output from the mux block
should go to the input of the fcn block. The math expression in the fcn block needs
to be in terms of the u [ ]’s. See block sketch, Figure 7.11.

[ 9

Display
dT/dt 1 T ]
s T
Integrator Scope
Out 1
In1l
Out 2
Subsystem

Figure 7.9 Block diagram for solving Equation (7.2).
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In1
haT/mc «
8.7E-4
Out1 ha/mc
Product
Constant 1
haTinf/mc 8.7e—3
Out 2
Constant
Figure 7.10  Sketch of subsystem.
mux
8.7e-4
hA/(mc) = u[1]
Constant
1
10.0 1]*u[2]-u[1]*u[3 = T
Tinf = u[2] el ul2l ol s o)
Constant 1 Fcn Integrator To workspace
=
Scope

T =u[3]

Figure 7.11 Block diagram for solving Equation (7.2) using the mux and fcn
blocks.

7.7 The Relay Block

Suppose a model involves the addition of a heating/cooling element to a system
controlled by a thermostat. A relay may be used to simulate the thermostat behav-
ior. This concept can be represented by this simple differential equation in which y
is to go from 0 to 10 and then fluctuate between 5 and 10.

20 if <5
ﬂ=c where ¢ = J

dr 20 if y>10

The block diagram for this system consists of an integrator, a constant, a relay, a
product, and a scope. The relay parameters are
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= -
simout
- i

To workspace

1
- -
Y

Integrator Scope

Relay :E]: Constant

+lor-1

Product

dydt "

Figure 7.12 Block diagram using the relay block.

Switch point on = 10
Switch point off = 5
Output when on = -1
Output when off = +1

Note: Switch point on has to be greater than switch point off.

The block diagram for this problem is shown in Figure 7.12.

Start by setting the initial condition for y to 0. At this point, y <5, thus the
relay switch is off and the output of the relay is +1, causing y to increase. The relay
output will remain +1 until y reaches 10, then the relay switch will turn on and the
relay output will be 1, causing y to decrease. The relay output will be -1, until y
reaches 5; then the relay switch is off and the output is +1. The process will continue
until the simulation end time is reached.

7.8 The Switch Block

Some problems may involve a function that varies in time for 0 <= # <= ¢, and the
remains are constant for #; < # <= #,. This type of function can best be modeled
with the switch.
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50
Constant 1
»

(Ot > J
Clock Switch Scope

»

X —
5 »
Constant Product

Figure 7.13 Block diagram using the switch block.

Suppose
{St for 0<=t<=10
y —

50 for 10<r<=20

The Simulink model for this problem is shown in Figure 7.13.
Switch parameters (ul is the top input, u2 is the middle input, and u3 is the
bottom input). Switch parameters for this example follow.

Criteria for passing first input: u2 > = Threshold
Threshold: 10
Sample time (-1 for inherited): -1

7.9 Trigonometric Function Blocks

Functions such as sine, cosine, tangent, etc. can be found in math operations under
trigonometric function. The input to the trig function block is the argument to the
trig function. If the argument involves the independent variable, # the output of
the clock gives . This is shown in the following example (see Figure 7.14).

S _

R » cos
5 Product Trigonometric Scope
function
Constant
y = cos(2t) 7

To workspace

Figure 7.14 Block diagram using the clock, the trig function, and the workspace
blocks.
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Example 7.2 Governing Equation for a Spring-Dashpot System
Given a simple spring-dashpot system subjected to an oscillatory force. The govern-

ing equation is

i S it o= Lgnr), x0)=5m, #0)=0mis (7.3)
m m m

The following Simulink program (see Figure 7.15) gives the solution. The values
used are

k=1N/m, c¢=0.5kgls, ©=20Vs, F=IN, m=10kg

u(1) / u(2) * u(3)
Constant 1 > Fen
c
Constant 2
> P u(l) / u(2) * u(3)
Fen1

Constant 3 |->

A

x| 1 1 d2x/de2
s dx/dt| s ‘/

Gain Integrator Integrator 1

sin (wt)

Product  Trigonometric alpha“sin (we)

function Product 1

Constant 5 alpha

Constant 4

Figure 7.15 Block diagram for solving Equation (7.3).
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To obtain output values in table form, one needs to send the variables to workspace
by the workspace block as shown in Figure 7.15. After the simulation is run, those
variables become available for use in any MATLAB program. Typical simulation
and workspace parameters follow:

Simulation time

Start time: 0.0 Stop time: 20.0
Solver Options
Type: fixed-step Solver: ode4 (Runge-Kutta)

Periodic sample time constraint: unconstrained
Fixed-step size (fundamental sample time): 0.1
Tasking mode for periodic sample time: auto

Workspace Parameters

Variable name: x

Limit data points to last: inf
Decimation: 1

Sample time (-1 for inherited): -1
Save format: array

Projects
Project 7.1

A small rocket with an initial mass of 350 kg, including a mass of 100 kg of fuel,
is fired from a rocket launcher. The rocket leaves the launcher at velocity v, and at
an angle of 6, with the horizontal. Neglect the fuel consumed inside the rocket
launcher. The rocket burns fuel at the rate of 10 kg/s, and develops a thrust T =
6000 N. The thrust acts axially along the rocket and lasts for 10 seconds. Assume
that the drag force also acts axially and is proportional to the square of the rocket
velocity. The governing differential equations describing the position and velocity
components of the rocket (see Figure P6.2) are as follows:

2 2
4 f=zc059—[(v cosB
dt m m

2 2
a gzzsinO—KV sinf—g¢
dat m m

dx

“o_y

dt *

dy



Simulink m 153

where

2 2 2
vi=v. +v
x y

0 is the angle the velocity vector makes with the horizontal.

m is the mass of the rocket (varies with time).

v,V are the x and y components of the rocket’s velocity relative to the ground.
K is the drag coeflicient.

g is the gravitational constant.

(x, y) are the position of the rocket relative to the ground.

t is the time of rocket flight.

cos 8 =v,/vand sin O =v /v.

Substituting for cos 0, sin 6, and v in the above set, the equations become

2 2
dzx VxT Vx[(\ Vi +Vy

dt2 = m\/V2+V2 - m (P713)
x y
dz)} VyT vy]{1 Ivi +V;
dt2 = \/ 2+ 2 - m _g (P7lb)
m|v A\
X y

(@ Develop a SIMULINK model that will solve for x, y, v,, v, for 0 < <60
seconds. Use a fixed time step of 0.1 second. Run the program fors < 60
seconds.

Take x(0) = 0, y(0) = 0, v,(0) = v,cos 8, v,(0) = v,sin 6, v,= 150 m/s,
0, = 60°, K = 0.045 N —s?*/m?, and g = 9.81 m/s?. Send the results to
workspace.

(b) From the workspace print out a table for ¢, x, y, v,, v, every 10 seconds and
create plots of (x and y vs. #) and (v, and v, vs. 8).

(¢) The target lies on the ground, which has a slope of 5%. The ground elevation,
Jpr relative to the origin of the coordinate system of the rocket is given by

5, =15+0.05(x = 3000) (P7.1¢)

In the workspace program determine where the rocket hits the ground. Assume a
linear trajectory between the closest two data points. The intersection of the two
straight lines gives the (x,y) position where the rocket hits the ground. Print out
these (x,y) values.
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Project 7.2

Repeat Project 6.4, but this time use Simulink to construct a simulation of this
system. Scope output should be for 7;and T, vs. #. Set the end time to 1 hour and
print out the block diagram.

Project 7.3

Repeat Project 6.5, but this time use Simulink to construct a simulation of this system.
Scope output should be for z, v, and p vs. #. Send z, v, p, and ¢ to the workspace and
create a table of 50 lines giving z, v, and p vs. #. Also create plots of z vs. £, v vs. 1,
and p vs. 7.



Chapter 8

Curve Fitting

8.1 Curve-Fitting Objective

There are many occasions in engineering that require an experiment to determine
the behavior of a particular phenomenon. The experiment may produce a set of data
points that represents a relationship between the variables involved in the phenom-
enon. The engineer may then wish to express this relationship analytically. This
analytical expression is designated as the approximating function to the data. There
are two approaches.

1. The approximating function passes through all data points (see Section 8.5).
If there is some scatter in the data points, the approximating function may
not be satisfactory.

2. The approximating function graphs as a smooth curve. In this case the
approximating curve will not, in general, pass through all the data points. A
plot of the data on regular graph paper, semilog, or log-log paper may suggest
an appropriate form for the approximating function.

8.2 Method of Least Squares

Best-fit straight line:

Given a set of data points: (x, y;), X35 ¥2)- - (X Y1)
We wish to represent the approximating curve, y,, as:

ye=cox+¢, 8.1

155
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Let

D= Z —Ye (X = X[Yi - (Clxi + Cz)]z
i=1

=[y, — (%, + )l +[y, = (c,;x, + ¢, )P+ +[y, —(c;x, +¢,)I (8.2)

To obtain the best-fit straight line approximating function, takea—Dz()and
aD aCl
~_0

o,

8.3)

or
[ixf]cl +{ix’}€2 = ixz’.yi (8-4)
i=1 =1 =1
gi =0= 22[}/ = (e, + )] [-1]
0= Z]’i _Clzn:xt e’
i=1 =1
or
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Solving by method of determinates:

Yx,y, XX,
_Zy CnZxy,—(2x)(Z )
R x| nZxl—(Zx)(Zx)
Yx
Y2 Xy,
Yx, 2y, (Zr)(Ex)-(2x)(Zx,)

C

2 ﬂle.z—(le.)(in)_ anl.z—(in)(in)
For an m degree polynomial fit, take the approximating curve, y,, to be
J.o=c toxtextvoxd +ote, x”

where 7 < 7 —1 and n = number of data points.

Measured values are (x;, ), i=1, 2,..., n

Let YC,i = YC(Xi)
Then

n

D= zn‘[y,- -y..1 =Z[}/i - (cl +o,x, + caxl.z...cmﬂxi’”)]z
i=1

=1

To minimize D, take

dD dD

a—q 0 gz(), etc
a
af=0=;2|:yi—(cl+czxi+-~-+fm+1ximﬂ (1]
%:0:22[%—([1+cle.+-~-+cm+1xim)}[—X]

m+1 i=1

(8.6)

8.7)
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The set of equations reduces to

ne, +(2xi)cz +(2xf)c3 +---+(2xj”)cm+l = Z)/i
DIFINE) JEIIRE) S FRURY) SRS 1

(8.8

DIIISE) YRR SRRE) YRE IS

Solve by Gauss Elimination

The standard error of the fit, Sy 18 defined by

1/2
) Z” oy
S}’X _{V - (.yz .yf,i) }

where V =7 — (m + 1) = number of degrees of freedom.
Note: MATLAB® uses mean square error (mse), which is defined by

1% 5
(mse) = Zu -3 8.9)

5, is a measure of the precision with which the polynomial describes the data.
Run the program for several different 7 values. Use the one with the lowest s,
value.

X

8.3 Curve Fitting with the Exponential Function

A mathematical analysis of physical systems frequently leads to exponential func-
tions. If experimental data appear to fall into this category, one should use

Jo= e (8.10)

as the approximating function, where o, and o, are real constants.
For data points (x,, ), (x,, 3,)s ... (%, 7, letz,=Iny,and z.=lny.=ln o, — o, x.
Letting ¢, = -0, and ¢,= /no.,, the above equation becomes linear in z_; that is,

z.=cx+ ¢, (8.11)
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For data points (x;,y,), (x5, ,), ... (x,, 7,), the new set of data points becomes

xp 7y)s X529)5 - (X 2,)

From our previous work, the best-fit approximating straight-line curve by the
method of least squares gives

_n¥xz-(2x)(Zz)

T e (5 (8.12)
and
L _(Z2)(2x)-(25)(2x5)
. ¥l —(x,) (8.13)
Then
o, =, o, =—
and
m)ziz(” ) (8.14)

where y_; =y, (x).

The above analysis can be used to determine the damping constant in a mass-
spring-dashpot system. This is accomplished by examining the Oscilloscope
graph of free damped vibration (see Figure 8.1). The governing equation of the
envelope is

c
Y= CXP(_zf) (8.15)

m

where
¢ = damping constant.
m = the mass.
y = the mass displacement from the equilibrium position.
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Figure 8.1 Oscilloscope graph of free damped oscillations.
Comparing Equation (8.15) with Equation (8.10) we see that

c . .
o, = y, and o, = — with # replacing x

2m

Therefore, ¢ = 2moL, (see Project 2.10).

8.4 MATLAB’s Curve-Fitting Function

MATLAB calls curve ficting with a polynomial by the name “Polynomial
Regression.” The function polyfit (x, y, m) returns a vector of (m + 1) coeflicients
that represent the best-fit polynomial of degree m for the (x, y,) set of data points.
The coefficient order corresponds to decreasing powers of x; that is,

y.=ax” + gzxmfl + an"’*z +..axta,, (8.16)

To obtain y_ at (x, x,,..., x,) use the MATLAB function polyval (4, x). The func-
tion polyval (4,x) returns a vector of length 7 giving y, ,, where

g x?

— m m—
Ye,i =ax; +‘szi 37

+...¢mel.+ﬂm+1 (817)
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The mean square error (mse) is a measure of the precision of the fit. The mse is

defined as follows:
12z 2
mse= — 2, - J.) (8.18)
7 =1

where 7 is the number of data points.

Example 8.1

polyfit text.m
This program determines the best-fit polynomial curve passing
through a given set of data points
clear; clc;
x=-10:2:10;
y=[-980 -620 -70 80 100 90 0 -80 -90 10 220];
x2=-10:0.5:10;
mse=zeros (4) ;
for n=2:5
fprintf (‘n= %i \n’,n);
coef=zeros (n+1) ;
coef=polyfit (x,y,n);
yc2=polyval (coef, x2) ;
yc=polyval (coef, x) ;
mse (n)=sum( (y-yc) ."*2)/11;
if n==
fprintf (° X Y yc \n’);
Eprintf (M ----mmmmm - \n’) ;
for i=1:11
fprintf ('%5.0f %5.0f %8.2f \n’,x(i),y(i),yc(i));
end
fprintf (*\n\n’) ;

o o° o°

end
if n==
fprintf (° x y yc \n’);
fprintf (t------mmmmmm e \n’);
for i=1:11
fprintf ('%5.0f %5.0f %8.2f \n’',x(i),y(i),yc(i));

end
fprintf (*\n\n’) ;
end
if n==4
fprintf (© x vy yc \n’);
fprintf (M ---mm s - \n’) ;

for i=1:11
fprintf (*'%5.0f $5.0f %8.2f \n’,x(i),y(i),yc(i));

end
fprintf (*\n\n’) ;
end
if n==5
fprintf (° x y yc \n’);
fprintf (Y ----mm e \n’) ;

for i=1:11
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fprintf ('%5.0f $5.0f $8.2f \n’,x(1),y(1),yc(i));
end
fprintf (*\n\n’) ;
end
subplot (2,2,n-1) ,plot (x2,yc2,x,y,’0"),
xlabel (‘'x’), ylabel(‘y’), grid,

if n==

title(‘'Second Degree Polynomial Fit’)
end
if n==

title('Third Degree Polynomial Fit’)
end
if n==

title(‘Fourth Degree Polynomial Fit’)
end
if n==

title(‘Fifth Degree Polynomial Fit’)
end
end
fprintf (' n mse \n’)
fprintf(*----------mmm o e - \n’) ;
for n=2:5

fprintf (' %g $6.2f \n’,n,mse(n))
end

8.5 Cubic Splines

Suppose for a given set of data points, all attempted degree polynomial approxi-
mating curves produced points that were not allowed. For example, suppose it is
known that a particular property represented by the data (such as absolute pres-
sure or absolute temperature) must be positive and all the attempted polynomial
approximating curves produced some negative values. For this case, the polynomial
approximating function would not be satisfactory. The method of cubic splines
eliminates this problem.

Given a set of (z+ 1) data points (x;, 3,), i= 1, 2,..., (n+ 1), the method of cubic
splines develops a set of 7 cubic functions, such that y(x) is represented by a differ-
ent cubic in each of the # intervals and the set of cubics passes through the (z + 1)
data points.

This is accomplished by forcing the slopes and curvatures to be the same for
each pair of cubics that join at a data point.

dzy

t
2

Note:  Curvature, K = 7
2

1+(dy) (8.19)
dx



Curve Fitting ®m 163

X
Figure 8.2 Two adjacent arbitrary intervals.
This is accomplished by the following equations:
L)) = L)),
[}”(xi)]imi—l = [.y,(xi)]intl (8.20)

[.y”(xi)]intifl = [.),”(xz')]inti

In interval (i — 1), (x,_, < x < x,) (see Figure 8.2).

y(x) = Ai—l + Bi—l (x— xi—l) + Ci—l (x— xi—l)z + Dz'—l (x— xi—1)3 (8.21)

In interval 4, (x, < x < x,,))

y(x)=At.+Bl.(x—xl.)+Ci(x—xi)2+Dl,(x—xl,)3 (8.22)

This gives (2 — 1) equations in (z + 1) unknowns.
2

d
Thus, values for 72/ at x; and x,,, must be assumed.
dx

Several alternatives exist:
1. Assume y”(x,) = y"(x,,,)=0
Widely used—forces splines to approach straight lines at end points.
2. Assume y”(x,,,)= y”(x,) and y”(x;) = y”(x,). This forces the splines to

approach parabolas at the end points.

MATLAB’s built-in function interpl interpolates between data points by the cubic
spline method.
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8.6 The Function Interp1 for Cubic Spline Curve Fitting
y; = interpl (x, y,x,, spline”)

where x,y are the set of data points and x; is the set of x values at which the set of
values, 7., is to be returned.

Example 8.2

% cubic_spline
This program uses interpolation by cubic splines to determine
% overpressure resulting from a blast.
clear;
clc;
dist=0.2:0.2:2.6;
press=[24.0 14.0 10.0 7.6 5.4 4.0 3.1 2.5 2.0 1.7 1.5 1.3 1.1];
d=0.2:0.1:2.6;
p=interpl (dist,press,d, 'spline’) ;
fid=fopen (‘outputl.dat’,'w’) ;
fprintf (£id, ' PEAK OVERPRESSURE VS. DISTANCE FROM BLAST \n’);
fprintf (£id, 'CUBIC SPLINE FIT \n');
fprintf (fid,’ dist over-press \n') ;
fprintf (£id,’ (miles) (psi) \n’);
for n=1:25
fprintf (£id,’ %5.1f %$10.3f \n’,d(n),p(n));

o°

end

plot(d,p,dist,press,'o’),xlabel (‘miles from ground zero’),
ylabel (‘overpressure (psi) ‘') ,axis([0.0,3.0,0.0,25.0]),
grid, title(‘peak overpressure vs. distance from blast’)

fclose (fid) ;

8.7 Curve Fitting with Fourier Series

Suppose an experimental data set produced a plot as shown in Figure 8.3 and it was
desired to obtain an analytical expression that comes close to fitting the data. Let
us assume that the —-L < x < L. If not, make it so by shifting the origin. Actually the
original abscissa data were for 0 < ¢ <10.5 seconds. The data were shifted by letting
x=1r—>5.25.

The # domain was subdivided into 70 equal spaces, with Ar=10.5/70=0.15
second. Thus, x;,; — x; is uniform over the entire domain. An attempt to fit a poly-
nomial approximating curve to these data would not be successful. However, the
use of a Fourier series could give a reasonable analytical expression approximating
the data. If uc is the approximating curve, then by a Fourier series,

W(X)z‘lo"'z a, cos(m:x)-kbm sin(m;x) (8.23)

m=1
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Figure 8.3 Experimental data of u vs. x.

where

L

°Torl,

L
a :l‘[ u(x)cos(mnx)afx
m LJg L

L
b =lJ‘ u(x)sin(mnx)dx
" LJg L

Using 30 terms in the series and Simpson’s rule on integration an approximat-

ing curve as shown in Figure 8.4 was obtained.
mTx

u(x) dx

a

. [ mmx . .
Thea, cos +6, sin —7 | terms can be put into the following form by

the trigonomic identity 2 cos + &sin3 = ¢sin(B — ¢), where ¢ represents the ampli-
tude. The amplitude, ¢, is given by

c=+(a? +b%)

A plot of amplitude vs. an is shown in Figure 8.5.



166 ® Numerical and Analytical Methods with MATLAB
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Figure 8.4 Fourier series fit of the data. (See color insert following page 334.)
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Projects
Project 8.1

A formula describing the fluid level, 4., in a tank, as a function of time, as the fluid
discharges through a small orifice, is

C
NN 20;1110 J2g 1 (P8.1a)

where
C, = the discharge coefficient.
hq,o = the fluid level in the tank at time, 7=0.

Ay = the area of the orifice.
Ap = the cross-sectional area of the tank.

An experiment consisting of a cylindrical tank with a small orifice was used to
determine Cj for that particular orifice and cylinder. The tank walls were transpar-
ent and a ruler was pasted to the wall allowing for the determination of the fluid
level in the tank. The procedure was to fill the tank with water while the orifice was
plugged. The plug was then removed and the water was allowed to flow through
the orifice. The water level in the tank, 4,,, in meters, was recorded as a function of
time, ¢. The experimental data are shown in Table P8.1.

Table P8.1 h__ vs. time

exp

hey, (M) t(s) heyy (M) ts)
0.288 0 0.080 110
0.258 10 0.065 120
0.234 20 0.053 130
0.215 30 0.041 140
0.196 40 0.031 150
0.178 50 0.022 160
0.160 60 0.013 170
0.142 70 0.006 180
0.125 80 0.002 190
0.110 90 0.000 200
0.095 100
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The diameters of the orifice and the tank are D, = 0.0055 7 and D, = 0.146 m,
respectively. The free surface elevation, 4,,,, at =0 is 0.288 . The gravitational
constant, g = 9.81 m/s%.

Use the mse as defined by Equation (8.12) to determine the value for C, that
best fits the data. Vary C, from 0.3 to 0.9 in steps of 0.01 and evaluate the mse for
each C, selected, where

mse = —z U, (6) = (2P (P8.1b)

where
N = the number of data points.
h, (t ) = the water level in the tank at ¢, as determined by Equation (P8.1a).

By (t ) = the water level in the tank at #, as determined by experiment.

For the C, with the lowest mse, create a plot of /,, vs. # (solid line) and superimpose
h.., vs. tas little x’s onto the plot of ,, vs. 7. Also print out the value of C, that gives
the lowest mse.

Also create a 30-line table of mse vs. C;.

Project 8.2

This project involves determining the best fit polynomial approximating curve to
the (H vs. Q) data obtained from a pump manufacturer’s catalog (units changed to
SI units). The data points of the (H vs. Q) curve are shown in Table P8.2.

Table P8.2 H vs. Q Data from the Pump Manufacturer

Q H Q H
(m’/h) (m) (m’/h) (m)

3.3 43.3 61.6 40.8

6.9 43.4 68.5 39.6
13.7 43.6 75.3 38.7
20.5 43.6 82.2 37.2
274 43.3 89.0 36.3
34.2 43.0 95.8 34.4
411 42.7 102.7 32.6
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Try degree polynomials of 2 through 4 to determine which degree polynomial
will give the smallest mse. Use MATLAB’s function polyfiz, which returns the coef-
ficients for each of the three polynomials. Then use MATLAB’s function polyval to
create for each polynomial:

(a) A table containing Q, H,, and H, where H_ is the approximating curve for H
vs. Q.
(b) Aplotof H_vs. Q (solid line) and H vs. Q (small circles), all plots on the same

page.






Chapter 9

Optimization

9.1 Introduction

The objective of optimization is to maximize or minimize some function f. The
function fis called the object function. For example, suppose there is an electronics
company that manufactures several different types of circuit boards. Each circuit
board must pass through several different departments (such as drilling, compo-
nent assembly, testing, etc.) before shipping. The time required for each circuit
board to pass through the various departments is also known. There is a minimum
production quantity per month that the company must produce. However, the
company is capable of producing more than the minimum production require-
ment for each type of circuit board each month. The profit the company will make
on each circuit board it produces is known. The problem is to determine the pro-
duction amount of each type of circuit board per month that will result in the
maximum profit. A similar type of problem may be one in which the object is to
minimize the cost of producing a particular product. These types of optimiza-
tion problems are discussed in greater detail later in this chapter. In most optimi-
zation problems, the object function, f; will depend on several variables—x;, x,,
X35 ...» %, These are called the control variables because their values can be selected.
Optimization theory develops methods for selecting optimal values for the control
variables, x;, x,, x5, ..., x,, that either maximizes (or minimizes) the objective func-
tion f- In many cases, the choice of values for x;, x,, x5, ..., x, is not entirely free,
but is subject to some constraints.

171
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9.2 Unconstrained Optimization Problems

In calculus it is shown that a necessary (but not sufficient) condition for f'to have a
maximum or minimum at point P, is that at point P, each of the first partial deriva-
tives of f, be zero; that is,

O o O O
ox, (P)_ax2 ()= _axn (=0

If n =1, say, y = f{x), then a necessary condition for an extremum (maximum or
minimum) at x, is for y’(x,) = 0.

For y to have a local minimum at x,, y’(x,) = 0 and y”(x,) > 0.
For y to have a local maximum at x,, y’(x,) = 0 and y”(x,) <0.

For finvolving several variables, the condition for f'to have a relative minimum is

more complicated. First, Equation (9.1)

O o oy 1
axl(P)_axz(P)_ —axn(P)—O 9.1

must be satisfied. Second, the quadratic form (Equation 9.2)

Q- ZZ s =5 0 ) 9.2

=1 j=1

must be positive for all choices of x; and x; in the vicinity of point 2, and Q=0 only
when x; =x, (P) fori=1, 2, ..., n. This condition comes from a Taylor Series expan-

2
sion of flx;, x,, ..., x,) about point P using only terms up to f (P).This gives

0x.0x .
9%

£l %y %,) = f(P)+2§§(P)(xi —x(P)

+zzaiaj; (

=1 j=1

Nix, = x,(P))

If £(x), x5,..., ) has a relative minimum at point P, then - of (P)=0for i =1,

2,.., mand f(x;, x5,..., x,) — f(P) > 0 for all (x, x,,..., x,) in thgwcmlty of point P.
But f(x, x5,..., x,) — f(P) = Q. Thus, for f(x,, x,, ..., x,) to have a relative minimum
at point P, Q must be positive for all choices of x; and ; in the vicinity of point 7.

Since the above analysis is quite complicated when f'is a function of several
variables, an iterative scheme is frequently used as a method of solution. One such
method is the method of steepest descent. In this method one needs to guess for a
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point where an extremum exists. Using a grid to evaluate the function at different
values of the control variables can be helpful in establishing a good starting point
for the iteration process.

9.3 Method of Steepest Descent

Consider a function, f; of three variables (x, y, z). From calculus, we know that the
gradient of f; written as V£, is given by

Vf = af gf]+g—];k

where?, j,and k are unit vectors in the x, y, and z directions, respectively.

At (xy, ¥, 2,)> we also know that V£ (x,, y,, 2,) points in the direction of the
maximum rate of change of fwith respect to distance.

A unit vector, ég, which points in this direction, is

LY
£ |Vf]

2 2
of
IEIEEIEEs
V7= J( 3l (8y] s
To find a relative minimum, the method of steepest descent is frequently used. This
method starts at some initial point and moves in small steps in the direction of

steepest descent, which is(—¢ ). Let (x,,;, ¥,41» 2,41) be the new position on the nth
iteration and (x,, y,, 2,) the old position; then

0
af X,,),%,)
X =X 7AS

TV (x,,02,)l
af(x
Vot = Vu ™ 7|Vf ,ynZ)IA
I

dz
zZ =z ——=——Agy
s ! |Vf('xn’.yn’zn)|

where

’.ynz)

xn’.yn’zn)

where A 5 is some small length.
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Example 9.1
Given: f=4 + 4.5x; — 4x, + x,2 + 2,2 — 2x,50, + x,* — 2x,%x,,

Determine: The minimum of /by the method of steepest descent starting at point
(%1, x,) = (6, 10). Use a A s= 0.1 and 100 iterations.

Instead of starting at some arbitrary point as specified above, one might wish to
first use a grid program to establish a good starting point. A sample grid program
follows:

grid2.m
This program determines the functional values of a specified
function of 2 variables
for determining a good starting point for the method of steepest
decent
clear; clc;
x1min=-10.0; x1max=10.0;
x2min=-10.0; x2max=10.0;
dx1=2.0; dx2=2.0;
for i=1:11
x1 (i)=x1min+(i-1) *dx1;
for j=1:11
x2 (j)=x2min+(j-1) *dx2;
£(i,j)=Efxf (x1(1),x2(3));

o® o° o° o° o

end
end
fprintf (' =======================================================\I" ) ;
fprintf (’ functional values of f(x1,x2) \n’);
fprintf (' ======================================================\n') ;

fprintf (* x2 | x1 %6.1f %6.1f %6.1f %6.1f %6.1f %6.1f \n’,...
x1(1),x1(2),x1(3),x1(4),x1(5),x1(6));

fprintf (' =========================================================\1' ) ;
for j=1:11

fprintf ('%$6.1f ' ,x2(j));

for i=1:6

fprintf (/%10.1£",£(1,3));

end

fprintf (‘\n’);
end
fprintf (‘\n\n\n’) ;
fprintf ('=========================================================\n') ;
fprintf (’ functional values of f(x1,x2) \n’);
fprintf (' =========================================================\n') ;

fprintf (’ x2 | x1 %6.1f %6.1f %6.1f %6.1f %6.1f \n’,...
x1(7),x1(8),x1(9),x1(10),x1(11));
fprintf (' =========================================================\n' ) ;
for j=1:11
fprintf(’%6.1f ' ,x2(3j));
for i=7:11
fprintf (’%$10.1£",£(1,3));
end
fprintf ('\n’) ;
end



Optimization ®m 175

Next use a steepest descent program. A sample program follows:

steep_descent.m

This program determines a relative minimum by the

method of steepest decent.

The function is:

£(x1,%2)=4+4 .5*x1-4*x2+x1"242%x2"2-2*x1*x2+x1 4 -2%x1"2*x2
Relative minimum points are known. They occur at
(x1,x2)=(1.941,3.854) and (-1.053,1.028). The minimum functional
values are 0.9855 & -0.5134 respectively

clear; clc;

% First guess

o° o° o° o o° o° o° o

x1=6;
x2=10;
ds=0.1;
fx=fxf (x1,x2) ;
fprintf (' x1 x2 fx \n’);
for n=1:100
dfx1=dfx1f (x1,x2) ;
dfx2=dfx2f (x1,x2) ;
gradf_mag=sqgrt (dfx1*2+dfx2"2) ;
x1ln=x1-dfx1l/gradf mag*ds;
x2n=x2-dfx2/gradf_mag*ds;
fxn=fxf (x1n,x2n) ;
fprintf (* %7.4f %7.4f %10.4f \n’,xln,x2n, fxn);
if (fxn > £fx)
fprintf (’ a minimum has been reached \n\n’);
break
else
x1=x1ln;
X2=x2n;
fx=fxn
end
end

fmin=£fxf (x1,x2) ;
fprintf (’ The relative minimum occurs at x1=%7.4f x2=%7.4f\n’,x1,x2);
fprintf (' The minimum value for £=%10.4f \n', fmin);

fxf.m

This function is used in the steep decent.m program
function fx=fxf (x1,x2)
Ex=4+4 .5*x1-4*x2+x1"242*%x2"2-2*x1*x24+x1 " 4-2*%x1"2%x2;

o° o°

dfx1lf.m

This function is used in the steep_descent.m program
function dfx1=dfx1f (x1,x2)
Afx1=4.5+2*%x1-2*x2+4*x1"3-4%x1*x2;

o o°

dfx2f.m

This function is used in the steep descent.m program
function dfx2=dfx2f (x1,x2)
Afx2=-4+4*x2-2%x1-2%x1"2;

o° oe
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9.4 Optimization with Constraints

In many optimization problems the variables in the function to be maximized or
minimized are not all independent, but are related by one or more conditions or
constraints.

Suppose we are given the object function f(x;, x,, x3,..., x,), in which the vari-
ables x;, x,,..., x, are subject to N constraints, say,

D, (), Xy, X35 .y x,) =0
D, (x;, x5, X3, .. x,) =0
D, (x), x5, %35 ..y x,) =0

Theoretically, N x’s can be solved in terms of the remaining x’s. Then these N
variables can be eliminated from the objective function f by substitution and the
extreme problem can be solved as if there were no constraints. This method is
referred to as the implicit method.

B Lagrange’s Multipliers

Suppose f(x;, x5, x3,..., x,) is to be maximized subject to constraints

D, (x), x5, %35 ., x,) =0

D, (xy, x5, X35 .. x,) =0

D (xy, x50 X3, .0 x,) =0
Define the Lagrange function F as
Flxy, x5, %55 ooy x,) = f (51, %5, %55 2005 X,) + AP, (), %5, x5, -0, )
+ D, (x5 X5, X35 -0y ) + Ay @y (3, X5, X35 <005 X,)

where A, are unknown multipliers to be determined. Set

OF o 9F o 9F

ox, ox, ox,

®, =0, &, =0,...,0,=0,
oF

(Note: WZO gives q)jZO)

J
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This set of (z + N) equations gives all possible extrema of f. Proof is beyond the
scope of this textbook [1].

Example 9.2

Asilois to consist of arightcircular cylinder with a hemispherical roof (see Figure 9.1).
If the silo is to have a specified volume V; find the dimensions that make its surface
area a minimum. Assume that the silo has a floor of the same material.

Note: ‘/sphm’

=4, RS, = 4Tk’
Take V'=8400 m3

Solution:
2 3 2
V= gTCR +TnRL,
S =2nRL +R* + 2nR? = 2nRL + 3mR*

F =2nRL+3nR* + x@mf + TR - V)

Variables are R, L, and A.

g—; =21l +6nR + A2nR* +2nRL) =0
aF:zmre+7m1€2=0 = AMR=—2 or A=—2
oL R

- ~
(L™

Figure 9.1 Sketch of a silo consisting of a right circular cylinder topped by a
hemisphere.
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Substituting the value of A in the above equation gives

21l + 6TR — %(21CR2 +2nRL)=0

The above equation reduces to R — L =0 or R = [ . Substituting this result into
the Vequation gives

V =nR’ +§nR3 = %m’e3

For V=8400 m?,

1/3
R=[8400X3 )" 11 2065 m
5T

Substituting the values for R and L into the equation for S gives § = 2152.6 m?.

9.5 MATLAB'’s Optimization Function

MATLAB’s optimization function is fmincon. A description of the function can
be obtained by typing help finincon in the command window. A description of the
function follows:

X=fmincon (FUN,X0,A,B) starts at X0 and finds a minimum X to the function
FUN, subject to the linear inequalities A*X <= B. FUN accepts input X
and returns a scalar function value F evaluated at X. X0 may be a
scalar, vector, or matrix.

X=fmincon (FUN, X0,A,B,Aeq,Beq) minimizes FUN subject to the linear
equalities Aeg*X = Beqg as well as A*X <= B. (Set A=[] and B=[] if no
inequalities exist.)

X=fmincon (FUN, X0,A,B,Aeq,Beq,LB,UB) defines a set of lower and upper
bounds on the design variables, X, so that the solution is in the range
LB <= X <= UB. Use empty matrices for LB and UB if no bounds exist. Set
ILB(i)=-Inf if X (i) is unbounded below; set UB(i)=Inf if X (i) is
unbounded above.

X=fmincon (FUN, X0, A, B,Aeq, Beq, LB, UB,NONLCON) subjects the minimization to
the constraints defined in NONLCON. The function NONLCON accepts X and
returns the vectors C and Ceq, representing the nonlinear inequalities
and equalities, respectively. Fmincon minimizes FUN such that C(X)< = 0
and Ceqg(X) = 0. (Set LB=[ ] and/or UB=[] if no bounds exist.)
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X=fmincon (FUN, X0, A, B, Aeq, Beq, LB, UB, NONLCON, OPTIONS) minimizes with the
default optimization parameters replaced by values in the structure
OPTIONS, an argument created with the OPTIMSET function. See OPTIMSET
for details.

X=fmincon (FUN, X0, A, B, Aeq, Beq, LB, UB, NONLCON, OPTIONS, P1,P2,...) passes the
problem-dependent parameters P1l, P2, ... directly to the functions FUN
and NONLCON.

[X,FVAL]=fmincon (FUN, X0, ...) returns the value of the objective function FUN

at the solution X.

Example 9.3

optimsilo.m

This program minimizes the material surface area of a silo
The silo consists of a right cylinder topped by a hemisphere.
The volume is set at 7000 and 8400 m"3

Variables are length, L = x(2) and radius, R = x(1)

clear; clc;

% Take a guess at the solution

o° o° o° o° o

LB = [0,0];
UB = [1;
xo = [10.0 20.0];

Set optimization options:
Turn off the large-scale algorithms (the default)
options = optimset (‘LargeScale’,'off’);
% We have no inequality constraints, so pass [] for those arguments
VT=[7000 8400];
fo=fopen (‘output.dat’,’'w’);
fprintf (fo,’ Optimization Problem \n\n’) ;
fprintf (fo, 'This program minimizes the material surface area of
a silo \n');
fprintf (fo,’ The silo consists of a right cylinder topped by
a hemisphere. \n’);
fprintf (fo,’ The volume is set at 7000 and 8400 ft*3 \n\n’);
for i=1:2
V=VT (i) ;
[x,fval]l=fmincon (@objfunsilo, xo, [1, [], []1, [],LB,UB,@confunsilo,
options,V);
fprintf (fo,'Vv=%6.1f R=%7.3f 1=%7.3f minimum surf area=%9.3f \n’,
V,x(1),x(2),fval);

o
s
o

<

end
fclose (fo);

% objfunsilo.m
function s=objfunsilo(x,V)
5=(2.0*pi*x (1) *x(2)+3.0*pi*x (1) "2);

% confunsilo.m

function [c, ceq] = confunsilo(x,V)
% Nonlinear equality constraints:

ceq = pi*x(1)72*x(2)+2.0/3.0*pi*x(1)"3-V;

% No nonlinear inequality constraints:
c=[1;
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Example 9.4

optim_shafts.m

Two machine shops, Machine Shop A and Machine Shop B, are to
manufacture two types of shafts, shaft S1 and shaft S2. Each machine
shop has two Turning Machines, Turning Machine T1 and Turning Machine
T2. The following table lists the production time for each shaft type
on each machine and at each location.

o° o o° o° o° o° oe°

o o°

% | MACHINE SHOP A || MACHINE SHOP B |
% oo |- [ =mmmmmmmm e |
% TURNING | SHAFTS | SHAFTS \
% MACHINE | | |
LRRRREEEEE |- | ------ [ -=mmmmm- |- -- |
% | s1 | s2 |l S1 | s2 |
% oo |- e - |-------- [ -------- |------ |
$ Tl \ 4 | 9 || 5 \ 8 \
R |- |--mme [[-=mmmee |- |
s T2 | 2 | 6 |l 3 | 5 \
LRBRRREE |- |- [[-mmmmee |- |

Shaft S1 sells for $35 and shaft S2 sells for $85.
Determine the number of S1 and S2 shafts that should be produced at
each machine shop and on each machine that will maximize the
revenue per hour.
Let:
x(1)=the number of S1 shafts produced/hr by machine T1 by shop
% (2)=the number of S2 shafts produced/hr by machine Tl by shop
x (3)=the number of S1 shafts produced/hr by machine T2 by shop
% (4)=the number of S2 shafts produced/hr by machine T2 by shop
% (5)=the number of S1 shafts produced/hr by machine Tl by shop
% (6)=the number of S2 shafts produced/hr by machine Tl by shop
% (7)=the number of S1 shafts produced/hr by machine T2 by shop
x (8)=the number of S2 shafts produced/hr by machine T2 by shop
Z=the total revenue/hr for producing the shafts.
Z=35* (x (1)+x (3)+x(5)+x(7) ) +85* (x(2)+x(4)+x(6)+x(8)) .
The problem is to maximize Z subject to the following constraints
4*x (1)+9*x(2) <= 60
2*x(3)4+6*x(4) <= 60
5*x(5)+8*x(6) <= 60
3*x(7)+5*x(8) <= 60
clear; clc;
fo=fopen (‘shaftoutput.dat’,'w’) ;
fprintf (fo, ‘optim shafts.m \n’);
fprintf (fo, 'Shaft Production Problem \n’) ;
fprintf (fo, 'This program maximizes the revenue/hr for the
production \n’) ;
fprintf (fo, 'of two types of shafts, type S1 and type S2. There
are two \n’);
fprintf (fo, ‘'machine shops producing these shafts,
shop A & shop B. \n');
fprintf (fo, 'Each shop has two types of turning machines,
Tl and T2, \n');

W www o

o o° o° o o° d° o° o o° O° A° o° o° o° O° A° o° o° o° o° o°
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fprintf (fo, 'capable of producing these shafts. \n’);
fprintf (fo, ’Shop A: \n’);
fprintf (fo,’ Machine T1 takes 4 minutes to produce type
S1 shafts \n’);
fprintf (fo,’ and 9 minutes to produce type S2 shafts. \n’)
fprintf (fo,’ Machine T2 takes 2 minutes to produce type
S1 shafts \n’);
fprintf (fo,’ and 6 minutes to produce type S2 shafts. \n’)
fprintf (fo,'\n’) ;
fprintf (fo, "Shop B: \n’);
fprintf (fo,’ Machine T1 takes 5 minutes to produce type
S1 shafts \n’);
fprintf (fo,’ and 8 minutes to produce type S2 shafts. \n’)
fprintf (fo,’ Machine T2 takes 3 minutes to produce type S1 shaft \n’);
fprintf (fo,’ and 5 minutes to produce type S2 shafts. \n’);
fprintf (fo, '\n’)
fprintf (fo, 'Shaft S1 sells for $35 & shaft S2 sells for $85. \n’);
fprintf (fo, '\n’);
fprintf (fo, 'We wish to determine the number of S1 & S2 tanks that \n’);
fprintf (fo, 'should be produced at each shop and by each machine \n’);
fprintf (fo, 'that will maximize the revenue/hr for producing
the shafts \n’);
fprintf (fo,’ Let: \n’);
fprintf (fo, 'x(1)=the number of S1 shafts produced/hr by
machine Tl at shop A \n’);
fprintf (fo, 'x(2)=the number of S2 shafts produced/hr by
machine Tl at shop A \n');
fprintf (fo, 'x(3)=the number of S1 shafts produced/hr by
machine T2 at shop A \n’);
fprintf (fo, 'x(4)=the number of S2 shafts produced/hr by
machine T2 at shop A \n');
fprintf (fo, 'x(5)=the number of S1 shafts produced/hr by
machine T1 at shop B \n');
fprintf (fo, 'x(6)=the number of S2 shafts produced/hr by
machine T1 at shop B \n’);
fprintf (fo, 'x(7)=the number of S1 shafts produced/hr by
machine T2 at shop B \n');
fprintf (fo, 'x(8)=the number of S2 shafts produced/hr by
machine T2 at shop B \n');
fprintf (fo, '\n’) ;
fprintf (fo, 'Let Z=the total revenue/hr for producing these tanks \n’);
fprintf (fo,’ Z=35% (x(1)+x(3)+x(5)+x(7))+75*% (x(2)+x (4)+x(6)+x(8)) \n’);

o

% Take a guess at the solution

xo = [0 0 0O0O0O0O0 0];
IB=[000O0O0O0ODO0O0];
UB = [];

% We have linear inequality constraints

A=[4 9 0 0 0 0 0 0;
0026000 0;
00005800
00O0O0O0O035];
B=[60 60 60 60]’;
% We have no linear equality constraints, so pass [] for those
% arguments. We have no equality or inequality nonlinear constraints.

[x, fval] = fmincon(@objshafts,xo,A,B, [], [],LB,UB);
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fprintf (fo, '\n’) ;

fprintf (fo, 'The number of S1 shafts produced at shop A ...
on machine T1=%5.0f\n’,x(1));

fprintf (fo, 'The number of S2 shafts produced at shop A ...
on machine T1=%5.0f\n’,x(2));

fprintf (fo, 'The number of S1 shafts produced at shop A ...
on machine T2=%5.0f\n’,x(3));

fprintf (fo, 'The number of S2 shafts produced at shop A ...
on machine T2=%5.0f\n’,x(4));

fprintf (fo, 'The number of S1 shafts produced at shop B
on machine T1=%5.0f\n’,x(5));

fprintf (fo, ' The number of S2 shafts produced at shop B
on machine T1=%5.0f\n’,x(6));

fprintf (fo, 'The number of S1 shafts produced at shop B
on machine T2=%5.0f\n’,x(7));

fprintf (fo, 'The number of S2 shafts produced at shop B
on machine T2=%5.0f\n’,x(8));

fprintf (fo, '\n’);

fprintf (fo, 'The revenue for producing these shafts = $%6.0f \n’,-fval);

fclose (fo) ;

% objshafts.m

% This object function is required for program optimtanks3.m
function Z=objshafts (x)

Z=—(35*% (x (1) +x(3)+x(5)+x (7)) +85* (x(2)+x (4)+x(6)+x(8))) ;

Exercises

Exercise 9.1

Use Lagrange Multipliers to find the volume of the largest box that can be placed
inside the ellipsoid
2 2 2

+Z—2+

&N‘x
NN‘N

so that the edges will be parallel to the coordinate axis.

Projects
Project 9.1

A silo consists of a right circular cylinder topped by a right circular cone as
shown in Figure P9.1. The radius of the cylinder and the base of the cone are R.
The length of the cylinder is L and the height of the cone is H. The cylinder, the
cone, and the silo floor are all made of the same material. Write a program in
MATLAB using MATLAB’s fmincon function to determine the values of R, H,
and L that will result in the minimum surface silo area for an internal silo volume

of 7000 m3.
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<

N W

Figure P9.1 Sketch of a silo consisting of a right circular cylinder topped by a
right circular cone.

For a right circular cone:
nR*H

V=

3
S=mRVR’+H*
Project 9.2

A retail store sells computers to the public. There are eight different computer types
that the store may carry. Table P9.2 lists the type of computer, the selling price,

Table P9.2 Selling Price and Store Cost

of Computer Types
Computer Type | Selling Price (§) | Cost ($)
C1 675 637
C2 805 780
C3 900 874
C4 1025 990
C5 1300 1250
Cé6 1500 1435
c7 350 340
C8 1000 1030
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and the cost to the store. The store plans to spend $20,000 per month purchasing
the computers.

The store plans to spend no more than 30% of its costs on computer types C1
and C2, no more than 30% on computer types C3 and C4, no more than 10% on
computer types C5 and C6, and no more than 30% on computer types C7 and C8.
The store estimates that it can sell 30% more of type C1 than C2, 20% more of
type C3 than C4, 20% more of type C5 than C6, and 60% more of type C7 than
C8. Use the fmincon function in MATLAB to determine the number of each type
of computer that will provide the store with the most profit. Print out the number
of each type of computer the store should purchase per month, the total profit per
month, and the total cost per month to the store.

Project 9.3

The Jones Electronics Corp. has a contract to manufacture four different computer
circuit boards. The manufacturing process requires each of the boards to pass through
the following four departments before shipping: Etching & Lamination (etches cir-
cuits into board), Drilling (drills holes to secure components), Assembly (installs tran-
sistors, micro processes, etc.), and Testing. The time requirement in minutes for each
unit produced and its corresponding profit value are summarized in Table P9.3a.
Each department is limited to 3 days per week to work on this contract. The mini-
mum weekly production requirement to fulfill the contract is shown in Table P9.3b.
Write a MATLAB program that will

(@) Determine the number of each type of circuit board for the coming week that
will provide the maximum profit. Assume that there are 8 hours per day, 5
days per week available for factory operations.

Note: Not all departments work on the same day.

(b) Determine the total profit for the week.

(c) Determine the total number of minutes it takes to produce all the boards.

(d) Determine the total number of minutes spent in each of the four departments.

(e) Print out to a file the requested information.

Table P9.3a Manufacturing Time in Minutes in Each Department

Circuit Etching &
Board Lamination Drilling Assembly | Testing | Unit Profit ($)

Board A 15 10 8 15 12
Board B 12 8 10 12 10
Board C 18 12 12 17 15

Board D 13 9 4 13 10
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Table P9.3b
Circuit Board | Minimum Production
Board A 10
Board B 10
Board C 10
Board D 10

Project 9.4

The XYZ oil company operates three oil wells (OW1, OW2, OW3) and supplies
crude oil to four refineries (refinery A, refinery B, refinery C, refinery D). The cost
of shipping the crude oil from each oil well to each of the refineries, the capacity of
each of the three oil wells, and the demand (equality constraint) for gasoline at each
refinery are tabulated in Table P9.4a. The crude oil at each refinery is distilled into
six basic products: gasoline, lubricating oil, kerosine, jet fuel, heating oil, and plas-
tics. The cost of distillation per 100 liters at each refinery from each of the oil wells is
given in Table P9.4b. The percentage of each distilled product per 100 liters is tabu-
lated in Table P9.4c. The revenue from each product is tabulated in Table P9.4d.

Using the fimincon function in MATLAB, determine the liters of oil to be pro-
duced at each oil well and shipped to each of the four refineries that will satisfy the
gasoline demand and that will produce the maximum profit. Print out the follow-
ing items:

(@) The liters produced at each oil well.

(b) The liters of gasoline received at each refinery.

(¢) The total cost of shipping and distillation of all products.
(d) The total revenue from the sale of all of the products.

(e) 'The total profit from all of the products.

Table P9.4a Cost of Shipping per 100 Liters

Refinery | Refinery | Refinery | Refinery Oil Well
Oil Well A B C D Capacity
OW 1 9 7 10 " 7000 liters
OW 2 7 10 8 10 6100 liters
OwW3 10 11 6 7 6500 liters
Demand (liters of 2,000 1,800 2,100 1,900
gasoline)




Table P9.4b Cost of Distillation per 100 Liters ($)
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Oil Well Refinery A | Refinery B | Refinery C | Refinery D
OW 1 15 16 12 14
OW 2 17 12 14 10
OwW 3 12 15 16 17

Table P9.4c Distillation Products per Liter of Crude Oil

Product Percentage per Liter from Distillation (%)

Lubricating Jet Heating

Oil Well | Gasoline Oil Kerosene | Fuel Oil Plastics

oW1 43 10 9 15 13 10

Oow 2 38 12 5 14 16 15

Oow3 46 8 8 12 12 14
Table P9.4d Product Revenue per Liter ($)

Lubricating Heating
Gasoline Oil Kerosene Jet Fuel Oil Plastics
0.40 0.20 0.20 0.50 0.25 0.15

Reference

1. Wylie, C. R., Advanced Engineering Mathematics, 4th Ed., McGraw-Hill, New York,
1975.



Chapter 10

Partial Differential
Equations

10.1 The Classification of Partial Differential Equations

The mathematical modeling of many types of engineering-type problems involves
partial differential equations (PDEs). PDEs of the general form as given by Equation
(10.1) fall into one of three categories. These categories are listed below:

o u o’ u o’ u du Ju
AaxZ +Baxay+C8y2 _f(x’y’u,ax,a)/j (101)

where A, B, and C are constants.

If B>—4AC <0, the equation is said to be e//iptic.
If BP—4AC =0, the equation is said to be parabolic.
If B>—4AC >0, the equation is said to be hyperbolic.

The steady-state heat conduction problem in two dimensions is an example of an
elliptic PDE. Laplace’s PDE falls into this category. The parabolic PDE is also
called the diffusion equation. The unsteady heat conduction problem is an example
of a parabolic PDE. The hyperbolic PDE is also called the wave equation. Sound
waves and vibration problems, such as the vibrating string, fall into this category.
How a PDE is treated numerically depends into which category it falls. However,
there are cases in all three categories where a closed-form solution can be obtained
by a method called separation of variables. This solution method is discussed in the
next section.

187
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10.2 Solution by Separation of Variables
10.2.1 The Vibrating String

The first problem to be considered is the vibrating string, such as a violin or a viola
string (see Figure 10.1). We will assume that

1. The string is elastic.
The string motion is vertical.
The gravitational forces are negligible compared to the tension in the string.

2. The displacement, Y (x, #), from the horizontal is small and the angle that the
string makes wit121 the horizontal is small. Then 28 is the vertical velocity of

. . . 2 ..
the string and is the acceleration of the string at position x.

ot
To obtain the governing equation, select an arbitrary element of the string as
shown in Figure 10.2. Taking the sum of the forces in the y direction and applying
Newton’s second law to this element give

2
MaaT): =(I'sin®)

—(T'sin9), (10.2)

x+Ax

Figure 10.1 A vibrating string.

.y T(x + Ax)
“ L 0(x + Ax)

Figure 10.2 An arbitrary string section.
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Since there is no horizontal movement in the string,

(T cos¥) = (T cosV), =T, (10.3)

x+Ax x

Dividing both sides of Equation (10.2) by 7, (but using the appropriate expression
from Equation 10.3) gives

MY (Tﬁnﬁj _[Tﬂnﬁ
x+A

— = = O - v 10.4
1, ot? T cos® Tcosﬁ]x (), ~(@nd), )

M=pAx (10.5)

where p is the mass per unit length. Dividing both sides by Ax and taking the limit
as Ax —0 on both sides of Equation (10.4) gives

p 0’Y _d(an®)
T, 02 dx

(10.6)

But tan® is the slope of the string, which is aal Thus, Equation (10.6) becomes
X

1 9°Y 9*Y
290 o (107)
where
2L, (10.8)
=" .
p

Comparing Equation (10.7) with Equation (10.1), we see that Equation (10.7) is a
wave equation. Since ¥ is very small, cos® =1 and, thus, 7j is essentially the ten-
sion in the string. To complete the formulation, two initial conditions are needed
(PDE is second order in #) and two boundary conditions (PDE is second order in x).
We will assume that the string is deflected at x,, and then released from rest. Then,
the initial conditions become

a—Y(x,O) =0 (10.9)
ot

Y (x,0) = f(x) (10.10)



190 ®m  Numerical and Analytical Methods with MATLAB

The boundary conditions are

Y(0,5)=0 (10.11)

Y (L,£)=0 (10.12)
We seek a function Y that satisfies the PDE and initial and boundary conditions.

Let us examine the possibility that Yis a product of a pure function of x and a pure
function of # that is,

Y =F(x)G(z)

Substituting this expression into the PDE gives

F 4G A°F
2 00

Dividing both sides by GF gives

1 4°G_14d°F
G di* F di’

(10.13)

The left-hand side is a pure function of # and the right-hand side is a pure function
of x. Since x and ¢ are independent variables, Equation (10.13) can only be true if
both sides equal the same constant, say, (-A?). The minus sign is selected so that ¥’
does not blow up as #— oo. Then Equation (10.13) reduces to two ordinary dif-
ferential equations, which are

d°F

pE +AMF=0 (10.14)
and
2
izﬂG +AMG=0 (10.15)

The general solution to Equation (10.14) is

F =a,coshx+a,sinhx (10.16)

The boundary condition given by Equation (10.11) reduces to

FO)G#)=0—>F(0)=0—4=0
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or

F=a,sinkx (10.17)

The boundary condition given by Equation (10.12) is
F(L)G@#)=0—>F(L)=0
or

a,sinAL=0 (10.18)

There are an infinite number of solutions to Equation (10.18), that is, AL=nT,
where #=0, 1, 2,..., o. Then,

A=— (10.19)
L
The solution to Equation (10.15) is
G = b, cos(cht)+b, sin(c\t) (10.20)
and
j€=—ckblsin(ckt)+c7ub2 cos(cAt) (10.21)

Applying the initial condition given by Equation (10.9) gives

dG dG
F - = — = =
(05 0)=0 - 210)=0-4,=0

Then,

G (¢) = b, cos(c hr)

The &’s can be absorbed into the 4, constants giving

N T Tct
Y (x,2)= Zan sin 2= Y cos 26 (10.22)
— L L
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Applying the initial condition given by Equation (10.10) gives

oo

Y(x,0)=f(x)= Z¢n sin

n=1

nmTx

(10.23)

nmx

The coeflicients «, can be determined by knowing that the sin functions are

orthogonal, that is,

L' amx . mmx
sin Sin

dx=0,if m# nand equals%ifm =n (10.24)

0

mmnx

Multiply Equation (10.23) by sin dx and integrate from 0 to L, giving

L > L
J f(x)sinmnxdx=24-[ sin 25X Gn X e — 4 L (10.25)
0 L o) "2

Since m is an index from 1 to e, we can replace 7 with 7 and write

nT
L

a =% JOL F(x)sin o dy (10.26)

Having a value for 4, Equation (10.22) gives the solution for Y (x, #). See
Project 10.2.

10.2.2 Unsteady Heat Transfer I (Bar)

Consider a thick bar, as shown in Figure 10.3, that is initially at a uniform tem-
perature, Tp, that is suddenly immersed in a large bath at temperature 7. We wish
to determine the temperature time history of the bar, 7'(x, #), and the amount of
heat transferred to the bath (see Appendix B for derivation of the heat conduction
equation). Due to symmetry, one only needs to consider 7'(x, ) for 0 < x L. The
PDE is

1o _o°7

2ot 9% (10.27)

The initial condition is

T (x,0)=T, (10.28)
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Figure 10.3 A thick bar suddenly immersed in a liquid.
The boundary conditions are
T
a—(0, 1)=0 (10.29)
dx
oT h
— L)+ T (L,r)-T_)=0
ax( ) k( (L) =T.) (10.30)
where
t= time.

a = thermal diffusivity of the bar material.
b = the convective heat transfer coefficient.
k = the thermal conductivity of the bar material.

Equation (10.29) is a statement that there is no heat transfer in any direction
at x = 0 (this is due to problem symmetry). Equation (10.30) is a statement that the
rate that heat leaves the bar at x = L by conduction is equal to the rate that heat is
carried away by convection in the bath. To make the boundary condition at x = L

homogeneous, let

O (x,t) =T (x,2)-T

Then the PDE and the initial and boundary conditions become

100_0%0
a9t Jx’

V(x,0)=T7,~T.

oo

(10.31)

(10.32)
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9% 0.9=0 (10.33)
dx
a71$}(L,z‘)+éﬁ(L,If) =0 (10.34)
0x b

Comparing Equation (10.31) with Equation (10.1), we see that Equation (10.31) is
a diffusion equation. We will assume that

V=F(x)G({) (10.35)

where Fis a pure function of x and G is a pure function of # Substituting Equation
(10.35) into Equation (10.31) gives

1
;F(x)G’(t) =G@)F”(x) (10.36)
where
dG d*F
Gr el d F” —
="/, dx’

Dividing both sides of Equation (10.36) by F G gives

lg_F”
a G F

(10.37)

The left-hand side of Equation (10.37) is a pure function of 7 and the right-hand
side is a pure function of x. The only way a pure function of # can equal a pure
function of x is for both sides to equal the same constant, say, (—~A). Then Equation
(10.37) can be expressed as two ordinary differential equations, which are

G +alMG=0 (10.38)
F'+A*F=0 (10.39)

'The boundary conditions become

F'(0)G(¢)=0
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or
F'(0)=0
and
F’(L)G(t)+£F(L)G(t)=0
or

F’(L)+£F(L)=O

The function that will satisfy Equation (10.39) is of the form
F=Ae*
Substituting this form into Equation (10.41) gives
B2 AL+ A2 AP =0
Then,
B=%Ai, where i= J-1
Knowing that ¢'* = cos(x)+isin(x), Fbecomes
F(x)= Acos(hx)+ Bsin(Ax)

and
F'(x)=—AAsin(Ax)+ABcos(Ax)
Applying Equation (10.40) to Equation (10.42) gives B = 0. Thus,
F(x)=Acos(hx)

and

F’'(x)=—AAsin(Ax)

® 195

(10.40)

(10.41)

(10.42)

(10.43)

(10.44)

(10.45)
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Applying Equations (10.44) and (10.45) to Equation (10.41) gives

—kAsin(?uL)+§Acos(7\.L)= 0

or

tan (A L)—k(h}i) =0 (10.46)

A plot of tan(d) and Z—L vs. 8, where  =A L, is shown in Figure 10.4.

It can be seen that there is an infinite number of roots that satisfy Equation
(10.46), say,d,,9,,9;,...,6,, = AL, A\, L, AL, ..., A L, givingan infinite number
of solutions, each satisfying the PDE and the boundary conditions. The solution to
Equation (10.38) can readily be obtained by separating the variables, giving

dj:—a?»i dr
G

Integrating and taking the antilog gives

G= exp(—a?ti t) (10.47)

tan 8, hL/k&
1
! F tan 8

—

Figure 10.4 The plot of tand and Z—g vs. d.
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Thus the general solution is
ﬁ(x,t)=ZAWCOS(Knx)exp(—ﬂkit) (10.48)
n=1

The initial condition now needs to be applied. Applying Equation (10.32) to
Equation (10.48) gives

T,-T. = 2 A cos(h, x) (10.49)

n=1
It can be shown that the functions cos(A, x) are orthogonal, that is,

0, ifm#n

L
j cos(A, x)cos(A  x)dx = L sin(A, L)cos(A, L)
0 4+ , ifm=n

2 2,

This will be demonstrated later. Now multiply both sides of Equation (10.49) by
cos(A x)dx and integrate from 0 to L, giving

<T0—Tw)fl

0

= L
cos(h, x)dx = EA”J. cos(A, x)cos(A, x)dx (10.50)
0
n=1

The only term in the summation on the right-hand side of Equation (10.50) that is
not multiplied by zero is the mth term. Thus,

(TO—TDQ)L cos(h x)dx= A (;ﬁin(xéy"so‘mm} (10.51)

or

_ 2(T,-T_)sin(A, L)
" A, L+sin(A, L)cos(A, L) (10.52)

Since m is an index from 0, 1, 2,..., we can replace 7 with #. Substituting Equation
(10.52) into Equation (10.48) gives

sin(A,L)cos(A, x)  _,2,
B (1) =27, T, )Z[K L+sin(A, L)cos(A, L)g j (10.53)
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Now to demonstrate the orthogonality of the cos(A x) functions. Let f, = cos(A x)
and f, =cos(A, x). Each function satisfies the ODE, that is,

I +h f,=0 (10.54)
and

£l +A £, =0 (10.55)
Each function satisfies the boundary conditions, that is,

f; (0)=0 and £’ (0)=0

and
, h , h
f (L)+;fn(L) =0 and f/ (L)+;fm (L)=0

Now multiply Equation (10.54) by f,, and Equation (10.55) by f, and subtract the
second equation from the first, giving

(£ 740 £, 1) £+ 0 f ) =0 (10.56)
or
e VS S VS 10.57)
But
%(fm =550+ 1) (10.58)
and
L= L LS (1059)
Then

d
g(fm F=L0) =55 =51 (10.60)
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Substituting Equation (10.60) into Equation (10.57) gives

d ’ ’ 2 2

St £ 5= N, (10.61)
Multiplying both sides of Equation (10.61) by dx and integrating from 0 to L gives

td ’ ’ _ (22 _»2 t
[ s —raa=2-2)| fre e

or

(Ki—ki)jLcos(?unx)cos(}.mx)afx=fm(L)fn' (L)~ £.(L) £/ (L)

0

- £,0) f7 (0)+ £, (0) £, (0) (10.63)

But /7 (0)=0 and £, (0)=0 and
LD (D= fWL) f, (D)==f, (L)gfn(Lan(L)gfm (L)=0  (10.64)

Thus,

L

(7»3" —Xi )J. cos(A x)cos(A, x)dx =0 (10.65)

0

L
If m#n, then(?»fﬂ —Xi) #0 and j cos(A x)cos(A, x)dx=0 (10.66)
0

L
If m = n, then (7\.; —ki) =0and J‘ cos’ (A x) dx needs to be evaluated.
0

From integral tables, we can determine that

: L sin(h, Dcos(h, L)
jo cos2(xmx>dx=[2+sm zx j (10.67)

10.2.3 Unsteady Heat Transfer Il (Cylinder)

A similar problem to the one described in the previous section is one in which a
cylinder, initially at temperature 7§, is suddenly immersed in a fluid at temperature
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T, with T, > 7. We will assume that end effects are negligible and that 4 and 4
are constant, where 4 is the convective heat transfer coefficient and #4 is the thermal
conductivity of the cylinder material. We wish to determine the temperature dis-
tribution and the amount of heat transferred to the bath in time z The governing
PDE is

10T
;$= VT (10.68)

In cylindrical coordinates (see Appendix C, Section C.4) with 7= 7 (r,2),

T 10T

VT = L (10.69)
Thus, Equation (10.69) becomes
197 _oT 197 (10.70)
oo s
The initial and boundary condiions are
T(r0)=T, (10.71)
T(0,¢) is finite (10.72)
L R+ 2 R-T)=0 (10.73)

To obtain a homogeneous boundary condition at » = R, let O(r,2) =T (r,2)-T_;
then Equations (10.70), (10.71), (10.72), and (10.73) become

19 _9r 199

Zor 9 ror (10.74)
B(r,0)=T,~T, (10.75)
9(0,2) is finite (10.76)
00 b
——(R,t)+ -0 (R,2)=0 (10.77)
ar k
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We wish to see if O(r,z)= f(r)g(¢) can satisfy both the PDE and the initial
and boundary conditions. Substituting this form of ¥ into Equation (10.74), it
becomes

1 1
ﬂfg’=(f”+rf’)g (10.78)

where

,  d , d’ , d)
¢=%, =2l gL
.

Cd dr*’

Dividing both sides of Equation (10.78) by f¢ it becomes

1g':1( . )
‘g ff f (10.79)

The left-hand side of Equation (10.79) is a pure function of # and the right-hand
side is a pure function of 7, yet 7 and rare independent variables. The only way that
the left-hand side of Equation (10.79) can equal the right-hand side is for both to
be equal to the same constant, say, (~A*). Then Equation (10.79) reduces to two
ordinary differential equations, which are

g +ak’g=0 (10.80)

1
f7+=F+AM F=0 (10.81)
7
Equation (10.80) can be immediately solved giving
_ —a\?:
g=Be (10.82)
Multiplying Equation (10.81) by 72, it becomes
P AN =0 (10.83)

By letting A = x, Equation (10.83) can be reduced to the standard form of Bessel’s
equation of order V, which is

2 »

x"y +xy'+(x2—v2)y=0 (10.84)
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It is left as a student exercise to show that Equation (10.83) reduces to Equation
(10.84) with f'replacing y and v = 0. The Bessel functions /(A7) and Y, (Ar) are
two solutions to Equation (10.83). Thus,

f)=c Jy(Ar)+¢, Y, (R) (10.85)

where / is a Bessel function of the first kind and Y, is a Bessel function of the sec-
ond kind. These functions are oscillatory with a variable frequency and amplitude.
They have an infinite number of zeros (see Figure 10.5). However, the ¥; function
is singular at » = 0 (see Figure 10.6).

The boundary condition ¥(0,7) =£(0) g (¢) is finite implies that £(0) is finite.
Since Y is singular at »= 0, thus, ¢, =0 and

f)=¢ J,(Ar) (10.86)

The boundary condition described by Equation (10.77) reduces to
, h
f (R)g(f)+;f(R)g(f) =0

or

f(R) +§f(R)=0 (10.87)

Substituting Equation (10.86) into Equation (10.87) gives

[:zlr(“ 7, <M>)+fcl 7, (M)} 0 (10.88)

r=R

To utilize the boundary condition expressed by Equation (10.88), we need to turn to
a recursion formula involving the Bessel functions (see Equation C.10 in Appendix
C). The recursion formula is

d

Ydx

[, )]=n], (x)=x],, (x) (10.89)

Letting x =Ar and using the chain rule to obtain the derivative with respect to r
and setting 7 = 0, Equation (10.89) reduces to

ifo Ar)==AJ (Ar) (10.90)
dr
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Jy vs. Ar
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Figure 10.5 The plot of J,vs. Ar.
Y, vs.A\r
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Ar

Figure 10.6 The plot of Y, vs.Ar.
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J, vs. Ar
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Figure 10.7 The plot of J, vs. Ar.

Substituting Equation (10.90) into Equation (10.88), we obtain
h
-AJ,(AR) +; Jo(AR)=0

or

Jo(AR) AR k

LR "ThR

0 (10.91)

The function /; has an infinite number of zeros as can be seen from Figure 10.7. As
a result there are an infinite number or roots to Equation (10.91) as can be seen in
Figure 10.8.

Although only seven Jo curves were plotted in Figure 10.8, it should be under-

/| 7
stood that there are an infinite number of =2 curves. The intersection of curves

J, /,

Tand M give the eigen values of A, say A ;. Since each of these functions satisfies
1

the differential equation, the general solution is

D)= A, ) (0,0 (10.92)

n=l1
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Jo/J, & KA R/(H*R) vs. A R

12

10

Jo/J, & K\ RIGH*R)

o AN

AR

Figure 10.8 The plot of J,/J, and & Rk/hR vs. A R.

The initial condition still needs to be satisfied, that is,

O(r,0)=T, ~T. = 3 4], (A7) (10.93)

n=1

The constants A, can be determined because the /; functions are orthogonal, that is,

A? R2+(M)Z
j r ]y 1], (A, dr=8 T/[ J,(0 RI*> (1094
0 m
where
1, ifm=n

0, ifm#n



206 ® Numerical and Analytical Methods with MATLAB

Also,

R

Jr]o (M, r)a/’rzxij1 (A, R) (10.95)

0

For proof of Equations (10.94) and (10.95) see Appendices C.2 and C.3.
Multiplying Equation (10.93) by 7/, (A,,7)d 7 and integrating from 0 to R,
gives

AR +(/7RJZ
Ak R (1096)

R

Thus,
2(7;—7;)7»7” R y A (Km R)

m 2 2
[J,(A,, R)]
0 R)2+(MJ Sy, (10.97)
” k
: , TG -1, _9(re) .
Finally, the temperature ratio 7R(r, 7) = T T—T. is given by
TR(r,t) = 0(rr) _ 2, R S X S B Ty (X;’ r) e
BT, ay (28] D)
k (10.98)

10.3 Unsteady Heat Transfer in 2-D

Consider a bar having a rectangular cross-section, initially at temperature 7;, that
is suddenly immersed in a huge bath at a temperature 7 (see Figure 10.9). The

governing PDE is
107 o0*T 9°T

To obtain homogeneous boundary conditions let O (x, y,2) =7 (x, y,2) = T_; then

the PDE and the initial condition and boundary conditions in variable ¥ are
199 _ 0’9 N 9°9
odt dx° 9y

(10.100)

B(x,9,0)=T7,-T,

oo

(10.101)
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2w

—_

2L

T.

oo

Figure 10.9 An unsteady 2-D heat transfer problem.

09
d

dy

09

20
dy

Assume that

—(0,9,£)=0 (due to symmetry)
X
8fﬂ(x,O,zf) =0 (due to symmetry)
h
7(L>_)/)t)+7ﬂ([4,y’t) =0
x k

f(x,w,t)+%1‘}(x,w,t) =0

B (x,y,) = F ()G (x) H (y)

Substituting Equation (10.106) into Equation (10.100) gives

iF'(t)G(x)H(y) =F®)G"(x)H (y)+ F )G (x)H"(y)

Dividing both sides by # G H gives

H” (}/)

1F(r) _G"(x)
)

o F(2)

H(y)

(10.102)

(10.103)

(10.104)

(10.105)

(10.106)

(10.107)

(10.108)
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The left-hand side is only a function of # and the right-hand side is only a function
of x and y. Since x, y, and r are independent variables, the only way that the left-
hand side can equal the right-hand side is for both to be equal to the same constant,

2 .
say, —A.°. That is,

LF()_ G, H G _

o F(t) G(x) H(y)

This gives the following equation for F (#):
F'+oA F=0 (10.109)
The solution of Equation (10.109) is

F=Ce Mt (10.110)

The right-hand side of Equation (10.108) can be written as

G"(x) 50 H')
G() H(y)

(10.111)

Again, the only way for the left-hand side to equal the right-hand side is for both to
equal the same constant, say, B*; then

G”(x)_i_?\'z _ H”(y) :BZ
G(x) H(y)
This gives
G"+(M-B*)G=0 (10.112)
and
H"+B*H=0

(10.113)

The solution for G is

G=4 cos(wx)"'/]zsm(wx) (10.114)

and

G’ =\ P> {_AISin( A? =B x) + A, cos(y/ A* —p* x)} (10.115)
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Applying the boundary condition Equation (10.102), G’(0)=0, gives A,=0.
Applying the boundary condition Equation (10.104), (G’ (L)+ g(G (L)=0), gives

—J A =B Asin(y A -B° L)+éAlcos( M —-B* L)=0
YN -B Asin((A - D+
or

2 2 }J
tan(«l?» -B L)Z;XﬁL (10.116)

Let Y L=y A* —=B* L; then Equation (10.116) can be written as

hL 1

L)=—""x— (10.117)
tan(y L) PRabys
As seen in Figure 10.4, there are an infinite number of YL’s that satisfy Equation
(v L),
(10.117), say, (L), (YL),,(yL),,..., then ¥, = 7 ~ and
G(x) =2Al. cos(y; x) (10.118)

=1

Returning to Equation (10.113), and noting the similarity between the G function
and the H function, we can determine that

H(y) =2 B cos(B; ) (10.119)
j=1

By the definition of 7, we see that

A=y B (10.120)

Combining Equations (10.110), (10.118), and (10.119) and replacing A4, and B, by a
single coeflicient 4;, we obtain

ij

O (x, y,1) =Zzﬂi1 exp (Ocyl.zt)cos (yfx) cos (B]. ¥) (10.121)
i

The initial condition provides the means for determining the coefficients ;, that is,

B (x,9,0)=T, T, (10.122)
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or
To_Tw:ZZ a;  cos (Y, x)cos(B y) (10.123)
i

Now multiply both sides of Equation (10.123) by cos(y, x) cos(B,, y)dxdy and
integrate for x from 0 to L and y from 0 to w.

As was shown by Equations (10.65) through (10.67), the functions
cos(y, x) and cos (BJ y) are orthogonal. Thus,

s 0, ifi#n
J.COS(Y,- x)cos(Y, x)dx =191 sin(y, L)cos(y, L) (10.124)
— , ifi=n )
0 2.Yn
and
Y 0, if j#m
cos(B. y)cos(B,, y)dx = i
! 7 g érﬂn@mwkm@mwt if j=m (10.125)
2 2B
Also,
sin(y, L) sin(B, w)
X

(10.126)

L w
(TO—TOO)'[J. cos(y, x)cos(B,, y)dxdy = B
00 "

The orthogonality of the cos(y, x) and COS(BJ« y) functions eliminates the summa-
tion signs, giving

Y, B,
a,.,= (L_'_ sin(’yn L) COS(Yn L)]X[w-}- sin([.))m w)COS(Bm W)] (10.127)
2 2y, 2 2ﬁm
Finally,
LT Tm)[ sin;Y,,L) y singimuﬂ jexp(—d limt)cos(Ynx)cos(Bmy)

B (x, y,t) =
X, )5t ;; £+ sin(y, L) cos(y,L) o sin(B, w)cos(B, w)
2 27, 2 2B

(10.128)
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10.4 Perturbation Theory and Sound Waves

When there is a problem involving a small disturbance from some equilibrium con-
dition, perturbation theory may be applied to determine the relevant governing dif-
ferential or partial differential equations. Developing the governing equations that
describe sound wave behavior is such a problem. A sound wave (one that is detect-
able by the human ear) is an oscillatory pressure disturbance of small amplitude. In
air, the disturbance can be considered as taking place in an ideal, isentropic, and
compressible fluid. Although sound waves are not in general one dimensional, they
can be made so by placing a speaker inside a tube. The governing equations describ-
ing this phenomenon are as follows:

dp , I(pu)
—+ =0
3 Ox (10.129)
9u,  dx|__9¢
p FYRE 9x (10.130)
p=ap’ (10.131)
where
p = fluid density.
# = fluid velocity.
p = fluid pressure.
k = ratio of specific heats.
Ol = a constant.
For a small disturbance, we may take
P=py+P, p=pytp, u=u (10.132)
where
p,and p = the fluid density and pressure, respectively, in the undisturbed
fuid.
p and p = the disturbed fluid density and pressure, respectively.
Pt 2, e

Py 2y ‘

¢, = the speed of sound in the undisturbed fluid.
P> Py>and ¢, are considered as constants.
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Substituting Equation (10.132) into Equations (10.129) and (10.130) gives

ap du _du _Jdp
- - - =0
al_ +p0 ax +p ax tu ax (10133)

p a£+ﬁal+ﬁai=—al (10.134)
) ot dx dx :

In perturbation theory, the product of any two perturbed variables is considered
as higher-order terms and neglected. Therefore, Equations (10.133) and (10.134)

reduce to

Jap dit

5, TP ax—o (10.135)
du__9p 10.136

Po 9t  Ox (10.136)

d
Let = aﬁ; substituting this term into Equation (10.135) and dividing by P,
. X
gives

¢ 10dp
9%’ p, 9 (10.137)

Similarly, Equation (10.136) becomes

¢ _ 0090_ dp

Pograx P axar ox (10.138)
Equation (10.138) can be written as
2 (90 7
G h AU Y 10.1
ax(aﬁpoJ (10.159)

By Equation (10.139), the term inside the brackets can only be a function of 7, that s,

90 7 _
8t+p0_f(t)
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or

ai’_f(t) __? (10.140)
ot Po

f(#) can be absorbed into ¢ by letting6 =0— g(z). Then

90 _90 __
Pyl (10.141)
and
900 _0¢ dg
9t ot dt
Let %:f(t), then
90 _90_ .. P
3 o ()= o, (10.142)

Now define (? = Z—P Returning to Equation (10.131)
p

_ k
p=op (10.131)
Then
dp ok p
A="Lopoptt="apt =L (10.143)
dp p p
Take
4
¢ =k (10.144)
Po

Applying perturbation concepts to Equation (10.131) gives

_\*
(po+ ) =0(p,+p)* =ap§(1+;J (10.145)

0
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But

(1+x)k = 1+kx+@x2 +--- forx?<1

Neglecting powers of (p/p,) of two and higher gives

Potp= ocp’5+ocp§/e£
0
or
I e
P=kpy——=6p (10.146)
Po

Taking the second derivative with respect to x of both sides of Equation (10.146)
gives

) °p
axf =652 (10.147)
Returning to Equation (10.141),
90 _ p
Vi 10.141
i (10.141)

Now take the second derivative with respect to x of both sides of Equation
(10.142) giving

82 @ _i 82¢ __i 82?
dx*( 0 ) 9rl0x” ) p,| 0% (10.148)
By Equations (10.147) and (10.137),
0(d¢)_of 10p|__«(0p
ot dx* ) 9r| p, 9t ) p,lox’ (10.149)
Thus,
19 _9p

Cg 92 9x2 (10.150)
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and
199 _9°p
29X (10.151)

Equations (10.150) and (10.151) are wave equations.

D’Alembert’s Solution

Letg=x—c¢,zand N=x+¢,z. We now wish to consider p = p(g,m) and trans-
form Equation (10.150) in terms of ¢ and 1 using the chain rule. Then

aglajlag— ndanc

dx dx T PR (10.152)

dp _0dpdg Bpan dp ap
ox agax ondx 9dg an

*p_0(0p, 9p)_ (32 0p)ds, 3 (3p 3p)\n
9x" x| dc an) aclag on)ax anlac  an ox

or

9p 9p ?p I'p
axz _aigz-i-zagan-’-anz (10153)

Similarly,

Ip _ [ap , 9P +82p]

Substituting Equations (10.153) and (10.154) into Equation (10.151) gives

0°p ?p Ip ’p ?p Ip
-2 ==L +2
(8@ dcon ' on’ o " “acom o

or

’p
4
dgan

=0 (10.155)
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ﬁ}_‘ ) ﬁx;c()t.‘l_l |
L

(@ (b)

Figure 10.10 Example of a small step pressure disturbance, (@) t =0, (b) t > 0.

Equation (10.154) can be rewritten as
992,
dglam

which implies that

and

?=IF(n)dn+ﬂ(€)=ﬁ(n)+ﬂ(g)=fl(x+c0t)+fz(x_€0t)

Ifat r=0, f{ = 0 and f, is a step as shown in Figure 10.10a. At #> 0, the disturbance
has moved to x =¢,# (see Figure 10.10b). Therefore, ¢, is the speed of sound. The
disturbance, f;, is a forward-moving wave and ] is a backward-moving wave. From
Equation (10.144) and the ideal gas law the following expression for the speed of

sound can be obtained:

=kl (10.144)
P
and
2o =Py RT,
Therefore,

¢, =k RT, (10.156)
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10.5 Review of Finite Difference Formulas

Given y = y(x) and for a uniform subdivision on the x axis

/ :% forward difference formula for y’(x,)
¥ = Ji 7 Jim backward difference formula for y’(x,)
! Ax

oty =2y
v’ :W central difference formula for y”(x,)

¥ = 3y, =401 * Vi backward difference formula for y’(x,) of order (Ax?)
! 2Ax

¥ = Vi ¥ 490 =39, forward difference formula for y’(x,) of order (Ax?)
! 2Ax

10.6 Example of Applying Finite Difference
Methods to Partial Differential Equations

Consider a thin plate at initial temperature, 7, that is suddenly immersed in a huge
bath at temperature 7 (see Figure 10.4).
The governing PDE for the temperature field, 7(x,), and initial and boundary

conditions are

107 0T
axz e (10.157)
T(x0)=T, (10.158)
a—T(O,t) =0 (10.159)
o

T L+ 2rwn-11=0 (10.160)

ox k
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where
= thermal diffusivity of the plate and 2L is the plate thickness.
b = convective heat transfer coefficient.
k = thermal conductivity of the plate material.

To solve this heat transfer problem numerically, subdivide the x and # domains into
I and J subdivisions, respectively, giving

Xy X5 X35 ooy Xy and £y, £y, 5, .0 By

There are two finite difference numerical methods for solving this problem, the
explicit method and the implicit method. The explicit method has a stability prob-
lem if the following condition is not satisfied:

aAr
sz

<0.5

B=

The implicit method does not have a stability problem.

10.6.1 The Explicit Method

Write the governing partial differential equation at (x;, #) using the forward finite

difference formula for o (x, ,tj) and the central difference formula for (x 3 )
giving ’
aT 1
y(xi,rj)zAft[T(xi,tﬁl)—T(xi,tj>] (10.161)
and
o°T
9 (x,,¢;) = sz (7 Cxppot )+ T (5, 8,) = 2T (x,2))] (10.162)
To simplify the notation, use
T(x,.t;)= T/
then
aT 1 rin -
g(xi,fj)zE[T/ —Tl-]] (10.163)
2
%(xi,t )= [7;+1 +T7, - 2T/ | (10.164)
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The governing PDE becomes
1

1 . . ) ) .
L=t =T -1 ] (10.165)
Solving for 7/*' gives
T =T/ + ‘mf (74, +77 -217] (10.166)

Equation (10.166) is valid for i=2, 3, ..., I.
Initial condition reduces to

=T fori=1,2,3,...1+1
Boundary condition E;—T(O,t) =0 is also valid at #+ Az
X

Using the forward differences formula of order Ax? gives
_7—v3j+1 +47—v2]+1 _ 37—ij+1 0
2Ax -

Solving for le+1 gives

S T .
T/ = g[4T2f“ ~77*] (10.167)

Boundary condition gl(L,t) + %[T(L,t) —T_]=0 isalso valid at t + At.
x

Using the backward difference formula for %l (L,2) of order Ax? gives
x

ST AT T b
Y + [T -1]=0
Solving for T/;;I gives
; k , ; 2hAx
T/t = — 4T/ M T } .
I+1 3k+2/7! [ I -1 k =3 (10 168)

The solution is obtained by marching in time. A sketch of the order of calculations
is shown in Figure 10.11.
Finally, the amount of heat transfer per unit surface area, Q, that occurs in time
% is given by
for kot
Q= —2kj.$(L,t)dt = —EJ.BT,H ()= 4T, () + T, ,()ldr  (10.169)
0

0
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D —— —
tz / ><>< >< o
NLANAIN /PN
X1 L) X3 X4 X1 X1 ¥

Figure 10.11 The order of calculations and marching in time.

10.6.2 The Implicit Method

Write the governing PDE using the forward finite difference formula for or and

the central difference formula for

T . iy A
—, but take the time position at j + 1 giving

1 777 =77 7"’:'1+Tj;'1—2Tj+1
L4 it i- i
o At Ax?

Solving for T/H gives

Az (Tjﬂ

=iy 220 (7
TOAXPH20A Y

i

+777)
(10.170)

Equation (10.170) is valid for i =2, 3,..., 1. There are three unknowns in Equation
(10.170): Tl.jﬂ, Tiﬂl, and Tlgl The term Tl.j is assumed to be known. So far the set
fits into a tri-diagonal system. The boundary conditions need to be checked to see
if they also fit into a tri-diagonal system. The initial condition is

T'=T,validfori=1,2,3,...,+1 (10.171)
Boundary condition aa—T(o,t) =0 is also valid at £+ 4z
b

Using the forward differences formula of order Ax gives

7-v2j+l _7‘1]#1 o
Ax
or
T =T (10.172)
.. dT h . .
The boundary condition a—(L,t) + Z[T(L,t) —T_]=0 is also valid at t + At.
x

Using the backward difference formula for aal(L,t) of order Ax gives
x

Tj+1_Tj+1 )
) =0
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Solving for 77/ gives
. b . hAx
Jj+l — Jtl + T
e hAx ! E+hAx = (10.173)

Equations (10.170), (10.172), and (10.173) fall into a tri-diagonal system, allowing
for a solution of all temperatures at £/ by the method described in Section 6.7.
A complete solution can be obtained by marching in time.

Projects
Project 10.1

Solve the vibrating string problem discussed in Section 10.2 for the initial condi-
tion shown in Figure P10.1a.

Take P =8240kg/m3, 7 =90 N, d = diameter of string=0.16cm, L=1m, h=
6 cm. Plot Y vs. x at the following times: #=0.0001 s, 7=1.0s,7=10s,and 7 = 100s.
Note: plke/m) = plkg/m?) A, where A is the cross-sectional area of the string,

X %L AL

A
A 4
A
A

Figure P10.1a An initial string displacement.

Project 10.2
Rearrange Equation (10.53) to read

T (z ,tJ -7 - sin(8 ) cos(ﬁn z)eaanlﬁﬁ
TRATIO=——"—"%——=2 (P10.2a)

T,-T, ; cos(5n ) sin(Sn) + Sn

where 3 =X\, L

Write a computer program using 50 8 values and solve for TRATIO for the
following parameters: #=890.0 w/m?-°C, k=386.0 w/m-°C, L=0.5m, 2=11.234
e-05 m?/s, 1, = 300°C, 7. =30°C, x/L=0.0,0.2, 0.4, 0.6, 0.8, 1.0, and =0, 20,
40, ..., 400 seconds. Print out results in table form as shown in Table P10.2. Also,
create a plot of TRATIO vs. ¢ for x/L = 1.0, 0.8, 0.6, 0.4, 0.2, 0.0.
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Table P10.2 Temperature Ratio (TRATIO) vs. Time (f)

Time
(seconds) X/L

0.0 0.2 0.4 0.6 0.8 1.0

20 — — — — — —

400 - - - - - -

Project 10.3

Consider the circular cylinder problem described in Section 10.4. Write a computer
program that will

(@) Plot [, vs. AR for 0 £ A R<1000.

(b) Determine all the roots of /; in the AR range from 0 to 1000.

() Determine and print out all the A,R values that satisfy Equation (10.91) in
the AR range from 0 to 1000.

(d) Createatable of 7R vs. time ¢ for /R = [0.0, 0.2, 0.4, 0.6, 0.8, 1.0] and #= [0, 20,
40, ..., 220, 300] s. The table should be similar to the table shown in P10.2.

(e) Plot TR vs. ¢ for 0 <¢<300sand /R =[0.0, 0.2, 0.4, 0.6, 0.8, 1.0] all on the
same graph.

Use the following values:

h=890.0—" . k=35.0
m?—-C >

w
— m —

mZ
, R=0.12m, 2=0.872%x10"°—
C s

Hint: First determine the zeroes of / by the fzero function; then knowing that the
roots of Equation (10.91) lie between the zeros of Jj, determine AR for n = 1-30 by
the fzero function. Having values for AR you can the determine 7R by Equation
(10.98).

Project 10.4

Write a computer program to solve numerically, by the explicit method, the prob-
lem described in Section 10.6. Use the parameters described in Project 10.2, that
is, h = 890.0 w/m2-°C, k = 386.0 w/m-°C, L = 0.5 m, a = 11.234e-05 m?2/s, T, =
300°C, 7 =30°C. Take dx=0.005 m and 4¢= 0.1 second. Carry the calculations
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Tratio vs. Time
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/

T
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/
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Figure P10.4 The plot of TRATIO vs. time. Numerical solution is by the explicit
method.

to 400 seconds. To compare the results obtained by this numerical method with
the results obtained by the closed-form solution (Project 10.2) write your answer
in the form

T(E,;J— 7.
TRATIO= >/
T, 1. (P10.4a)

for x/L = 1.0, 0.8, 0.6, 0.4, 0.2, 0.0, and for # = 0, 20, 40, ..., 400 seconds.
Print out a table as shown in Table P10.2. Also create a plot of TRATIO vs. ¢ for
x/L=1.0,0.8, 0.6, 0.4, 0.2, 0.0. If you also did Project 10.2, superimpose the solu-
tion obtained in Project 10.2 on the plot created in Project 10.4. The resulting plot
should be similar to the plot shown in Figure P10.4.

Project 10.5

Repeat Project 10.4, but this time use the implicic method. If you also did
Project 10.2, superimpose the solution obtained in Project 10.2 on the plot cre-
ated in Project 10.5. The resulting plot should be similar to the plot shown in
Figure P10.5.
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Tratio vs. Time
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Figure P10.5 The plot of TRATIO vs. time. Numerical solution is by the implicit
method.

Project 10.6

Using separation of variables, show that the steady-state temperature distribution in
the slab shown in Figure P10.6 is given by

) S A
where A is determined from Equation (P10.6b).
tan(xw)—hk—wxxiwzo (P10.6b)
Note that
m=exp(—7un@—x))xm (P10.69
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h, T,

h T,

Figure P10.6 Slab geometry.

The use of Equation (P10.6¢) will avoid numerical problems for large x and large A.
Print out a table for the first 50 eigenvalues (A,) applicable to this problem.

(@) Print out a table of T (x, y) at every second x position and every second y
position.

(b) Create a plot of 7' (x, 0) and 7 (x, w) vs. x, both on the same graph. Use the
following values:

L=20m, w=02m, 7, =300°C, 7.,=50°C, k=59 W/m-°C, /=890 W/m?-°C

w

Project 10.7

A safe, as a result of a fire in a nearby room, is suddenly subjected to surrounding air
temperature of 800°C. The ignition temperature of paper inside the safe is 160°C.
Both the inner and outer shells of the safe are constructed of 1% carbon steel. An
appropriate insulating material is placed between the steel shells. The interior vol-
ume of the safe is 1 m® (1 m x 1 m x 1 m). The insulating material is nonflammable.
A finite difference numerical analysis may be used to determine the temperature
distribution of the safe material and the interior temperature of the safe. The fol-
lowing assumptions shall be made:

1. The air inside the safe is well mixed and uniform.

2. The paper temperature is the same as the air temperature inside the safe.

3. The interior contents of the safe consist of 30% paper and 70% air by
volume.

4. Radiation from the fire and the variation of the thermal properties of all
materials are neglected. A description of the numerical method follows.
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N
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Iy K < Iy
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Node number: 1 11 /\/ 2 I3

Figure P10.7a Wall geometry.

Numerical Method

Consider the I-D unsteady heat flow through the wall shown in Figure P10.7a.
Subdivide the x domains as follows: (a) subdivide the steel plate regions into (I1-1)
subdivisions and (b) subdivide the insulation region into (I2-I1) subdivisions.

In each region the governing PDE for the temperature field is

197 _oT

= (P10.7a)
o Jr Ox’

Since o and Ax differ in the two different material-type regions, the governing
finite difference equation for each region is

T.n+1—Tn+a1At( no4on —2T-“)
i T4 sz i+l i-1 i (P107b)

1

fori=2,3,...(I1 -1 andi=(12+1), 12 +2),..., 13 - 1), where 7' (x,,¢,) = T;" and

1

oA
= (Th+ T8 - 2TT) (P10.7¢)

2

rit=T1"+

fori=(I1+1), (Il +2), ..., (12 = 1).
To complete the problem formulation, one needs to add the initial and bound-
ary conditions:

Initial Condition
T(x,0) =T

o

T(xnt)=T'=T,, fori=1,2,...,13 (P10.7d)
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Figure P10.7b Left steel-insulation interface.

Boundary Conditions

(a) At the left steel-insulation interface (see Figure P10.7b)

The rate that heat flows out of the steel plate per unit surface area = the rate that
heat flows into the insulation per unit surface area. Expressed mathematically,

G ,8) i =—g (1" ,2)-(=7)
or

oT aT
k5 U=k

X X

(I1,%)

The boundary condition is valid at ¢, and #,.1. The simplest finite difference form

of the above equation is

1 1 1 1
_ T —Tih -} Tin—T1
1 - 2
Ax, Ax,
Solving for 71" gives
R
Tn+1 _ 1 2
no=

ki | ko
Axl sz

(b) At the right insulation—steel interface (see Figure P10.7¢)

Insulation Steel
—_—
[
2-1 12 2+1

(P10.7e)

Figure P10.7c  Right insulation—steel interface.
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The rate that heat flows out of insulation per unit surface area = the rate that heat
flows into the steel plate per unit surface area.
Similarly to the equations developed at node I1, the equation at node 12 is
T -TH THA-TE'

_k 12-1 Z_k
2 sz 1 Ax

1

Solving for 73" gives

By on ki
EZ THh+ El y

A ——) ! (P10.7f)
: ko ky

AxZ Ax‘l

() At the left air—steel interface (see Figure P10.7d)
The rate that heat is carried to the wall by convection per unit surface area = the rate
that heat enters the steel plate by conduction per unit surface area; that is,

DT =T == ) () == by S )

The boundary condition is valid at #,and z,.1 . The simplest finite difference form
of the above equation is

Tr2)+1 _ Ti"l"'l
R e e A
il )1 ™ 1 AXI
Solving for 7 gives
k
/71 T°<;1 + : ;H
n+1 A xl
I
h Ax
Outside Steel
hl AN Py
7
T.. 2
1

Figure P10.7d Outside air—steel interface.
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Steel Inside
hy
—_>
13-1 Tep
I3

Figure P10.7e Steel-inside air interface.

(d) At the right steel-air interface (see Figure P10.7¢)
The rate that heat leaves the steel plate by conduction per unit surface = the rate that
heat enters the safe by convection.

- oT
q(xlyt) kl a (XB,t)Z l_ T(.X'B, ) ’z(t)]
The boundary condition is valid at #, and ¢,,,. The simplest difference form of the
above equation is
Tn+1 _ TB—
b n+1 2+1
— by ™ (735" - 727

. 1 .
Solving for 775 gives
n+l n+l

k,
E TI%—] +h Toez

n+l _ 3

T =

k
%+§* (P10.7h)

Inside the Safe

Heat transfer into the safe is slow. It has been assumed that all material inside the
safe is at the same uniform temperature. The safe interior consists of paper and air.
The finite difference formula for the temperature inside the safe is

4@&@;@1

Tn+1 — Tn + .
a a P10.
paI/an,tz + pPVPCV’P ( 71)
where
p = density subscripts
V= volume a ~ air

C = specific heat  p ~ paper
This numerical method has a stability criteria; that is, in each region
_OoAr 1

= <
Ax* 2
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Method of Solution

Since 7', i=1,2, ..., I3 is known 7;” can be obtained for all i by marching as
indicated in the following procedure.

Procedure

1. Solve for Ti2 fori=2,..., (I1 - 1) by Equation (P10.7b); for (I1 + 1), (I1 +
2),..., (12 = 1) by Equation (P10.7c); and for (12 + 1), (I12 + 2),..., (I3 - 1)
by Equation (P10.7b).

Solve for TH2 by Equation (P10.7¢) and for Té by Equation (P10.7f).
Solve for le by Equation (P10.7g) (need T22 first).

Solve for 7* by Equation (P10.7i).

Solve for leg by Equation (P10.7h) (need 7"12371 and Tﬂz first).

Use a counter and an if statement to determine when to print out tempera-
ture values.

Use a loop to reset 7;1 = Tl.2 for all 7.

8. Repeat the process until 7= the specified time for the study.

AN

Develop a computer program in MATLAB® to solve the wall temperature dis-
tribution and the air/paper temperature inside the safe. Use the following constants
for the problem:

b, =61.0 W/(m-°C), k,=0.166 W/(m-°C),0,=1.665 e—5 m*/s, 01, =3.5 e~ 7,

p, =0.9980kg/m’, p, =930.0kg/m’, C, , =0.722¢+3 W/(kg-°C),
vap =1.340e+3 W/(kg-°C),

b, =200.0 W/(m*-°C), b, =10.0 W/(m*-°C), 7., =800.0 °C, A =6.0m’,

T;'=25°C fori=1,2,...,13
I,=0.005m, L, =0.02m,T1=6,12=86,13=91, dx, = 0.001m,
dxz =0.00025m, 4t = 0.025 seconds,

vV = 0.60m?>, Vp =0.4m’, time of study = 3600 seconds.

Print out property values, the problem constants, and a temperature table as shown
in Table P10.7.
Note: Print out temperatures every 100 seconds.
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Table P10.7 Temperature Distribution Table

Exterior Interior
Surface x-Position (m) Surface
Air
Time 1 Temp
(seconds) X; X, 2 (X1 Xi2) X X3 (°C)
0.0 25.00 25.00 25.00 25.00 25.00 25.00
100.0 — — — — — —
200.0 — — — — — —
3600.0 —

Project 10.8

The temperature ratio, TR (x, y, #), of the 2-D bar described in Section 10.3,
“Unsteady Heat Transfer in 2-D,” is given by

B (x, 92)
TR(x,y,t) = T—T.
Then
(Sin ('Y L) % sin (lfm W)]CXP(_axim l’) COS('YnX) COS(Bm)/)
x}/,f) ;mz_ L sln(’Y L)COS('Y L) 7+SIHB COS(B
27, "2 2B,

Develop a computer program in MATLAB to evaluate 7R at % =0.0,0.5,1.0 and

J - 0.0, 0.5, 1.0 for 0 < ¢ < 400 seconds. Create the following plots:
w

Plot on the same graph, TR vs. ¢ for %z 0.0,0.5,1.0 and 2 =0.0.

w

Plot on the same graph, TR vs. ¢ for %: 0.0,0.5,1.0 and pasy

u

Plot on the same graph, 7R vs. ¢ for %z 0.0,0.5,1.0 and 2 =1.0.
w
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Plot on the same graph, TR vs. ¢ for 2 -0.0,05,1.0 and %= 0.0.

w

Plot on the same graph, TR vs. ¢ for J - 0.0,0.5,1.0 and %z 0.5.

w

Plot on the same graph, TR vs. ¢ for 2 = 0.0, 0.5,1.0 and %: 1.0

w

Use the following parameters:

W W m?
k=386 g=11234e—5
C c ¢ €T

2
m - m:

L=w=05m, h=890




Chapter 11
Iteration Method

11.1 Iteration in Pipe Flow Analysis

Some engineering problems are best solved by an iteration procedure. For exam-
ple, the determination of the flow rate, QQ, and the head loss in a pipe system is
commonly solved by an iteration procedure. Consider the piping system shown in
Figure 11.1. The energy equation for the system is [1]

p, Vv ) _(P v’ J
Sr—+z|+0h) - ) h =L+ —+z (1L.1)
(Y 2¢ ) 7 2 v ),

where
p = pressure.
V= average fluid velocity.
Y = specific weight of the fluid.
z = elevation.
¢ = gravitational constant.

2. h, = sum of head losses.
(h,),,, = head developed by the pump in the system.

For this system

P=P= P V=0, V,=0, (z,-z)are specified.

233
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D=10cm

N

7
‘Water | |

Figure 11.1 A piping system.

The sum of head losses consists of a head loss, 4; in the pipe due to viscous or tur-

bulent effects and minor head losses due to valves, elbows, and pipe entrance and
exit losses. The head loss in the pipe is given by

V2
—— 11.2
b=y p ! (11.2)
where
L = pipe length (known).
D = pipe diameter (known)
f = friction factor.

For a smooth pipe, f can be determined by the equation [2]

£ =(1.82log,,Re,—1.64)

(11.3)
where Re, is the Reynolds number, which is given by
VD  4Q
R -
=0 " 1hv (11.4)
and v is the kinematic viscosity. The expression for V that was used in Equation
(11.4) is
4Q
= 11.
D (11.5)
The minor head losses are expressed by the equation
2
by, =KL

Lii

(11.6)
z 2g

The K values for the minor head losses are K

entrance — =0. 5 ]<cx1t L 0 Klbow 5
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Substituting these relationships into Equation (11.1) and rearranging gives
Vi(L
(/7‘0)9/5 ZZZ—Zl+zg(Df+4.5) (117)

The pump manufacturer provides a performance curve of (h), vs. Q for the pump.
Suppose the (4), vs. Q is approximated by the following quadratic equation:

(5,),c =120-500 Q (11.8)
But
(h),,=(h),. (119)
or
2
120—50()Q2=z2—z1+v(Lf+4,5) (11.10)
2¢\ D

4
To express the above equation in terms of Q, substitute for V= 7Q2 . Then Equation
(11.10) becomes D

8Q* (L
120-500Q° :ZZ_Z1+g1c21)4(Df+4'5j (11.11)

Since fis a function of Re, which is a function of Q, Equation (11.11) is best
solved by iteration. The iterative procedure for determining Q is as follows:

1. Assume a value for f; say, f;=0.03.
2. Solve Equation (11.11) for Q.
3. Solve Equation (11.4) for Re.
4. Solve Equation (11.3) for f; say, f5.

5. If |f,— fi| <& say, e=1.0x107, then Q isthe correct value, otherwise set
. = f, and repeat process until condition of item 5 is satisfied.

11.2 The Gauss—Seidel Method

The Gauss—Seidel iteration method may be used to solve Laplace’s Equation. Consider
the steady-state heat conduction problem of the slab shown in Figure P10.6. For the
derivation of the heat conduction equation, see B.1 and B.2 in Appendix B.

The governing partial differential equation for the temperature distribution is

o’T N T
ox?  Ox?

0 (11.12)
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The boundary conditions are

TO,y) =T, (11.13)
T(Ly)=T, (11.14)
afT(x,O) =0 (by symmetry) (11.15)
dy
oT h
E(x,w)+;(T(x,w)—Tw)=0 (11.16)

The finite difference form of the partial differential equation is

ﬁ{T(x+Ax,)/)—2T(x,y)+T(x—Ax,y)}
(11.17)

+%{T(x,_y+Ay)—ZT(x,y)+(T(x,y—Ay)}z 0
(Ay)

Now subdivide the x domain into N subdivisions and the y domain into M sub-
divisions, giving positions (x,y, ), where =1,2,...,N+land m=12,..., M +1
andsziandAyzi.
N M
LetT(x,,y,)=T, . then the finite difference form of the partial differential
equation is
1

— 2 2
o= 5y Lo * Lo+ BT +BT0) a1y

The above equation is valid at all interior points. Thus, it is valid for =2, 3,..., N
and m =2, 3,..., M. There are (N — 1)(M — 1) such equations.
The finite difference form for the boundary conditions are

1,=T. form=1,2,3,..., M+1 (11.19)
Tyam =T, form=1,2,3,...,M+1 (11.20)

Using the forward difference formula for %j;(x,O) of order (A)/)2 , the boundary

condition a7T(x,0) =0 becomes

T, = (4] (11.21)

n,2

-T

n,3)



Iteration Method ® 237

Using the backward difference formula for Z(x,w) of order (A)/)2 , the

boundary condition aa—T(x,w) + é(T(x,w) —7.)=0 becomes
)y

1 2h Ny T,
Ton = 3+2/7A),{4Tn,1w ~Louat k}

k

(11.22)

Equations (11.18) through (11.22) represent the finite difference equations describ-
ing the temperature distribution in the slab.

Method of Solution

1. Assume a set of values for T, > say, Tnlm forn=2,3,..,Nand m=2, 3,...,
M+ 1.
2. Successively substitute into Equations (11.18) through (11.22), obtaining a

new set of values for 7, say, 7 , using the updated values in the equations
n,m n,m
when available.
3. Repeat this process until |72 — 7" |<¢forall n,m.
n,m n,m

Faster convergence may be obtained by overrelaxing the set of equations. This is
done by adding and subtracting 7, from Equation (11.18) and introducing a relax-
ation parameter, , giving

2
T2 =T +w[T1 72 gt aper: - 20HB 4 ]
n,m n,m 2(1+B2) n,m n,m n+l,m n—1,m ® nm

(11.23)

wherel < ® < 2. Asimilar procedure is carried out for Equations (11.21) and (11.22),
giving

Q] 3
rh=T), +3(47—;11,2 -1, - anI,lj (11.24)
and
ok 2hNyT, 3k+2hAy
Tf,MH:Tn‘,MHJfM{“fM— it T o Lo }

(11.25)

The method of solution described earlier is still valid, except Equations (11.23),
(11.24), and (11.25) are substituted for Equations (11.18), (11.21), and (11.22),
respectively. Sometimes in order to get convergence, one might have to underrelax;
thatis,0 < <1.
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- 3
D @ C Q=01m"/s Loop rule
Loop 1 [ Qi1 >0
@
Q=03m?sA @ B Qp4<0
—@ L @ Qu=-Qu
00p 2
>0
@ @_ Q=02m?s Q2
E F

Figure 11.2 Loop rule for pipe network.

11.3 The Hardy Cross Method

The Hardy Cross method, which is an iterative method, provides the means for
determining the flow rates and head losses throughout a pipe network, if the pipe
diameters, lengths, and pipe roughnesses are known. The description of the method

is taken from References [1,3].

The following two definitions are used in describing the method:

1. A loop is a series of pipes forming a closed path (see Figure 11.2). A sign con-
vention is used in describing the loop rules. The flow rate, Q, and the head
loss, A, are considered positive if the flow is in the counterclockwise direction
around the loop. It should be realized that two loops with a common pipe
may have a positive Q in one loop and a negative Q in the other loop.

2. A node is a point where two or more lines are joined. A sign convention is also

used for node rules (see Figure 11.3). A flow is considered as positive if the
flow direction is toward the node.

It should be realized that Q may be positive when the loop rule is applied and nega-
tive when the node rule is applied.

D Node rule
Qpa>0
Qgp
Qpc<0
4o Qga Qic oC Qpp <0
B

Figure 11.3 Node rule for pipe network.
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The Hardy Cross method is based on two concepts:

1. The law of mass conservation
2. 'The fact that the total head at a node is single valued

Concept (1) leads to the node rule, which is applied at each node in the network.
The node rule is

ZQ@ =0 (11.26)
B

where o indicates the node under consideration and B indicates the connecting
node. The sign convention gives the direction of flow. Concept (2) leads to the loop
rule, which may be stated as follows: For loop 4,

Yoh, =0 (11.27)

where 4, ;is the head loss in the jth line in the ith loop. For the loop rule, Q;; is the
flow rate in the jth line in the ith loop. In Equation (11.27) the subscript f; which
is usually written with 4 to indicate a head loss due to viscous or turbulent effects,
has been omitted to reduce the number of subscripts. Minor head losses are usually
neglected in network analysis. Elevation changes along a loop cancel and therefore
need not be included. Finally, it should be noted that these rules are analogous to
Kirchoff’s rules for electrical circuits involving resistances. In the analogy, Q cor-
responds to electrical current and pressure drop corresponds to voltage drop. A
description of the method follows:

1. Subdivide the network into a number of loops, making sure that all lines are
included in at least one loop.

2. Determine the zeroth estimate for the flow rates, Qg)) , for each line accord-
ing to the following procedure. Let s equal the total number of nodes in the
network and 7 the total number of lines. Invariably, » will be greater than s.
Writing the law of mass conservation at each node gives s equations in »
unknowns. Therefore one needs to assume (r — s + 1) Qéoé values, which are
consistent with the mass conservation rule. The remaining Q((XO) are to be deter-
mined by applying the law of mass conservation at each node. This should
give a set of linear equations in s unknowns that can readily be solved for the
remaining Q{ioé unknowns.

3. This initial guess will not satisfy Equation (11.27); as a result one needs to
apply a correction to each Q‘ioé value. This is done by applying a Taylor Series
expansion (using only two terms in the expansion) to the 4(Q) equation.

dh
hQ+AQ)=h —— | A 11.28
QR+AQ) (Q)J{dQJQ Q (11.28)
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Taking H(Q +AQ) = »Y and h(Q)= 0 Equation (11.28) becomes

HO = O +{dh] AQ
dQ Q(O

Applying Equation (11.29) to Equation (11.27) gives

4 =Z{h;;” (;;g) AQZ}:

J 7

(11.29)

(11.30)

For each loop, the AQ , can be factored out, thus giving a correction factor equation

for each loop; that is,

where (jh) is evaluated at Qig) .
ij
The Darcy—Weisbach equation relates 4 to the friction factor f; which is

Vi 8LQ
b=r i f =
gD

sf=KQf

The Swamee—Jain formula [3] gives an explicit formula for f; which is

1.325

5257224]]

where 4
Re = Reynolds number = ———

f=

= the kinamatic viscosity (m?/s)
= the pipe diameter (m)
e = pipe roughness

Equation (11.33) is valid for 10 < ¢/D<107* and 5x 10’ <Re <10°.

(11.31)

(11.32)

(11.33)

In applying the loop rule, some of the lines will experience a head gain and not
a head loss. This occurs when the flow direction is opposite to the positive loop
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direction. To account for this, take

h_{KQ?f if Q=0

(11.34)
-KQ'f Q<0
and
dh . df
——=%|2K +KQ°—-
40 ( fR+KQ dQ) (11.35)
where the (+) sign is used if Q > 0 and the (=) sign is used if Q < 0.
The formula for 0 is
4 -1
13,69~ + 2
& 37D  |Re”
aQ ;
5.74 (11.36)
Re[” Q|1 £ 42
| Cl Q[ n(37D |RC|OA9 J}

Lines that are in common in two loops need to be treated as follows. If line j in loop
i is in common with line 72 in loop 4, then Q, = -Q,; and for the first iteration

1) _ () _
Qz‘j _Qz'j +AQ1' AQ&
For example, referring to Figure 11.2, for the first iteration,
1(11) = Ql(?) +AQ, - AQ, (11.37)

The formulation for the Hardy Cross method is now complete. Project 11.3 involves the
Hardy Cross method to determine the flow rate distribution in a three-loop network.

Projects
Project 11.1

Determine the flow rate, Q, and the friction factor, f; for the problem
described in Section 11.1 using the following values: L = 3000 m, D = 10 cm,
¥=9790 N/m?, v=1.005x10"°m?/s, (2, — 2,) = 50 m, g=9.81 m/s%.

Print out values for Q, f; the sum of the head losses, 2.4,, and the head, (hp)
developed by the pump in the system.

sys?
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Project 11.2

Determine the temperature distribution in the slab shown in Figure P10.6 by the
Gauss—Seidel method described in Section 11.2. Use the following values: L=2.0 m,
w=02m, T, =300°C, T, = 50.0°C, 4 =890 W/m?-C, £ = 59.0 W/m-C,

N =200, M =50, €=0.001. As an initial guess take the centerline temperature to
be the solution of heat flow through a wall; that is,

T =T +(T,-T.)xxJL, forn=2,3,.,N

1 =

and for positions other than the centerline, assume a temperature of a flow through
a wall with a convective boundary condition; that is,

w k
7_;11,M+1 = /e_hw(wy—:,l —/77;)
and
Ym
T =T (T =T )

forn=2,3,... N,m=2,3,..., M.
Once convergence has been achieved, define 71 = T;Zl, T2 = 7;2)26, and 73 =
72 forn=1,2,3,..., N+ 1. Construct a table for temperatures T1, T2, and T3

n,M+1

for n=1, 6, 11,..., N + 1. Also create plots of T1, T2, and T3 all on the same
page.

Project 11.3

Use the Hardy Cross method to determine the flow rate distribution (Q’s) in the
network shown in Figure P11.3. Print out a table indicating the loop number, the
line number, and the flow rate in that line. The network parameters are described
in Table P11.3. Hint: To apply the AQ corrections to lines that are common in two
loops, use an ID matrix for every line identifying the loop number of the common
line. Set the ID element to zero if the line is not a common line. Example: Suppose
line (1,1) is in common with line (2,4), then ID(1,1) = 2, and suppose line (1,3) is
not a common line, then ID(1,3) = 0.
Take v = 1.308 X 10° m?/s, e = 0.026 cm, and ¢g=9.81 m/s%.
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0.06 m*/s 0.03 m%/s

4 0.045 m’/s H 0.03m%/s G

o0 o 0]

Loop 1 Loop 3

/O 9 oY
@ 0.04 m%/s
i @

D

0.028 m*/s

Loop 2

0.10 m*/s

—— 0.04 m®/s

C

0.07 m®/s

Figure P11.3 A pipe network.

Table P11.3 Network Parameters

Initial Guess
Loop Number | Line Number | Length (m) | Diameter (cm) Q (m3/s)
1 3220 40
2 4830 30
! 3 3200 35 -0.45
4 4830 40
1 5630 40 0.1
2 4020 35
2
3 3200 30
4 3200 40
1 4830 30
2 4830 25
’ 3 4830 30 -0.03
4 4830 30
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Project 11.4

This project involves determining the volume flow rate a pump will deliver to a
closed tank as a function of time [5]. The pump characteristic curve (H vs. Q)
was taken from a pump manufacturer’s catalog. The configuration for this project
is shown in Figure P11.4. Assume that the tank receiving water is closed. Thus, as
water fills up in the tank, the air in the tank is compressed. Isothermal compression
is to be assumed. The problem is to determine the time it takes to raise the water
level in the tank by a specified amount. Data points of the (H vs. Q) curve provided
by the pump manufacturer (units changed to SI units) is shown in Table P11.4.

Determine the coefficients of the third degree polynomial by the method of
least squares using MATLAB’s polyfit function that represents the approximating
function for the data in Table P11.4. The polyfit function returns the coeflicients a,,
a, ,a3, 4, for the third degree polynomial that best fits the data. The approximating
function as described by Equation (P11.4a) is used in the analysis.

H=2a,Q>+a,Q*+a,Q + a (P11.4a)
Application of the energy equation [4] to the system shown in Figure P11.4
gives
- _ Py Pum
(hp)sys he+ (zy—z,+ £) + + 0o losses (P11.4b)
v
where
(h,),,= the head the pump delivers to the water flowing through the pipe.

h, = viscous head loss in the system.
z = elevation.

—z
P40
7 |l€&— Tank
14 Z Water
—z

Pump

——A

21

Water

Figure P11.4 A sketch of a reservoir, pump, tank system. (From Reference [5].
With permission of Manchester University Press.)
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Table P11.4 Hvs. Q Data from Pump Manufacturer

Q (m’/h) H (m) Q (m’/h) H(m)
3.3 43.3 61.6 40.8
6.9 43.4 68.5 39.6

13.7 43.6 753 38.7
20.5 43.6 82.2 37.2
27.4 43.3 89 36.3
34.2 43 95.8 344
41.1 42.7 102.7 32.6
47.9 42.4 109.6 30.5
54.8 41.8

Pa= absolute air pressure in the tank.
Y = specific weight of water.
2., = surrounding atmospheric pressure.
¢ = water level above the bottom of the tank.
The flow rate developed by the pump must satisfy
(h),,=H (P11.4¢)
Viscous head loss, h, in a pipe is given by [1,4]
8Q° L
TCZ gDS

he= 7 (P11.4d)

where
Q = volume flow rate through pipe.
L = pipe length.
g = gravitational constant.
f = friction factor.
D = diameter of pipe.

Minor losses due to elbows, entrance losses, etc. are expressed by [1,4]

8Q°

h_. =K———
minor losses Tl:z gD4

(P11.4e)

where K= minor head loss coefficient.
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Substituting Equations (P11.4a), (P11.4b), (P11.4d), and (P11.4e) into Equation
(P11.4¢) gives

+ K |+4e Lam 4 —z +/
a1Q§+ a2Q2+ a3Q+ 4= 2 D4 Df (Zz 1 ) (P11-4f)

Rearranging terms gives the following cubic equation:

8 L )
alQ3 +{a2 —W(DerKj}Q +a,Q

(P11.4g)
g L Pam _(, _ -
a, (z,—2,+0) ;=0
Y
For a smooth pipe line, the friction factor, f, can be approximated by [2]
f=(1.82log,,Re —1.64)” (P11.4h)
where
Re = Reynold ber = 4Q P11.4i
e = Reynolds number = DV (P11.41)
where

v = kinematic viscosity of water.

The air pressure, p , at time # is determined from the ideal gas law for an isother-
mal process; that is,

:Pﬂ,ivi: AT(zs_zz _fi> _ (z3—z2—£i)
V() DA (e 2, —00) T (2 —a, —02)

2,(2) (P11.4j)

where

—initial air pressure.
pﬂ_,‘ p T DT2

A, = cross-sectional area of tank =
V = air volume in tank.
D, = diameter of tank.

An iterative method of solution for determining Q is as follows:

1. Assume a value for f; say, f}; start with f; = 0.03.
2. Solve Equation (P11.4g) for Q by the MATLAB function ROOTS, selecting

the maximum positive root.
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3. Solve for Re by Equation (P11.4i).
4. Solve for f, say, f,, by Equation (P11.4h).

5. If | £, = £i]<1.0x 10 then = f, and Q = the value obtained in step 2.

6. If| £, = £i|> 1.0 X 10 then set £, = £, and repeat the process (steps 1 through 5).
7. Continue iteration until |, — £;|<1.0x107°.

The governing equation for the time it takes to raise the water level in the tank is
as follows:

d(A.0)
dt

E’
Q(l,p,) or %=% (P11.4k)

T

Separating the variables and integrating from /=/,to { = ( . gives

f,’f éf
drl
tszTJ —ATJ.F(E,pa)a% (P11.41)
(71

JQp)

i

Use Simpson’s rule to obtain #;. A review of Simpson’s rule follows:

Given:

b
I= jF (x)dx
Subdivide the x domain into N even subdivisions giving x,,x, ,x; ,. Let the

function values at x,,x,,x;,...x,,, be F F,E,...Fy,» then

X

A
1=7’“(F1 +4F, + 2F, +4F, +2F, +--+2F, +F,,)  (P11.4m)

1
Then ¢~xand —~F.
) Q

Procedure:

1. Aceach (; determine p, ;> by Equation (P11.4j).

2. Foreach ¢ ., iterate for Qj by the iteration procedure described above, obtain-
ing all the Q7 s. Then determine all the 7, s.

3. Apply Equation (P11.4m) to obtain the time 7.
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Use the following values for the variables:

(2,—2,)=30m, /,=1.2m, Zf =42 m,
v=1.0x10"°m?s, p =1.0132x10° N/m’,

¥=9790 N/m’, K =4.5,D=15cm, L=60m,p, (0)=p_ ,N =100,D, =1.5m

1. Create a plot of the approximating curve of H (m) vs. Q (m’/h) (solid line)
and on the same plot include the data points as circles. NVote: Except for the
plots, Q needs to be in (m’/s) .

2. Create plots of Q (m*/h) vs. £(m), £(s) vs. (m), 2, (N/ngage) vs. /(m), and
fvs. {(m).

3. Print out the time, ¢ ’ (s), it takes to raise the water level in the tank by 3 m.

4. Print out the air pressure (N/m’ gage) in the tank at time .

5. Print out the initial flow rate, Q , and final flow rate, Q, in (m’/h).
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Chapter 12

Laplace Transforms

12.1 Laplace Transform and Inverse Transform

Laplace Transforms [1,2] can be used to solve ordinary and partial differential equa-
tions (PDEs). The method reduces an ordinary differential equation to an algebraic
equation that can be manipulated to a form such that the inverse transform can
be obtained from tables. The inverse transform is the solution to the differential
equation. The inverse transform can also be obtained by residue theory in complex
variables. The method is applicable to problems where the independent variable
domain is from (0 to ). The method is particularly useful for linear, nonhomoge-
neous differential equations, such as vibration problems where the forcing function
is piecewise continuous.

Let £ () be a function defined for all# > 0; then

oo

(f)=F()= J'e F)de (12.1)

0

F (s) is called the Laplace Transform of f ().
The inverse transform of F (s) is defined to be the function f'(¢), that is,

£ (FO) =10 (12.2)

We can create a table that contains both f'(#) and the corresponding F (s).

249
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Example 12.1
Let f(#) = L;£ 2 0. Then

N O I o |
£W= J." dt"[e; } = (12.3)

Example 12.2
Let f(2) = €”.

= =

—(s—a)t |7
L (") = Je"f e dr = Je‘(“””dr =|-° -1 (12.4)
(s—a) , 4 )

0 0

Linearity of Laplace Transforms:
Laf@+bg@)=a2(f)+62(g®) (12.5)

Example 12.3
Let f(2) = "

1 1 s+HI®W s+
_ % _

£(€io)t)= ‘ — ‘ ‘ == >
s—10 s—10 s+ sT+O

K . (O]

it — +
L) 2+ o> 152 ) (12.6)

L) = £(cos 01)+iL(sinmz) (12.7)

Equating the real and imaginary components of Equations (12.6) and (12.7) gives

L(cos 2) = s (12.8)

+®

L(sinwz) = — (12.9)

2+ o

If £ (f(®) = F(s), then

Fs—a) :_[ F)e ™ ds = J' F)e" e ds (12.10)
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or
Fs-a=2(® Y
Combining Equation (12.8) and Equation (12.11) we obtain

" s—a
£(e” cos w1) = 7(3_4)2 Py
Similarly,
at s 0)
L(e” sinwr) = 7(5_@2 P

Example 12.4

L) = It”“ et dt
0

—st

Let dv=¢""" dt, then v=— ¢ and let u=¢"";then du= (n+1) ©dr.

But s
J.udyz [uv]:—‘[f/du
0 0

Substituting the above values into Equation (12.14) gives

oo

n+l —st n+1 f_” n+ 1 n _—st
e dt=—| " — | + t"e " dt
s s

0 0

or

Jrn-#le—xtdt: n+1£(l‘”)
0

K

From Equation (12.15), we can see that

=" 2

e =" g
k)
e0=te=tem="1
k) s s

See Table 12.1, “Table of Laplace Transforms.”

(12.11)

(12.12)

(12.13)

(12.14)

(12.15)
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Table 12.1 Table of Laplace Transforms
f(s) F(t)
1 1 1
S
1
2 ? t
1 !
— =12,...
3 s" (n=12..) (n-"
.| 1
Js Jnt
5 | 2 2 %
(n+ ) 2n tn—1/2
6 | sTF (n=12..) 1%3%5...2n -/
7 1 eat
S—a
8 1 at
(S_a)2 te
1
=12,... ———t" e
9 5_a) (n=12,.) (-1 e
10 | TR k>0 gt
(s—a)
1 1
b at _ bt
T ssas—p @%b @pc ")
12 S (a#b) L (ae® — be®)
(s—a)(s—b) (a—b)
13 1 _(b-a)e™ +(c—a)e™ +(a-b)e”

(s—a)(s—b)(s—c)

(a-b)(b-c)(c—a)
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Table 12.1 Table of Laplace Transforms (Continued)
f(s) Ft)
1 1.
14 2+ gsmat
s cos at
L 2+ a*
1 Tinh
16 2_a2 gsm at
s cosh at
17 52 _ a2
1 1
— (1=
18 ss?+ ) o (1—-cosat)
1 1 .
19 (2 +2%) el (at —sinat)
20 L 1 (sinat — at cosat)
(s*+a*)? 2a°
21 S Lsinat
(s*+a’)? 2a
22 s* i(sinat+ atcosat)
(s® +a%)? 2a
s?—a*
23 tcosat
(s?+a%)?
s 2 42 cosat — cos bt
24 | 55— (@%b £o5ar 7 EOSDL
(s +a*) (s> +b?) ( ) b2 —a2
1 1 ..
— —e*sinbt
25 (s—a)+b? be sin
s—a at
26 G_al+b? e® cosbt

(Continued)
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Table 12.1 Table of Laplace Transforms (Continued)
f(s) F(t)
2 at
27 3a e g2 cos—at\/g—\/§sinat\/§
s’ +a’ 2 2
433 . .
28 | —— sinatcoshat — cosatsinhat
s"+4a
S 1 . .
29 1aa Esmatsmhat
30 54134 %(sinhat—sinat)
31 S i(coshat—cosat)
s'-a* 22°
8a’s’ .
32 P (1+a*t*)sinat — at cosat
1(s-1Y) et d"
33 | - Lt)="———(t"e™
s( s ) 0= g e
S 1 at
——e"(1+2at
34 (S a)3/2 \/H ( )
35 s—a—+s—-b ! (e —e)
2Jnt?
1 1 2
———ae”'erfc (avt
36 | Jira T (av/t)
\/g 1 a2t
——+ae‘erfc (ayt
7| T (avt)
# 1 2
38 i) e erf (at)
39 ; a’t rf \/?
Js(Ws +a) et erfc(avt)
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Table 12.1 Table of Laplace Transforms (Continued)
f(s) F(t)
40 S S L e erf(\b—a+ft)
(s+al/s+b Jb-a
b* - a? 2 {b }
- “t 2 erf(at) -1
T ss-aWs+b) e Zerf@n
1
42 s J,(at)
8 ge"‘“ Jy@JkE)
44 T s icos2\/E
Js Jnt
45 A s icoshzx/E
% Jr
T s 1
46 | Sre K ﬁstx/—
T s 1 h2\/_
47 ez e N3 sin
48 | e (k>0) k exp K
2\nt? 4t
k
49 %e‘kﬁ (k>0) erfc(z\/?)
1 s
50 | g€ (k=0) f [ j
51 §32 ks k =0) \/7 —kerfc
2 2\/—

(Continued)
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Table 12.1 Table of Laplace Transforms (Continued)

f(s) F(t)
o a5 7 rere 57
52 k>0) —e* et erfc| a\t + +erfc
s(a+\/— ( 24t 24t
e”‘ﬁ k a’t [ ]
5 | =—F (k= eeterfc| at +
s 2t
54 | log>—2 1(ebt—e"”)
gs—b t
55 logs +a’ %(1—cosat)
2 2
56 | log> -2 %(1—Coshat)
57 arctank 1sinkt
S t

12.2 Transforms of Derivatives

Let dv=%dt, thenv=f

Letu=¢", then du=—s et dt

Jf'(t)[” de=[fe” 17+ s_[fe’” dt==f0)+s£(f)  (12.16)
0 0

=3

£(f”) — J‘f”(t)f_”dt

0

Let dv= dﬂ{; dt, thenv= f’
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Letu=¢, then du=—se>tdt

=3

J.f"(t)e_”dt =[fe 5+ JJ‘f'e_”dtz —F(0)=s5 £ (0)+s> £(f) (12.17)
0

0

By Equations (12.16) and (12.17) we can see the pattern for the Laplace Transform
of the nth derivative, that is,

SN =57 (P s FO) =5 f1O)== FUVO)  (12.18)

12.3 Ordinary Differential Equations,
Initial Value Problem
Consider the differential equation arising from a spring-dashpot-mass system with

a driving force (see Projects P2.10 and P2.11). The governing differential equation
for the motion of the mass, y(#), is

0 (®) (12.19)

m

n, € . Kk
VA=Y —y=
m m

where
m = mass.
k = the spring constant.
¢ = the damping coefficient.
F,, = driving force.

Take the initial conditions to be
y0)=a, y(0)=p

F
Letl’zi> q ZK and r =2 @)

m m m

Virpy+qy=r@) (12.20)

, then Equation (12.19) becomes

The Laplace Transform of each of the terms in Equation (12.20) follows:
£(y")=5"L£(y)—sy0)- y'(0)

£ =s£()-(0)
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Let £ (y) = ¥, and R = £ (); then the Laplace Transform of Equation (12.20)
becomes

(52Y—50L—B)+p(sY—(x)+qY=R
or

(s"+ ps+q)Y =(s+ pa+P+R

Let H(S)ZZ;
Then ° tpstq

Y(s)=[(s+ p)o+B1H (s)+ R(s) H (s) (12.21)

By the use of partial fractions and the Laplace Transform tables, we can frequently
obtain the inverse transform, £7' (Y (s)) =y (#).

Example 12.5

Given the following differential equation (no damping and an exponentially decay-
ing driving force), determine the solution.

}///+ .J/ - Se—f

y(0)=2, y'(0)=0

(12.22)

t

This problem fits the general form of Equation (12.20), with p=0,¢9=1,r=5¢"",
o=2,and B=0. Thus,

Y (s)=[2s1H (s)+ R(s) H (s)

where

Then

T DR+ (12.23)



Laplace Transforms ®m 259

et 23 =cost
sT+1
1
Sl[ 3 jzsint
sT+1

For the second term on the right-hand side of Equation (12.23), we need to decom-
pose the term by the method of partial fractions, that is,

From Table 12.1,

5 _i+Bs+C_A(;2+1)+(Bs+C)(s+1)
G+D(2+D  s+1 0 241 G+D(s +1)
Then
5 5 5
A+B=0, C+B=0, A+C=5—>A==, B=-=, C==
2 2 2
Therefore,
5  _ 5 5(-1
G+D(*-1  2(s+1D) 2(*+1)
Thus,

2s 5 Ss 5
+

Y(s)="3 YT
"+ 2(s+1D) 2(s"+1) 2(s~ +1)

From Table 12.1,

Therefore, the solution to Equation (12.22) is

t

1 5 . 5 _
y=—_costt+—_sint +_e
2 2 2

A plot of y vs. ris shown in Figure 12.1.
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yvs.t
4

y(m)
P
T
.
T

15 20
t(s)

Figure 12.1 The plot of y vs. t.

12.4 A Shifting Theorem
If £ (f() = F©)) =] f()e™" dt, then

F(s—a)= Jf(t)e’“’"” dr = Jf(t)e‘” e d=2(f®)e”)  (12.24)

For damped vibrations,

s—a
L(e” cos®t) = — 12.25
( P (1225
L(e” sinwt) =
(s ) s—a)* + o’

(12.20)
Example 12.6

Determine the solution of the following differential equation:
y"+3y +2y=">5sin2¢

12.2
y(0)=1, y’(0)=—4 (1227
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sin2¢
p=3,9=2,r=5sin2t=10 5

1 1
H)= 43542 (s+2)(s+1)

Y (s)=[(s+3)(1)—4]H (s)+ R(s) H (s)

sin2¢ 1
R(s)= € -
) ( 2 ) S +4

s—1 10

Vo= (s+2)(s+1)+(52+4)(’+2)(5+1)

It is left as a student exercise to show that

1 1 1

G+2)64D) 642 64D

s _ 2 B 1
G+2)(s+1)  (s+2)  (s+1)

1 _A+Bs  C | D

(s*+4)(+2)(s+1D) s*+4  s+2 s+1

1 (A4 B9)(s+35+2)+C (s> +4) (s+ D+ D(s* +4) (s+2)
(s2+4)(5+2)(5+1)_ (s*+4) (s+2)(s+1)

To make the numerator of the above equation equal to 1, we require

B+C+D=0, A+3B+C+2D=0,3A+2B+4C+4D=0,2A+4C+8D=1

Letting A= x,,B=x,, C = x;,and D = x,, we may write the system of equations
as a matrix equation, that is,

01 1 17[x] [o
13 1 2(]|x 0
32 44(|x |0
20 48]|x | |1
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Using the inv matrix function in MATLAB®, we can readily obtain the solution
for the x values; these are

x,=A=-0.05 x,=B=-0.075 x,=C=-0.125 x,=D=0.20

£—1 1 :€—2r
s+2
S}_l L :e—t
s+1
1 1
et =—sin2¢
s +4 2
et 23 =cos2t
sS+4

Collecting all the terms in ¥ (s) and applying the above inverse transforms gives
y(£)= Y () =1.75¢"* —0.75c0s2£—0.25sin 2 ¢

Although we were able to solve this problem by the use of Laplace Transforms, the
solution could be obtained with fewer steps by either MATLAB’s ode45 function or
by the method involving complementary and particular solutions (see Figure 12.2).
The program using the ode45 function in MATLAB follows.

ODE_laplace.m

In this example a single second order ordinary differential equation
is reduced to two first order differential equations. This program
solves the two equation system using MATLAB’s ode45 function.

The problem is to determine the y(t) position of the mass in a
spring-dashpot system.

Yl=y, Y2=v, Y1’'=Y2, Y2’'=5*gin 2t-3Y2-2Y1

y(0)=1.0, y'(0)= -4.0

clear; clc;

initial=[1.0 -4.0];

tspan=0.0:0.1:20;

toll=1.0e-6;

tol2=[1.0e-6 1.0e-6];

options=odeset ('RelTol’,toll, 'AbsTol’,tol2) ;

[t,Y]=ode45 (’'dYdt_laplace’, tspan,initial,options) ;

P=[t Y];

dt=0.1;

for i=1:201

tl=(i-1)*dt;

vlip(i)=1.75*exp (-2*tl) -0.75*cos(2*tl) -0.25*sin(2*tl);

o° o o°

o° oe

o° oe

oe

end
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yandyLp vs. t
1 T T
x—Solution by Laplace Transforms ' Solid line-Solution by ode45
0.8} : : : % : : X : A

0.2

Y ylp

o2t Ak Lo L H

(Y] S S S N AN OO SIS S SRR NN SR T

06 V] 4+ XF o krooxd 1T

-0.8 g P * i i

Figure 12.2 A comparison between a solution obtained by Laplace Transforms
and ode45.

plot(t,¥(:,1),t,ylp,'x"),

xlabel ('t’) ,ylabel('y,ylp’),title(’'y and ylp vs. t’), grid;
text (1.0,0.92, 'x-solution by Laplace transforms’),

text (10.0,0.92,'solid line-solution by ode45’) ;

% dydt_laplace

This function works with ODE_laplace
Y(1)=y, Y(2)=v

Y1'=Y(2), Y2’'=5*sin 2t-3Y2-2Y1
function Yprime=dYdt laplace(t,Y)
Yprime=zeros(2,1) ;

Yprime (1)=Y(2);

Yprime (2)=5*%*sin(2*t)-3.0*Y(2)-2.0*Y (1) ;

L

o\°

12.5 The Unit Step Function
Let (see Figure 12.3)

0, ift<a

u(t—a)= L ifra (12.28)

The unit step function is useful in analyzing beams and electrical circuits.
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Figure 12.3  Unit step function.

The function

0, if t<a

f(t—a)u(t—a)z{
f@—=a), if t>a

has the Laplace Transforme™* F(s), where £ (f(#) = F(s).

Proof:

e E ()= e-“J'fme-”dr - _[f(r)e-f<”ﬂ> h

Lett=1T+a,thendt = dt. WhenT=0, # =4 and when T =00, ¢ = oo, Therefore,

e F(s)= Tf(t—a)e_” dt = j’()e_”dt-kjif(t—a)e_” dt

oo

e F(s)= Ju(t—a)f(t—a)f” dt

0

e F(s)=2(u(t—a) f (t—a))

12.6 Laplace Transform of the Unit Step Function

=3

L(u(t—a)) ='[u(t—a)e"’ dt = J.Of” dt+J1-e"” dr
0 0

a

Lu@E—a)= —l[e’”]:z —1[0—[“] = 1e"”

s S S

(12.29)

(12.30)
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Example 12.7

Determine the solution of the following differential equation:
5¢, fort <2
YAy +2y=

0, fort=>2 (12.31)

y(0)=1, y’(0)=0

P=349=2

5¢, fort<?2
r(®)=
0, forr=>2

R=200) =20t @)—-5:u(z=2)=5ru()—-5¢-2)u(z—2) —10u (z—2)}
(s*+ ps+q)Y =(s+ p)o+P+R
Y (s)=[(s+3) (D] H (s)+ R(s) H (s)

1 1
43542 (5+2)(s+1)

H(s)=

s 3 5

Y(s)= + +
(s+2)(+D)  (+2)(s+D) 2 (s+2)(s+1)

5e 107
S (+2) s+ s(s+2)(s+1)

LetY(s)zYl+Y2+)’3+Y4+Ys,where

K

Y= ——
(s+2)(s+1)

3
27 (54+2)(s+1)

P T
s7(s+2)(s+1D)

5¢7%

VoS
sT(s+2)(s+1)

_ 10
5 s(s+2)(s+1)
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By the use of partial fractions, we can determine that

'Y)=2e-¢""

1

_ 5 15 5 ., _
£ 1(y;) Eit —“2('—;; ? +5
_ 5 15 5 ' '
£ 1(Y4) - E - —Z—Z 46 2 +5€2€ M(I—Z)

Summing the above five terms gives

ét_§_2€—2f+7g‘f, forz <2
2 4 4

y()=
_ 2+Ee4 e+ (7456 e, fort =2

4 4

This problem can also be solved numerically by the use of the ode45 function in
MATLAB. The MATLAB program used to solve the above problem follows.

o\°

ODE_laplace2.m

This program solves a system of 2 ordinary differential equations
by using ode45 function. The problem is to determine the
y(t)positions of a mass in a mass-spring-dashpot system
Yl=y, Y2=v, Y1'=Y2, Y2’'=5%t-3Y2-2Y1, for t < 2,
Y2'=-3Y2-2Y1, for t >= 2,

y(0)=1.0, y'(0)=0

clear; clc;

initial=[1.0 0.0];

tspan=0.0:0.1:4;

toll=1.0e-6;

tol2=[1.0e-6 1.0e-6];

options=odeset (‘RelTol’,toll, 'AbsTol’,tol2);

[t,Y]=ode45 ('dYdt_laplace2’, tspan,initial,options) ;

P=[t YI];

dt=0.1;

for i=1:41

tl(i)=(i-1)*dt;

t2=(i-1)*dt;

if t2 < 2

o° o° o° o° o

o°
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ylp(i)=2.5%t2-15/4-9/4%exp (-2*t2)+7*exp (-t2) ;
end
if t2 >= 2
ylp(i)= - (9/4+15/4%*exp(4)) *exp (-2*t2)+(74+5*exp (2) ) *exp (-t2) ;
end
end
plot(t,¥(:,1),tl,ylp,'x"),
xlabel (‘t’),ylabel ('y,ylp’),title('y & ylp vs. t’), grid;

o°

dydt_laplace2
This function works with ODE laplace
Y(1)=y, Y(2)=v
Y1'=Y(2), Y2'=5*t-3Y2-2Y1, if t >2, Y2'=-3Y2-2Y1, if t >= 2
function Yprime=dyYdt laplace(t,Y)
Yprime=zeros(2,1) ;
Yprime (1)=Y(2);
if t < 2

Yprime (2)=5*t-3.0*Y(2) -2.0*Y(1);
else
Yprime (2)= -3.0*Y(2) -2.0*Y (1) ;

o oe

o°

end

A comparison of the ode45 and the Laplace Transform solution is shown in
Figure 12.4.

y&yLpvs.t

2.6 T T T T

Solid line-Solution by ode45 Function
2.4 - -x=Solution by Laplace Transforms - R - o

Y, yLp

Figure 12.4 A comparison between a solution obtained by Laplace Transforms
and ode45.
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12.7 Convolution

Given two transforms (s) and G(s) whose transforms are fz) and g(?) are known, then

EHUF ()G )= J.f(r)g(t—r)dw Ig(r)f(t—r)dr (12.32)

Proof:
F(5)G(s5)= jf(p)e’f”dp J.g(ﬂe’“f“ (12.33)
0 0
F<s>G<s>=jg<r> j F(e T dpldr (12.34)
0 0

Let p+1t=1¢,then when p =0,z =7 and when p = oo, r = co. Also dp = dt.

oo

F(J)G(s)=jg(’c) Jf(t—r)e’”dt d‘c=jjg(’t)f(t—’t) e dtdnt (12.35)

0

where R is the region below the line # = T as shown in Figure 12.5.

The integration order of the multiple integral in Equation (12.35) is to inte-
grate with respect to # first, then with respect to T second. In this case, the order of
integration does not matter. So we can integrate with respect to 7 first, then with

Region R

Figure 12.5 Integration in the (1, t) plane.
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respect to ¢ second. This gives

F(5)G(s) = Ji[g(r)f(t—r) e fdtdn
R

:Ig”{j'g(’l:)f(t—”c) dT}dt=£{j'g(‘C)f(t—‘C)d’C}

0 0 0

Thus,
t

e FEOG() = j 20 - dn (12.36)

0

We can reverse the roles of fand g, giving

SUFE)G () = j ¢(t—1) f(D)dt

Example 12.8

Let’s apply the convolution formula to the second term in the Y (s) function in
Example 12.6. In that example the second term in the Y (s) function is the ¥; term
in Equation (12.37).

s 1 10

Y(s)= — + =Y +Y
+2)(s+1)  (+2)G+1D)  (P+4)G+2) 6+ 1?2

Y, (12.37)

£1(Y)=£1(S )=£1( 2 —1J=262’—e’
! (s+2)(s+1) s+2 s+1

g—l(Yz):_s—l[lj:_(_ 1 +1j:€_2t—g_f
(s+2)(s+1) s+2 s+1

Y, +Y,) =3 =20 (12.38)

10
(*+4)(5+2)(s+1)

ey, = }= 1087 (F(5)G(s) (12.39)
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where

> and G (s) = !

F(s)= -
sS+4 (s+2)(s+1)

SHE(5) = %sinth F@)and £(GE) == +e =g ()

SF(5)G(s)) = J.g(t—‘t)f(’c)d‘l: = J‘(—EZ(’*T) e ¢ ’4))%5111216{‘5

SF ()G (s) =—% e J.e“ sin2T dt + % e’ JeT sin2TdT (12.40)

0 0

From integral tables

J. e sin px dx = ¢ (asin px— pcos px)
a +p

Applying the above equation to Equation (12.40) gives

£_1(F(S)G(S))_—l€_2t ¢** (2sin2T—2cos 271) l_}_lg_t e (sin2T—2cos21T '
2 4+4 1+4

0 0

After collecting like terms, the above equation reduces to

SUF($)G(5) = —%Sinb‘—%cosb‘—%e—zt +%€_t (12.41)

Combining Equations (12.38), (12.39), and (12.41), we obtain
'Y () =1.75¢"* —0.25sin27—0.75cos 2 ¢ (12.42)

which is the same as we obtained earlier.
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12.8 Laplace Transforms Applied
to Partial Differential Equations

Let us obtain the Laplace Transform of the following PDE:

2 2
06, ,9°6 C@JFD@HEG F(x, 1) (12.43)

A
8x2+ ot 0x ot

where0=0(x,#) and 0 <t < oo,
Multiply both sides of the above equation by e

2 e 2 2 ¢ P 3
o 42 d =JA8 (2e*”d:r:ALz_[e[”d”:Aize(x;‘)
t—s ax ) ax dx 0 dx

where 8(x;5) = the Laplace Transform of 6(x,z) .

%0 [.2°0 _, _ 40
f§f(38t2]:-!38t2€ dt=B(:29—59(x,0)—dt(x,O)j

J.C _”dt=CiJ.96_”dt=Cié(x;s)
t—>: dx ) dx

( ]J.D ¢ dt=D (50 (x;5)—0(x,0))

=St

and integrate from 0 to oo.

L (F0O)= J'Eee-” dt = E (0 (x;5))

t—s

L (F)=J.F e " dr =F (x;5)

t—s

From the above relations, it can be seen that Equation (12.43) becomes an ordinary
differential equation with respect to x. In this equation s is considered a constant.

That is,

d*e do 00
A e CE+(B: +Ds+E)0=F (x; 5)+(Bs+D)0(x, 0)+B—(x 0) (12.44)
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One also needs to take the Laplace Transforms of the boundary conditions. Suppose
that

00.0= £, and 3 (L=, ®)
Then
0(0;5)=£(g,) (12.45)
(gzu t)) = lim —Je(x fe " dr = lim %é(x;s)
Thus,
"Z(L;;) =2(g,) (12.46)

The initial conditions 6 (x,0) and 376 (x,0) are directly entered into Equation (12.44).
2

Example 12.9
Consider a semi-infinite slab, initially at a uniform temperature, 7;, that is suddenly
subjected to temperature 7; at its free surface (see Figure 12.6). The governing PDE is
vor _a'T
a dt  Jx’

where 4 is the thermal diffusivity of the slab material.

Yl

Figure 12.6 Semi-infinite slab.
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Initial Condition

T(x,O)zTi

Boundary Conditions
T(0,:z)= T,

T (o0 1) =T,

To simplify the method for obtaining the solution, let® (x,z) =7 (x,z) —Tl_,then

the above equations reduce to

19020
a at _ax2

0(x,0)=0
0(0,0)=T -T,

0(c0,2)=0

(12.47)

(12.48)

(12.49)

(12.50)

Taking the Laplace Transform of both sides of Equations (12.47), (12.49), and

(12.50) gives

1, 4*e
;(se—e(x,()))= 2
B(c0;5)=0
_ -T

t—s

The solution is

=

K
X =\ X

Vﬂ
+cze

6(x;5)=cle

(12.51)

(12.52)

(12.53)

(12.54)

(12.55)



274 m  Numerical and Analytical Methods with MATLAB

Applying a boundary condition, Equation (12.52) gives

0 (co; 5)=0—>cl=0

‘Then
B=c, ;@ )

Applying a boundary condition, Equation (12.53) gives

T -T
6(0;5‘)=¥26‘2 )

s

Thus,

0= 51, ﬁ (12.56)

From Table 12.1

Therefore,

or

Tlon=1, af | — (12.57)
7,1, 2\ar '

Example 12.70

Suppose we consider the same problem as Example 12.9 except we will replace the
boundary condition at x = 0 with the convection boundary condition

T b B
5(031-)_;(7—'(0:1‘)_7—;)_0 (1258)
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Again, let8(x,7) =7 (x,#) = T, then the PDE, the initial condition, and the bound-
ary condition at x = co are the same as in Example 12.9, that is,

100 0°0

;EZ 9.2 (12.59)
0(x,0)=0 (12.60)
0(c0,7)=0 (12.61)

By adding and subtracting 7; to the terms inside the parentheses of the second term
in Equation (12.58), the boundary condition becomes

98 0.0-"160.0+T T 1=0 (12.62)
ox k :

Taking the Laplace Transform of both sides of Equations (12.59) and (12.61) and

applying the Laplace Transform boundary condition to the Laplace Transform of
the PDE, we obtain as in Example 12.9

Then

s b T-T 0 ‘
— - + L *® | = .
SN, el s (12.63)
Solving for ¢, gives
h1 T, 1
== X
ks b s (12.64)
k a

Therefore,
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From Table 12.1

_ bffﬁ\/— 2 B
S G —e (" —tBreT e;fc b\/; +—F
(b+\[) [2\[J 2\5 (12.66)
Comparing Equation (12.66) to Equation (12.65),

hf

and B=

\/; (12.67)

Applying Equations (12.66) and (12.67) to Equation (12.65) gives

= - erfc 7)6 e ] /7\/7
ol e

i)

or

12.9 Laplace Transforms and Complex Variables

Up to now, we only considered s to be a real number. However, one may also con-
sider s to be a complex number; that is, s = x + 7y. Then

FO= [ £ di=utep)+iviey) (12.69)

where f'(#) is a real-valued function that is piecewise continuous (see Reference [1]
for additional conditions for f(#)) and F (s) is analytic in the half plane. A function
F(s) is said to be analytic in a domain, D, if it is defined and differentiable at all
points of D. It can be shown [1] that

Y+ip

- lim J F(s)e' ds (12.70)
2Mi B "
y—i

f@)=
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y +Y+ip

G

dy-ip

Figure 12.7 Integration of F(S) on line C, in the complex plane gives f (f).

where the line integral (y—:3 — Y + ) is the curve C, in the complex plane shown
in Figure 12.7. It is convenient, for reasons that will become clear later, to combine
curve C, with curve C, forming the closed path as shown in Figure 12.8. Residue
theory (discussed in the following section) provides the means for determining the
value of the line integrals around a closed path without actually carrying out the

T~y +ip

Figure 12.8 Region in the complex plane for determining f (¢).
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line integrations. Suppose that the value of the line integrals around the closed path
of curves C, and C, by residue theory is g(), then

v+if
2mig(t)= J- F(s)e' ds+ jF(:)e”a& (12.71)
c

v-ip 2

It can be shown [1] that ﬁlim '[Cz F(s)e* ds—0 . Thus,

1
g(’):f(t)zfméifl F(s)e” ds (12.72)
C1+C2

12.9.1 Residues and Poles [3]

If 5, is an isolated singular point of G (s) it can be expressed as a Laurent series

— b b b
G(s)= s )+t —2 .+ — ... (12,73
) ;ane W T ey (12.73)

The term 4, has particular significance, that is,

1
b, = i gSG(s)dv (12.74)
C

where C is a closed curve enclosing the singular point.
If in Equation (12.73), &,,,,5,.,, ... are all zero and bm #0,then G (s;) has a

pole of order m. If G (s) is singular at s, and ¢ (s) = (s—s,)" G (s) removes the sin-
gularity, then

(m=1)
, 20 (12.75)
U (m=-1)!
where
m—1 dm_l (b
0" (s =" oy ()
Ifm = 1)
b Zq)(so):}i_rf} (s=5,)G (s) (12.76)
If
Gls)= 2 ()
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where both p(s) and g(s) are analytic at syand p (s)) # 0, then both p and g can be
expanded in a Taylor Series about s, giving

p(s0)+p'(so)(s—so)+%p"(50)(s—s0)2+...
G(s)= :

’ 1 ”
q(s,)+q (so)(s—so)—k;q (5,)(s=s,)2 ++-
If G () has a simple pole at s5,, then g,(s;) = 0, ¢’(s,) # 0, and

p(50)+p'(so)(s—so)+%p"(50)(5—s0)2+---
(s=s,)G ()= .

q'(s,) +%q”(so)(s—s0)+---

By Equation (12.76)

The term b, is called the residue of G (s) at the isolated singular point s,. If curve C
encloses 7 isolated singular points (see Figure 12.9) of G (s), then

(ﬁc;(s)ds=znz'(l<l+1(2 +ot K) (12.77)
C

where K = the residue at the jth isolated singular point.

y+ip

2

Figure 12.9 Region enclosing several poles.
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Defining G (s) = F (s)¢’* and comparing Equation (12.72) with Equation (12.77),

we see that

g)=f@)=(K +K,++K ) (12.78)

Example 12.71
Suppose we take the Y (s) from Example 12.5 and obtain y () by residue theory. In

that example

2s 5 25742545
Y(s)= >t 2 = 2
s+1 G+D(G"+1D)  (+D(G"+1)

(12.79)

The functions Y (s) corresponds to F (s) and y (¢) corresponds to f (#) in Equation
(12.71). Thus,

where K, is the nth residue of G(s) =Y (s)e’’, which has simple poles at s = —1
and s=+.

Pole at s =—1:
. 2-2+5 _, 5 _,
K = lim s+1)G(s)= e == (12.80)
s— -1 2 2
Pole at s = +:
242i45 ,,  3+2i
K =lim(s-:)G(s)= ! Se”= S+2i (cost+isint)
2= (+7)(2i)  —2+2i
KZ=%(—2cost+105int—1Oicost—2isint) (12.81)
Pole at s = —i:
2-2i+
K= lim 4G () = —2=2%5 (osr—ising)
> (1-7)(=24)

1
K3=—§(2cost—1()sint—10ic05t—2z’sint) (12.82)
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Adding K, K,, and K; gives
() ! t+5 in¢ (12.83)
==e¢ ' ——cost+—sin .
7 2 2

which is the same answer obtained in Example 12.5.

Exercises

Exercise 12.1

Determine £(sin® ®¢).

Exercise 12.2

Determine £(¢* cos ).

Exercise 12.3

Determine £(¢ 7’ sin2¢).

Exercise 12.4

Determine the Laplace Transform of the function shown graphically in Figure E12.4.

Exercise 12.5

Determine €' 2237—“ .
(“+9)(s—2)

P <

Figure E12.4 Function y ().



282 ® Numerical and Analytical Methods with MATLAB

Exercise 12.6

Determine £’ % .
(s +3s5+2)

Exercise 12.7

1
G+D(s* +3542)

Determine £_1( J by convolution.

Exercise 12.8

Solve the following differential equation by Laplace Transforms:

Y +3y+2y=3¢"", y(0)=1, y(0)=2

Exercise 12.9

Determine y () of Example 12.6 by theory of residues in complex variables.
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Chapter 13

An Introduction to the
Finite Element Method

C.T. Tsai

13.1 Finite Element Method for Stress Analysis

The finite element method is a powerful mathematical tool to numerically calculate
the stresses and deformation in structures with complicated geometry, boundary
conditions, and material properties. For a two-dimensional stress analysis prob-
lem, a solution can be obtained by solving a partial differential equation (PDE)
in MATLAB®, where a complicated geometry can be built and meshed. Then the
PDE can be discretized on the mesh and solved, providing an approximate solu-
tion. The pdetool graphical user interface in MATLAB provides easy-to-use graphi-
cal tools to describe complicated domains and to generate triangular meshes. It
also discretizes PDEs, finds discrete solutions, and plots results. To overview the
fundamentals of the finite element method (FEM) and understand how finite ele-
ment formulations are developed for various PDEs, a structural mechanics plane
stress problem is described below.

13.2 Structural Mechanics Plane Stress Analysis

In structural mechanics, the equations relating stress and strain arise from the
applied forces and constraints in the material medium. Plane stress is a condition that
prevails in a flat plate in the (x, y) plane, loaded only in its own plane and without
z-direction restraints; that is, all the stress components in the z direction vanish.

283
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(a) General state of stress (b) Plane stress (c) Plane stress
(two-dimensional view)

Figure 13.1 Illustration of stress at a point in a body.

A general description of plane stress at any point of a solid is shown in Figure 13.1,
where all the stress components in the z direction (0,, T,,, and 1,,) are zero.
The three-dimensional generalized Hooke’s law for an isotropic material is [1,2]

1
e = E[Gx -v(o,+0,)] (13.1)
1
e, = E[G] -v(o, +0_)] (13.2)
1
€, = E[GZ -v(o,+0)] (13.3)
T T d sz
Vo= Exy 1) = é ’ Y=g (134

where E is the elastic modulus or Young’s modulus, v is the Poisson’s ratio, and G is
the shear modulus, which is defined by
G= £
2(1+v)

For plane stress, Equations (13.1) through (13.4) become

1
€ = E[GX —v(o,)] (13.5)

g, = %[Gy -v(o,)] (13.6)
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e, = [0, +0) (137)

T 2(1+ D)Txy
G E

(13.8)

Equation (13.7) indicates that without z-direction restraints, the strain €z may not
be zero, even though the stress in the z direction, ©,, is zero. Equations (13.5)

z

through (13.8) can be written in matrix form as shown by Equation (13.9).

x | 1 -V 0 x
& |= zl ! 0 % (13.9)
Y 0 0 2(1 + 1)) T

Xy Xy

The inverse of Equation (13.9) gives the stress—strain relationship for the plane
stress problem:

c, 1 1) 0 €
E v 1 0
[o1=| %, |= 1= RO (I (DIl (13.10)
TX) 2 yxy

Matrix [D] in Equation (13.10) is denoted as the material matrix for the plane
stress problem.

The strain components of the material are described by the displacement com-
ponents u and v in the x and y directions, respectively, and are defined by

_ du _dv d _du  ov
Sx—$’ %—57 an ny—gﬁLg (13.11)

The equilibrium equations are

ds, OT,
X+ = 13.12
o T oy T 13.12)
thy 78(% 0 (13.13)
+—L+ f = :
ox  Jy 5y

where £ and f] are body forces in x and y directions, respectively. Combining
Equations (13.10) and (13.11), and substituting the combination into Equations
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(13.12) and (13.13) gives the PDE in terms of displacement components, u and v, as

shown by Equations (13.14) and (13.15):

827u+&+1+0i al+al +2(1+D)f—0
dx> 9y’ 1-vox|\dx Iy E *
v 9v 14+v d(du ov 2(1+1))

gy, 2y v eyt Yy =0
8x2+ay2+1—l)ay(ax+ay]+ E %y

Equations (13.14) and (13.15) can be rearranged into the following:

2 2
G(au+auj+(6+u)a(au+a"j+fx =0
<y dy

where p is defined as

(13.14)

(13.15)

(13.16)

(13.17)

Equations (13.16) and (13.17) are elliptic PDEs. In MATLAB [3] # is a vector of

:|, and is written in as

~V-(cVu)= f

. . u
two dimensions,
v

(13.18)

where c is a rank-four tensor, which can be represented by four 2 X 2 matrices, ¢,
C12» > and ¢,,. For homogeneous isotropic elastic materials, they are defined as

_2G+LL 0
h = 0 G
Y u_
Cin = 0
0 o]
CZIZ_M 0_
e o
2710 2G+u

(13.19)

(13.20)

(13.21)

(13.22)
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The body force, £ is defined by
£
f { (13.23)

Substituting Equations (13.19) through (13.23) into Equation (13.18) gives

d d Jd 9
—{ g 5 ](611Vu+£12VV)=—|: g @ :l

N &
2G+p 0 ox 0 u ox
S LR ]
y dy
o’u v *u v
= (2G+n) 7Y - q%Y g2V
( +u)ax2 uaxay dy’ 0xdy £
3 0 | 3 2
—[ 8736 @ _(CZIVu-i-szVV):—[ 8736 a ]
| e
0 G ox N G 0 ox
[T Ju 0 2G+nu v (13.25)
Y dy
v o*u v o*u
= G+m Y- BCLASCRA -
QG+ dy’ uaxay ox’ 0xdy 5y

Equations (13.24) and (13.25) are identical with Equations (13.16) and (13.17).
Therefore, the same finite element equations can be formulated by using either
Equations (13.12) and (13.13) or Equation (13.18).

In the FEM, the domain Q is divided into a finite number of simple geometric
objects such as triangles or quadrilaterals. In MATLAB’s pdftool, only 3-node tri-
angles are used to approximate the computational domain Q. The triangles form
a mesh and each vertex is called a node. Each triangle is counted as one element.
Since each edge of the triangle is a straight line, the curved boundaries of a domain
cannot be modeled accurately using just a few elements. Therefore, in regions near
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1(x1,)’1)

Figure 13.2 Linear triangular scalar field element.

curved boundaries, more triangular elements are needed to improve the accuracy
of the solution.

In the FEM, a triangular element (see Figure 13.2) is created with known poly-
nomials for the field variables, such as u and v, within the element. The polynomials
interpolate the field variables at each node by the concept of a shape function. This
concept is described in the next section.

13.3 The Shape Function for a Linear Triangle Element

For a 3-node triangle element with three prescribed values of field variables F,, F,,
and F; at nodes 1, 2, and 3, as shown in Figure 13.2, one can assume a linear inter-
polation function for the field variable F(x, y) as [4]

F(x,y)=a+bx+cy

R

(13.26)

Nl

=1 « yJ

c

Figure 13.3 lllustration of three shape functions.
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The values of F at the nodes shown in Figure 13.2 are given by

E 1 xl .yl a a
FVZ =1 X Nz b = [A] b (1327)
5 Loxg g5 |Le ¢

The inverse of Equation (13.27) is

X3 T XYy XN T X X)) T NN F

a
1
b :m Y= s Vs =N h= FZ (13.28)
c Xy — X, X)Xy X, =X F3
where
‘A‘ =X,07X30, + X3 — %13 T X0, ~ %) (1329)

Substituting Equation (13.28) into Equation (13.26) gives

1 ] X037 X0, X T XYy %), — X0 || B
x
F(x,)/)zTy Y= Vs =N =0 F,
X3 7% X1~ X X T X F
A
=N,y N,(xy) N(opRE (13.30)
5
where
%, 05 = %39, + x(9, = 3) + y(x; — x,)
N, (x,y) = 1 (13.31)
4|
XY T X +x(y; = y)+ y(x, —x3)
N,(x,y)= ¥ (13.32)

x 9, —x 9 +x(y —9y.)+ y(x, —x,)
Ns(x’y)z )2 21 )|’1A| )2 Jix, 1 (13'33)
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The illustration of three shape functions is shown in Figure 13.3. The summation
of three shape functions equals unity.

13.3.1 3-Node Triangular Element for 2-D Stress Analysis

For two-dimensional (2-D) stress analysis, there are two displacement components,
u and v, at each node as shown in Figure 13.4. The interpolation function of each
component, u(x, y) and v(x, y), is given as [4—0]

al aZ
u =1 x g1 b vy =l1 & yli b (13.34)
[ c

1 2

Since the displacement components within the element are a linear function of x
and y, the strains are constants as given below:

_au_b _ov _du , dv

€. = o €, = 5_ © Vo dy ox 7 (13.35)

Conclusion

The strains and stresses are constant within the 3-node triangular element.
Therefore, this element is also called constant-strain triangle (CST).

Uy
1(x1: }/1)

Figure 13.4 Linear triangular element for 2-D stress analysis.
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Figure 13.5 Area coordinates in a triangular element.

13.3.2 Shape Function in Area Coordinates

The shape functions shown in Equations (13.31) through (13.33) are not suitable
for finite element formulation. For finite element formulation, it is essential to
map physical elements of various sizes and shapes into the natural or intrinsic
coordinates. For the triangular element, an area coordinate is used as natural or
intrinsic coordinates. Figure 13.5 shows the definition of area coordinates, where
a point (x, y) in the triangle can divide the area A into three areas, A;, A,, and
A,
From Figure 13.5 it can be seen that

(13.36)
Define

A
L :j L =% L =% (13.37)

Then every Cartesian coordinate (x, y) can be also represented by area coordinate
(L, L,, L;). From Equation (13.37), it can be seen that L, = 1 at node 1 and 0 at
nodes 2 and 3; L, = 1 at node 2 and 0 at nodes 1 and 3; L; =1 at node 3 and 0 at
nodes 1 and 2 as shown in Figure 13.5. Also by Equation (13.36), L, + L, + L, =1.
Therefore, the shape function N;, N,, and Nj; can be defined as

N, =1L N,=1, Ny=Ly=1-I -1, (13.38)
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V3

Va

Uy

(b)

Figure 13.6 (a) Global displacement components for an element with node num-
bers i, j, and k. (b) Corresponding displacement components in a local element,
where local node numbers 1, 2, and 3 are corresponding to global node numbers
i, j, and k, respectively.

Now, Equation (13.30) can be also written as an interpolation of displacement
components at the three nodes as given in Equation (13.39):

" el
u=lN, N, NJJ{u {, v=IN, N, N, (13.39)
u

R

3

The illustration of these shape functions is also shown in Figure 13.3.

Now the displacement solution is a simple linear function of x and y coordi-
nates, on each triangle. If the exact displacement solutions in the whole domain
are also linear functions of x and y, one could obtain an exact solution by using the
triangular elements in finite element analysis. If the exact displacement solutions
in the whole domain are not linear functions, one can still obtain an approximate
solution by using more triangular elements in the whole domain.

13.3.3 Finite Element Formulation Using Triangular Elements

Same finite element equations can be derived by using either Equations (13.12)
and (13.13) or (13.18). Equations (13.12) and (13.13) will be used here to derive
the finite element equation. The same equation can be derived in the MATLAB,
which uses Equation (13.18). Equations (13.12) and (13.13), which are in the form
of stress components, will be converted to displacement components z. What we
are looking for is the best approximation of # in the class of continuous piecewise
polynomials, and we need to test the equation for # against all possible functions »



An Introduction to the Finite Element Method ®m 293

of that class. Testing means formally to multiply the residual against any function
and then integrate, that is, determine # such that [4—6]

0. T lsus PP p lov a0 (340
J. ax 3 + £, [du+ ax §+fy v = .

for all possible du and dv in the area domain Q. The functions du and dv are usu-
ally called weighting functions or fest functions. In stress analysis these functions are
defined as virtual displacements.

Integrating Equation (13.40) by parts (Green’s formula or divergence theo-

rem) gives
j EsudAz—j G @dmj n.G.oudS (13.41)
Q Ox ¥ ox s © O
BT—WS dd = B SudsS
Lz dy u __j Ty Jy +J‘Sny1:x7 u (13.42)
Jt v
J. —2évdA = J 7dA+J. ntT_0vdS (13.43)
Q aX S 9
d0v
J. *SvdA c —¢1A+J. n G OvdS (13.44)
o ’ Rehe

where S is the boundary of the area domain Q and 7 =7 i + ny]’ is the unit vec-
tor normal to the boundary S. Substituting Equations (13.41) through (13.44) into
Equation (13.40) gives

- a7
abu
aag o " S
v du x
_ —_— o, A dA
jg dy ! " Lz{ﬁv} lify]
v du| [™ (13.45)
ox ay

+ G +nT )ou+(nT_+n0 )Ov]dS=0
J.S[(nx LT, Xy)u (nxxy n, y) v]
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where
T =n6_+n1_=n 5 (e, +vE )+n Y (13.46)
x x T x vy “1—v * ) 72(1+v) 7 )
T =n1T_+n0_=n Y, tn s (€, +Vve) (13.47)
y T e Ty T g ) e T T oyt Y x .
Substituting Equation (13.11) into Equations (13.46) and (13.47) gives
E (du v E dv  du
T = —4+v— |+ —+ 13.48
: x1—u2(ax ayj " 2(1+U)(8x ayJ (1348)
B (), B ()
Yo 2(14v) o 9y ) V1-vildy ox (13.49)

Equations (13.48) and (13.49) are called Neumann boundary conditions.
Substituting Equations (13.48) and (13.49) into Equation (13.45) gives

T

ddu
ox G
J v x
- Q aJ’
v du | | Tw
7+7
ox dy

X

T
ds=0
y

(13.50)

By using Equations (13.10) and (13.11), Equation (13.50) can be expressed in terms
of 2-D displacement field u and v as given by Equation (13.51):

T

ddu
ox
ddv
Jy
ox  dy

du
x
k%
dy

ov du
7.,_7

dA+J.Q{

ox dy

i

5

(13.51)
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If the domain is divided into a finite number of triangular elements, Equation
(13.51) becomes

- T -
ddu du
o ox ]
= odv ov ‘ Su f.
_Z‘J v [P ‘M+;.[[5v} s
W o | | o
ox dy ox 9y (13.52)

m 8 T T
u x _
ZHS} o

where 7 is the total number of elements in the domain Q, and  is the total num-
ber of element edges subjected to Neumann boundary conditions. For a 3-node
triangular element, both displacement fields (u and v) and weighting functions
(Ou and &v) have the same interpolation function as shown in Equation (13.39).
Therefore, any triangular element with global node numbers i, j, and k can be
replaced by a triangular element with local node numbers 1, 2, and 3 as shown in
Figure 13.6. In addition, the element stiffness matrix and load vector can also be
expressed in terms of local node number. The strains in an element can now be
expressed as

S I A
e ox ox ox ox Vi
8y _ al - 0 % 0 % 0 % U,
dy dy dy dy v,
Yol Jav ol | av, oy, av,  an, AN, N, ||,
ox Oy dy ox oIy ox dy  Ox v,

= [Blylgla
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The following term can be defined as virtual strains as

[ 9%u AN,
oon oo
5. ox ox
o, |= 9y 0 CAN
4 dy dy
o | |odv adu| | aN, oN
7+7
ox 9y dy ox
= [B]3><6 [Sq]éxl

a N3 0 811 1

ox dv,

a& 0 a& du 2
dy | v,

ON, ON, ON, du,

ox Jdy Ox Sv

(13.54)

where [B] relates the displacement with the strain and is defined as the strain-
displacement matrix. Therefore, the first term in Equation (13.52) can be expressed

as follows:
- a7
odu
Ox
dov
[
ox  dy

Ju
Ox
ov
5

dv Ju
7+7

ox Jy

(13.55)

where [k]¢ is the stiffness matrix of the triangular element, defined as

4] = j [BY [D][B]dA

The second term in Equation (13.52) is related to the body forces, which can be

expressed as

J‘ du
e SV

o

du
ov
du

1

1

2 J‘
2 €

3

du
dv,

o7

2

=z o

2o 2o

OWZO
L»zow

(13.56)
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where [F]; is the equivalent load vector of body forces in this element, which is

N _
N0 - A
0 Nl N1f7 F2
N 0 fx szx F,
[F] = J. 2 dA = J. dA=| (13.57)
N5 [3 stx FS
N N ||

The equivalent forces are acting at each node of the triangle as shown in Figure 13.7.
The third term in Equation (13.52) relates the surface traction boundary condi-

tion (that is, the Neumann boundary condition). If the surface traction acts on edge

1-2 of the triangles as shown in Figure 13.8a, this term can be expressed as follows:

u
! N 0
ov, 0 N,
T
sul | T du, J N 0 T, 7
ds = 2 dl =[0q] [FT;
L|:5V} T, N N IS | Bl el S
du, 0 0
dv, I 0 0 |
(13.58)
3
2
1
(@

Figure 13.7 (a) Body forces acting on an element. (b) Equivalent nodal force at
each node due to the body forces.
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(a)

Figure 13.8 (a) Surface tractions T acting on the edge of an element. (b)
Equivalent nodal force at each node due to the surface tractions.

where[F];. is the equivalent load vector due to surface traction acting on the bound-
ary, which is

N, 0 I
0 N, T,
e N Ll (13.59)
! hoy 0 N, Ty T, .
0 0 0
0 0 0

The equivalent loads are only acting at nodes 1 and 2 since the surface traction is
applied on edge 1-2 as shown in Figure 13.8.
Finally, Equation (13.52) can be rewritten as

n n m

D (8g1 (kELq), = D (8 LFT, + Y [8q) [F);, (13.60)

i=1 i=1 7=l

Now all the triangle elements, with node number i, j, and k as shown in Figure 13.6,
are assembled together and expressed in terms of the global displacement compo-
nents [Q] as shown in Figure 13.6a; then, Equation (13.60) becomes

[3QY [K1[Q1=[8QI" ([F], +[F], +[P]) =[8Q] [F] (13.61)

where [K] is the global stiffness matrix for the whole domain, [F], and [F] are the
global load vector due to body force and surface traction, and [P] is the concentrated
force acting at the nodes. [F] is the assembly of all forces acting on the domain. For
an arbitrary value of the test function [8Q], Equation (13.61) becomes

(K]1[Q]=[F] (13.62)
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Equation (13.62) can be solved by applying the known displacement value at nodes
on the boundary (that is, Dirichlet boundary conditions). Once the unknown
displacements at nodes are obtained, they will be employed in Equation (13.53)
to calculate the strains in each element. Finally, the strains are substituted into
Equation (13.10) to calculate the stress component in each element.

13.4 Finite Element Analysis Using
MATLAB'’s PDE Toolbox

MATLAB’s PDE Toolbox™ software [3] can be used to numerically solve a 2-D PDE
problem by defining the 2-D region, the boundary conditions, the PDE coeflicients,
and generating meshes for the region. After the problem is solved, the results can
be visualized. Advanced applications are also possible by downloading the domain
geometry, boundary conditions, and mesh description to the MATLAB workspace.
From the command line (or M-files) you can call functions to do the hard work, for
example, generate meshes, discretize your problem, perform interpolation, plot data
on unstructured grids, etc., while you retain full control over the global numerical
algorithm.

Before you start the PDE toolbox, it is better to formulate a PDE problem on
paper (draw the domain, write the boundary conditions, and the PDE). To start the
PDE toolbox, at the MATLAB command line, type

pdetool

and press the enter button as shown in Figure 13.9. This invokes the graphical user
interface (GUI) as shown in Figure 13.10, which is a self-contained graphical envi-
ronment for PDE solving,.

You can click the Option button as shown in Figure 13.11 to create the grids,
define grid spacing, select axes limits, select the type of problem you want to solve,
etc. For example, if you are solving a plane stress problem, from the drop-down
menu select the “Application Option,” then select the “Structural Mechanics, Plane
Stress” option.

To draw the geometry of the model, click the Draw button and start to draw
solid objects (rectangle, circle, ellipse, and polygon) as shown in Figure 13.12.
You can combine these objects by adding or subtracting them to create the
geometry you want. Similarly, to apply the boundary conditions, click the
Boundary button and you can specify different types of boundary conditions
on different edges.

In the PDE mode, you interactively specify the type of PDE and the coeflicients
¢, a, f, and 4. You can specify the coeflicients for each subdomain independently.
For structural mechanics, heat transfer, or other specific problems, you just need to
specify the material and the thermal and physical properties in the model.
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MATLAB 7.6.0 (12008a)
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Figure 13.10 MATLAB graphical user interface (GUI) for PDE toolbox. (From
MATLAB. With permission.)
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Figure 13.11 Options button. (From MATLAB. With permission.)
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Figure 13.12 Draw button. (From MATLAB. With permission.)
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) Solve Parameters @@@

Adaptive |
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Figure 13.13 Solve parameters window. (From MATLAB. With permission.)

To generate the mesh, click the mesh button. You can control the parameters
of the automated mesh generator. After solving a problem, you can return to the
mesh mode to further refine your mesh and then solve again. If solutions from both
meshes are sufficiently close, it indicates that the solution has converged to an accu-
rate solution and further mesh refinement is not needed. Otherwise, keep refining
the mesh until the solutions converge to an accurate solution. You can also employ
the adaptive mesh refiner and solver by clicking on the “Solve” menu and select-
ing the “Parameters” drop-down menu item; a window will pop up as shown in
Figure 13.13. Then you select the adaptive mode item from the menu bar and input
the parameters in the window. In this mode, the mesh is automatically refined until
a solution has converged to accurate solution.

In the solve mode, you can click the “Solve” menu item and select the “Solve
PDE” button to solve the model you created or you can select the “parameters...”
button to control the nonlinear solvers for elliptic problems as shown in Figure 13.13.
For parabolic and hyperbolic problems, you can specify the initial values and the
times for which the output should be generated. For the eigenvalue solver, you can
specify the interval in which to search for eigenvalues.
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Figure 13.14 Plot solution window. (From MATLAB. With permission.)

To visualize the results, you can click the “plot” button and select the “Plot
Solution” to plot the results. You can also select the “parameters...”, then a window
will pop up as shown in Figure 13.14 and you can select the options in the win-
dow to control your plots with a wide range of visualization possibilities. You can
visualize both inside the pdetool GUI and in separate figures. You can plot three
different solution properties at the same time, using color, height, and vector field
plots. Surface, mesh, contour, and arrow (quiver) plots are available. For surface
plots, you can choose between interpolated and flat rendering schemes. The mesh
may be hidden or exposed in all plot types. For parabolic and hyperbolic equations,
you can even produce an animated movie of the solution’s time dependence. All
visualization functions are also accessible from the command line.

The PDE Toolbox software is easy to use in the most common areas due to the
application interfaces. Eight application interfaces are available [3], in addition to
the generic scalar and system (vector valued #) cases:

Heat Transfer
Diffusion

B Structural Mechanics—Plane Stress
B Structural Mechanics—Plane Strain
B Electrostatics

B Magnetostatics

B AC Power Electromagnetics

B Conductive Media DC

| ]

| ]
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These interfaces have dialog boxes where the PDE coefficients, boundary con-
ditions, and solution are explained in terms of physical entities. The application
interfaces enable you to enter specific parameters, such as Young’s modulus in the
structural mechanics problems. In this book, we will use structural mechanics
and heat transfer problems as examples to explain how to use the PDE toolbox.

The typical processes of using the PDE toolbox to create the finite element model,
obrtain solutions, and display the results are listed in the following three major steps:

1. Preprocessor: Create a finite element model.
(@) Specify the appropriate PDE-type problem.
(b) Set up the drawing area and create a solid model.
(¢) Specify the boundary conditions.
(d) Input the physical constants.
(e) Generate the mesh.
2. Solution: Obtain the solution.
3. Postprocessor: Display the results.

Example 13.1 Plane Stress Analysis of a Plate with a Hole

A plate with a hole at the center is subjected to a uniform load p at its free end, as
shown in Figure 13.15. E =200 x 10° N/m?, v = 0.3, thickness = 0.01 m, and p =
10° N/m?2. If L=0.20 m, w = 0.04 m, and r = 0.01 m, find the stress concentration
factor (K) from finite element analysis and compare the result with the curve from
strength of materials.

1. Preprocessor
(@) Specify the appropriate PDE type of problem.

Click the Option button as shown in Figure 13.11, select the “Application,”
then select the “Structural Mechanics, Plane Stress” option. Now you are in
plane stress mode.

(b) Set up the drawing area and create a solid model.

To set up the drawing area, you need to know the dimension of the

plate, which is 0.2 X 0.04 m. You can set up a drawing area a lictle bigger

’ OT

111
~

Figure 13.15 Geometry of a plate with a hole at the center. (From MATLAB.
With permission.)
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Figure 13.16  Axes limits window. (From MATLAB. With permission.)

than 0.2 X 0.04 m, say, 0.24 X 0.1 m. Click the “Option” button, select “Axes
Limit...,” and an Axes Limits dialog box will pop up as shown in Figure 13.16.
Input the range of the x axis and the y axis. The axis range should be entered as
a1 x2MATLAB vector such as [-0.12 0.12] for x-axis range and [-0.05 0.05]
for y-axis range as shown in Figure 13.16. If you select the Auto check box,
automatic scaling of the axis is used. Clicking the “Apply” button applies the
entered axis ranges and the drawing area is set up as shown in Figure 13.17.
Clicking the “Close” button will end the Axes Limits dialog box.

You can also set up grid spacing by clicking on the “Option” button, and
select “Grid Spacing...”; a grid-spacing dialog box will pop up as shown in
Figure 13.18a, where —0.1:0.05:0.1 and —0.05:0.01:0.05 is the default spac-
ing. —0.1:0.05:0.1 means the grid starts at x = —0.1 and ends at x = 0.1 with
an increment of 0.05 grid units each. You can adjust the x-axis and y-axis
grid spacing if you do not like the default spacing. By default, the MATLAB
automatic linear grid spacing is used. If you turn off the Auto check box,
the edit fields for linear spacing and extra ticks are enabled. For example,
unchecking the “Auto” box, the default linear spacing —0.1:0.05:0.1 can be
changed to —0.12:0.02:012, as shown in Figure 13.18b. Clicking the “Apply”
button applies the entered grid spacing. Clicking on the “Done” button closes
the Grid Spacing dialog box. Click the “Option” button and then click the
“Grid” button to turn on or off the grid. A grid is shown in Figure 13.19.

Now you can draw the model. To draw a circle from its center, click
the “Option” button, and select the “ellipse/circle (centered)” button, then
click-and-drag from the center [0, 0], using the 7ighr mouse button, to drag
a point to the circle’s perimeter (radius = 0.01) to create a circle, but use the
left mouse button to drag an ellipse. If the circle does not look like a circle, it
means your x- and y-axes spacing is not equal; you can click on the “Option”
button and select “Axes Equal’; a circle will be shown as in Figure 13.20 and
aname Cl is assigned to this circle. You can also click the “ellipse with + sign
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Figure 13.17 Drawing area of [-12 12] for x-axis range and [-8 8] for y-axis range
is created. (From MATLAB. With permission.)
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-axis extra ticks:

[_#ey | [ Done ]

(b)

Figure 13.18 (a) Default (auto) grid spacing. (b) Manual grid spacing. (From

MATLAB. With permission.)
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Figure 13.20 Draw a circle. (From MATLAB. With permission.)
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Object type: Circle
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Name: c1

} Object Dialog
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s

Figure 13.21 (a) Object dialog box shows the existing center location and radius.
(b) Entering the exact center location and radius if Figure 13.21a is not the exact
number. (From MATLAB. With permission.)

in the center” button to draw the ellipses or circles. The button with the +
sign is used when you want to draw starting at the center. If you want to move
or resize the circle, you can easily do so. Click-and-drag an object to move
it, or double-click an object to open a dialog box as shown in Figure 13.21a,
where you can enter the exact center location to (0,0) and radius to 2 as
shown in Figure 13.21b. From the dialog box, you can also alter the name
of the circle. You can also turn on the “snap-to-grid” feature by clicking the
“Option” button and selecting “Snap” to force the circle to line up with the
grid. If you are not satisfied and want to restart, you can delete the rectangle
by clicking the Delete key or by selecting Clear from the Edit menu. You can
also select “ellipse/circle” to draw ellipses and circles in a similar manner.

To draw a rectangle or a square starting at a corner, click the “Rectangle/
Square” button. Then put the cursor at the desired corner (here is [-0.1,
0.02]), and click-and-drag using the /eff mouse button to create a rectangle
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Figure 13.22 Draw a rectangle. (From MATLAB. With permission.)

with the desired side lengths (here width is 0.2 m, height is 0.04 m). (Use the
right mouse button to create a square.) A rectangle is created and assigned
the name R1. You can move or resize the rectangle by clicking-and-dragging
an object to move it, and double-clicking an object to open a dialog box,
where you can enter exact location coordinates. The resulting model is now
the union of the rectangle R1 and the circle C1 as shown in Figure 13.22,
described as C1 + R1. The area where the two objects overlap is clearly visible,
as the overlap area is drawn with a darker shade of gray than the surrounding
area. The object that you are selecting has a black border. A selected object
can be moved, resized, copied, and deleted. You can select more than one
object by Shift + clicking the objects that you want to select. Also, a Select
All option is available from the Edit menu.

The desired model is formed by subtracting the circle C1 from the rect-
angle R1. You do this by editing the set formula that by default is the union
of all objects; that is, R1 + C1. You can type any other valid set formula into
the Set formula edit field. Click in the edit field and use the keyboard to
change the set formula to R1 — C1. If you want, you can save this model as
an M-file. Use the Save As option from the File menu, and enter a file name
of your choice. It is good practice to continue to save your model at regular
intervals using Save. All the additional steps in the process of modeling and
solving your PDE are then saved to the same M-file.
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Figure 13.23 Boundaries of the model; there are eight boundary edges in this
model. (From MATLAB. With permission.)

(0 Specifying the boundary conditions.

Click the “Boundary” button and select the “Boundary Mode” to turn on
the boundary mode. Also click the “Show Edge Labels” to turn on the edge
number and the boundary lines will be displayed as shown in Figure 13.23.
Click on the line whose boundary conditions (edge 3) want to be set, and
then select the “Specify Boundary Conditions” button. Alternatively, you
can double-click the selected edge that brings up the dialog box shown in
Figure 13.24 with the Neumann boundary condition being checked. Since
edge 3 is a Dirichlet boundary condition, check the “Dirichlet” button below
the condition type as shown in Figure 13.25. Since edge 3 is fixed, both u
and v displacement components are zero. From the boundary condition equa-
tions: [3]

bu+h,v=rn hyu+bh,v=r

Enter h;; =1, h;; = 0, and r; = 0, which implies that u = 0. Similarly, enter
h,, =0, h,, =1, and r,= 0, which implies that v = 0. After these numbers are
entered into Figure 13.25, click the “OK” button and this boundary condi-
tion is applied to edge 3 (edge 3 color changes to red). Next click on edge
1 and then select the “Specify Boundary Conditions” box again; a dialog
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Figure 13.24 Boundary condition window for input of the Neumann boundary
condition. (From MATLAB. With permission.)

box will pop us as shown in Figure 13.24. Since edge 1 is the Neumann
boundary condition (a normal distributed load of 10° N/m? is applied), select
the Neumann boundary type and input the required values. Since g; is the
surface traction in the x direction and g, is the surface traction in the y direc-
tion, input 10° for g and 0 for g, (edge 1 turns to a blue color). Also input
10 *nx for g; and 10° *ny for g,, where nx and ny are the x and y components
of the unit outward normal vector to this edge. The remaining boundaries
are free (no normal stress), that is, a Neumann condition with ¢ = 0 and
g =g, = 0. Make sure all the edges are in blue, except edge 3 which is red as
shown in Figure 13.23. One can also select mixed boundary conditions, if it
is needed.

-} Boundary Condition r._|'E|ﬁ]

Boundary concliion equation: huer

Concition type: Costficiert WValue Dezcription
{3 Neumann
© brcried

(o] )
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0
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Figure 13.25 Boundary condition window for input of the Dirichlet boundary
condition. (From MATLAB. With permission.)
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Figure 13.26 PDF mode to display the solid model. (From MATLAB. With
permission.)

(d) Inputting the physical constants.

Click the “PDE” button and select the “PDE Mode” to turn on the PDE
mode, where a solid model (you can turn the grid off now) will be displayed in the
window as shown in Figure 13.26. Select the “PDE Specification. ..”; a dialog box
will pop up as shown in Figure 13.27. Input the materials constants (200E9 for
E, 0.3 for nu, 0 for kx, 0 for ky, and 1.0 for rho) under the “value heading.” The

DT SS————— 1 ]

l= Structural mechanics, plane stress
Type of FOE: Coefficiert Ve Description
(o] E 20063 Young's modulus
n 03 Poisson ratio
L ] Wolume force, x-direction
) Bgemmodes Ky 00 Volurre force, y-drection
o io Densty
I |

Figure 13.27 PDF specification for input of the materials constants. (From
MATLAB. With permission.)
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Figure 13.28 Initial mesh with node number. (From MATLAB. With permission.)

body forces, kx and ky, are zero in this example. The density, rho, is not needed
in this example. After you input all the data, click the “OK” button.
(e) Generating the mesh.

Click the “Mesh” button in the main menu and select “initialize Mesh”
to generate the first mesh as shown in Figure 13.28, where the node number
can be displayed by selecting the “Show Node Labels.” You can also dis-
play element numbers by selecting the “Show Triangle Labels” as shown in
Figure 13.29. This mesh does not appear sufficiently fine and further mesh
refinement is needed. The mesh can be further refined by selecting “Refine
Mesh” or by clicking the button with the four-triangle icon (the Refine but-
ton). You can also use the “Jiggle Mesh” option and the mesh can be jig-
gled to improve the triangle quality. You can also control the jiggling of the
mesh, the refinement method, and other mesh generation parameters from
the dialog box (see Figure 13.30) that is opened by selecting “Parameters...”
from the Mesh menu. You can undo any change to the mesh by selecting the
“Undo Mesh Change” from the Mesh menu. The procedure used here was
to initialize the mesh, then refine it once, and finally jiggle it once to obtain
the mesh shown in Figure 13.31. One can also select the “Display Triangle
Quality” from the Mesh menu to show the quality of the triangle as shown
in Figure 13.32. A value of 1 indicates the triangle is an equilateral triangle,
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Figure 13.29 Initial mesh with element number. (From MATLAB. With permission.)
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Figure 13.30 Mesh generation parameter to control the jiggling and refinement
of mesh. (From MATLAB. With permission.)
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Figure 13.31 Refined mesh. (From MATLAB. With permission.)
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Figure 13.32 Contour plot to display the quality of the triangular element. (From
MATLAB. With permission.)
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Figure 13.33  Contour plot for the displacement component u in the x direction.
(From MATLAB. With permission.) (See color insert following page 334.)

which is the best quality. After the solution is obtained with this mesh, the
mesh once again can be refined to obtain a second solution. If the first and
second solutions are close, the solution is considered convergent to accurate
solution and further mesh refinement is not needed. Otherwise, successive
refinement of the mesh is needed until a convergent solution is obtained.
2. Obtaining a solution

Click the “Solve” button and select the “Solve PDE” option. The current
model will be solved, and a plot of the solution will automatically be created
and displayed as shown in Figure 13.33. The solution is the displacement
component u in the x direction. One can also select “Parameters...” from the
Solve menu causing a dialog box as shown in Figure 13.13 to pop up for entry
of PDE adaptive and nonlinear solver.

3. Displaying the results
To control the plotting and visualization of the solution, click on the “Plot”
item in the menu bar and select “Parameters...”; a dialog box will pop up as
shown in Figure 13.34. The upper part of the dialog box contains four col-
umns: Plot Type, Property, User Entry, and Plot Style, each discussed in the
following section [3].
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Figure 13.34 Plot selection window to control the plotting and visualization.
(From MATLAB. With permission.)

— Plortype (far left) contains a row of six different plot types (Color, Contour,
Arrow, Deformed mesh, 3-D plot, and Animation) that can be used for
visualization.

— Property contains four pop-up menus containing lists of properties that
are available for plotting using the corresponding plot type. From the first
pop-up menu one can control the property of visualization using color
and/or contour lines. The second and third pop-up menus contain vec-
tor valued properties for visualization using arrows and deformed mesh,
respectively. From the fourth pop-up menu, finally, one can control
which scalar property to visualize using z-height in a 3-D plot. The lists
of items are dependent on the current application mode. For the plane
stress mode, one can select an item for visualization from the pop-up
menus (such as the displacements # and v, the normal strains and stresses
in the x and y directions, the shear stress, the von Mises effective stress,
and the principal stresses and strains) as shown in Figure 13.35.

—  User entry contains four edit fields where one can enter their own expres-
sion, if the user entry property is selected from the corresponding pop-up
menu to the left of the edit fields. If the user entry property is not selected,
the corresponding edit field is disabled.

— Plot style contains three pop-up menus from which one can control
the plot style for the Color, Arrow, and Height plot types, respectively.
The available plot styles for color surface plots are Interpolated Shading
(the default) and Flat Shading. You can use two different arrow plot styles:
Proportional (the default) and Normalized. For Height (3-D plots), the
available plot styles are Continuous (the default) and Discontinuous.
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Figure 13.35 Select the display of normal stress component (o)) in the x direc-
tion. (From MATLAB. With permission.)

Now one can select the “Color” from the Ploe-type section, “x stress” from the
Property section, and all other sections are left as default, and then click the “Plot”
button; a contour plot for o, will be displayed as shown in Figure 13.36. To find
the actual value of G, at any point in the model, move the cursor to that point and
press the left button on the mouse and the “info” box in the bottom of the window
will show the value of 6, and the triangular element number where the point is
located.

Discussion of Results

By moving the cursor to the points on the top and bottom of the hole, it can be
determined that (G,),,,, is approximately 2.81 X 10° N/m?, as shown in the “info
box” of Figure 13.36 and Figure 13.37a. The average normal stress G,,, at the same
point is 2 X 10® N/m?, as shown in Figure 13.37b. Therefore, the stress concentra-
tion factor is G, /G,,, = 1.405, which is far away from the stress concentration factor
of about 2.37 obtained from strength of material books. Therefore, further mesh
refinement is needed to obtain a more accurate solution.

One can also use the adaptive mode, where the mesh is automatically refined
until a solution is converged. In areas where the gradient of the solution (the stress)
is large, finer meshes are created to increase the accuracy of the solution. To do this,
select “Parameters” from the “Solve” menu and check the Adaptive mode box as
shown in Figure 13.13. You can use the default options for adaptation, which are
the Worst triangles selection method with the Worst triangle fraction set to 0.5. The
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Figure 13.36 Contour plot of normal stress o,. (From MATLAB. With permis-
sion.) (See color insert.)

maximum number of triangles can be changed from 1,000 (default) to 100,000
and the maximum number of refinement can be changed from 10 (default) to
20. Choose the “longest” refinement method. Now solve the plane stress problem
again. The actual number of triangles in this solution is 125,984 after 20 iterations.
Select the ”Show Mesh” option in the Plot Selection dialog box to see how the mesh
is refined in areas where the stress is large as shown in Figure 13.38. It clearly shows
that finer meshes are created near the circle and corners of the support. The maxi-
mum G, stress is about 4.28 X 10° N/m? on the top and bottom of the circle and the
stress concentration is about 2.14, which is close to 2.37 from strength of materials.
You can run more iterations to obtain a more accurate solution.

Figure 13.37 (a) Normal stress distribution from FEA solution. (b) Average normal
stress obtained from strength of materials. (From MATLAB. With permission.)
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Figure 13.38 Contour plot of o, obtained from adaptive solution mode. (From
MATLAB. With permission.)

13.5 Structural Mechanics Plane Strain Analysis

For plane strain problems, all the strain components (€, v,,, and v,,) are zero.
Setting€_= 0 in Equation (13.3) gives

e = %[cz ~0(0,+6,)]=0==0, = (0, +,) (13.63)

z

Substituting Equation (13.63) into Equations (13.1) and (13.2), gives

1+v

e :%[cx—u(cy+00x+l)0y)]= S, [0.0-v)-vo,]  (13.64)

X

1 1+v
g, = E[c} —Vv(0,+V0, +Vo )] = T[cy(l—l))—V(?x] (13.65)

From Equation (13.4),

(13.66)
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Equations (13.64) through (13.66) are the stress—strain relations for the plain
strain problem that can be expressed in the matrix form as

€ (¢}
x 1+ 1-v -V 0 x
’ny 0 0 2 Txy
or
c, 1-v v 0 €,
(o}=1 ©, £ ool 0 e D

(1+v)(1-2v) 1-2v

0 Y

xy 2 xy

(13.68)

Matrix [D] in Equation (13.68) is the material matrix for the plain strain problem.
The material matrix for plane stress and plane strain is different as shown by Equations
(13.10) and (13.68). To solve the plain strain problem in MATLAB just click on the
“Option” menu and select “Applications/Structural Mechanics, Plane Strain,” then
Equation (13.68) will be used to solve the plane strain problem. All the other proce-
dures are exactly the same as those discussed in the plane stress analysis problem.

13.6 Model Analysis of 2-D Structures

When a structure is subjected to an impact load, or when loads vary with time, the
response of the structure will also vary with time. If the frequency of the load or
the excitation applied to the structure is less than about one-third of the structure’s
lowest natural frequency, the effects of the inertia can be neglected and the problem
can still be considered as quasistatic. That is, the static analysis, [K][{Q} = {F}, that
was previously discussed is sufficiently accurate since the loads {F} and displace-
ments {Q} vary slowly with time. The general form of the differential equation for
dynamic analysis is

[M][Q]+[C1IQ]+[K1[Q]=[F(2)] (13.69)

where
[M] = the mass matrix of the structure.

[C] = the damping matrix of the structure.
[K] = the stiffness matrix of the structure.

[F(9)] = the loading which is a function of time.
Q] = the components of acceleration at each node.
[Q] = the components of velocity at each node.

[Ql

the components of displacement at each node.
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If damping and external forces, {F(t)}, are neglected, Equation (13.69) becomes
a free vibration problem, which is

[M][Q]+[K][Q]=10] (13.70)

Equation (13.70) can be solved by using eigenvalue analysis to obtain the natu-
ral frequencies and their corresponding vibration mode shapes of the structure. The
number of natural frequencies in Equation (13.70) is the same as the total number
of active degrees of freedom in the finite element model. Each frequency has a
corresponding vibration mode shape. Although there are many frequencies (up to
infinity) that can be calculated, only a few of the lowest frequencies are of interest
for engineering applications.

Example 13.2 Model Analysis of the Plane Stress Problem

For the planes stress or plane strain problem, the natural frequencies and their cor-
responding vibration mode shapes can be determined. Here the same solid model as
in Example 13.1 is used to calculate the several lowest natural frequencies and their
corresponding mode shapes. The mass density for this problem is 7850 kg/m?.

To solve this problem, the exact same procedure is used as in Example 13.1,
except in this case, select the “Specify Boundary conditions...” from the “Boundary”
menu and change the value in g, to 0 for edge 1 as shown in Figure 13.24, so that
edge 1 becomes traction free. Now only edge 3 is constrained and all other edges
are free from loading, which is displayed in Figure 13.23. Next select the “PDE
Specification” from the “PDE” menu to open a dialog box. Change the type of
PDE from “Elliptic” to “Eigenmodes” and input the mass density of 7850 into the
density box as shown in Figure 13.39. For this model, a mesh can also be generated
as shown in Figure 13.40.

Now, select the “Solve Parameters...” from the “Solve” menu and a dialog box
will pop up as shown in Figure 13.41. One can then input the eigenvalue range for

-} PDE Specification

Equation Sructural mechanics, plane strass
Type ol FDE: Comtficient Wil Description
) Enptic E booea Young's modus
L 03 Poizzon ratio
Kx an “Volume force, x.draction
() Bermodes Ky 00 Volume force, y-draction
e TBs0.0 Denatty
|_';‘T_ = Caned

Figure 13.39 PDF specification for input of the materials constants and density.
(From MATLAB. With permission.)
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Figure 13.40 Refined mesh. (From MATLAB. With permission.)

this problem (default is from 0 to 100). If eigenvalues in the entered range are not
found, keep increasing the range until the eigenvalues are found. When the range
from 0 to 5 X 10° as shown in Figure 13.41 is entered, three eigenvalues in this range
will be found after it is solved. Select the “Parameters...” in the “Plot” menu, and click
the “Deform Mesh” under the plot type, the first vibration mode shape for the lowest
eigenvalue (A, =2.497 X 107) is shown in Figure 13.42. The second (A, = 7.741 X 10%)
and third (A; = 1.413 X 10°) vibration modes are also shown in Figure 13.43 and
Figure 13.44, respectively. Since the natural frequency f (Hz) is defined as

) Solve Parameters

Eigenvalue search range:

053]

[ OK ] | Cancel ]

Figure 13.41 Dialog box for input of the eigenvalue range. (From MATLAB. With
permission.)
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Figure 13.42 The first vibration mode for the lowest natural frequency. (From

MATLAB. With permission.) (See color insert.)
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Figure 13.43 The second vibration mode for the second lowest natural fre-

quency. (From MATLAB. With permission.) (See color insert.)
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Figure 13.44 The third vibration mode for the third lowest natural frequency.
(From MATLAB. With permission.) (See color insert.)

the lowest natural frequency is 795 Hz, the second lowest natural frequency (A,) is
4428 Hz, and the third lowest natural frequency (A;) is 5982 Hz.

13.7 Finite Element Analysis for Heat Transfer

The governing PDE for heat conduction (for the derivation of Equation 13.71, see
Appendices B.1 and B.2) is
d(peT)

—, - V- (kVT)+g (13.71)

where
T = the material temperature.
p = the mass density of the material.
k = the thermal conductivity of the material.
¢ = the specific heat of the material.
g = the rate of heat generation within the material.

The variablesp,c, and 4 are mild functions of temperature and are frequently
taken as constants. This is particularly true if one is interested in obtaining a
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closed-form solution by separation of variables. In that case Equation (13.71)
reduces to

10T
———=VT+
= g (13.72)
where B
a = the thermal diffusivity of the material =—.
pc

Example 13.3 Temperature Distribution in a Slab with a Hole

In this example, modeling of a 2-D solid subjected to various boundary conditions
is covered. After using any combination of several different boundary conditions,
almost any 2-D heat transfer problem can be modeled in MATLAB.

Problem Description

As shown in Figure 13.45, the top is insulated, the right and left sides have con-
stant temperatures, the bottom side has a constant heat flux, and the inside circle

Top Surface Insulated

10 cm
-y
7y
Constant Convectign Constant
Temperature 10 cm h=55W/m*.°C Temperature
T, = 100°C T;=5C T, = 100°C

10 cm

e ple

rr rr

Constant Heat Flux
q, = 1000 W/m?

Figure 13.45 Geometry and boundary condition for Example 13.3. (From
MATLAB. With permission.)
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is subjected to convection. The solid has a thermal conductivity, 4, of 25 W/m-C
and has a uniform heat generation rate, g, of 30 W/m?. Determine the temperature
distribution in the solid.

Solution Procedure

First click the “Option” item on the main menu bar and select “Application.” Then
select the “Heat Transfer” option to get into the heat transfer mode. The procedure
to set up the drawing area and create a solid model is exactly the same as described
in step 1(b) in Example 13.1. To specify the boundary conditions, click on the
“Boundary” option in the main menu bar and select the “Boundary Mode” to dis-
play the boundary edges as shown in Figure 13.46. As is frequently done in solving
a heat transfer problem by separation of variables, MATLAB solves the problem in
terms of 7” where 7” = T'— T;. In this equation, 7 is the actual temperature and 7;
is the ambient temperature. As seen in Figure 13.45, T; = 5°C. Once the problem
is solved for 7", T'is obtained by adding 5°C to 7" to obtain the actual temperature
7’ To obtain the solution:

1. Double-click edge 1 causing the dialog box to pop up as shown in Figure 13.47.
Select the Dirichlet boundary condition and input h=1 and r = 95 (subtract
5 from 100) to specify the temperature, 77, of 95°C along this edge.
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Figure 13.46 Boundaries of the model; there are eight boundary edges in this
model. (From MATLAB. With permission.)
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-} Boundary Condition

Daundary condition exquaion W T=r
Condtion typer Coatficient WValue Cezcription
(3 Meumann
(3 Dwichiet
h 1 Weight
r a5 Temperat.re
OH Cancel

Figure 13.47 Boundary condition window for input of the Dirichlet boundary
condition. (From MATLAB. With permission.)

2. Double-click edge 3 and repeat step 1 to specify the temperature, 77, of 95°C
along edge 3.

3. Double-click edge 2 and select the Neumann boundary condition and input
g = 1000 and q = 0 as shown in Figure 13.48 to specify the heat flux =
1000 W/m? along this edge.

4. Double-click edge 4 and select the Neumann boundary and input g= 0 and
q = 0 as shown in Figure 13.49 to specify the insulated boundary condition
along this edge.

5. Double-click edge 5 and select the Neumann boundary and input g= 0 and
q =55 as shown in Figure 13.50 to specify the heat transfer coeflicient for the
convection boundary condition along this edge.

6. Double-click edges 6, 7, and 8 and repeat the process described in step 5 to
specify the convection boundary condition along those edges.

-} Boundary Condition

Bourdary conction equation k' grad(Tisq'T=g

Concttion typer Coatficient Value Dezcription

(%) Moumarn 9 1000 Heal fux

(O Dirichiet a o Heal transter coetficient
Ok Cancel

Figure 13.48 Boundary condition window for input of the Neumann bound-
ary condition to specify the heat flux = 1000 W/m?. (From MATLAB. With
permission.)
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-} Boundary Condition

Baundary condition equabion ntgrad(T)+q'Teg

Conition type: Coethicient Value Description

(&) Neumarn g o Heat thix

() Dirichiet L] o Heal transter coetficlent
[ | cancel

Figure 13.49 Boundary condition window for input of the Neumann boundary
condition to specify the insulated edges. (From MATLAB. With permission.)

To specify the physical constants, click the “PDE” menu and select the “PDE
Specification...” and input k = 25 for thermal conductivity, Q = 30 for heat source,
h =55 for convective heat transfer coefficient, and Text = 0 (subtract 5 from 7;) for
ambient temperature as shown in Figure 13.51.

Now click on the “Mesh” option in the main menu and select “Initialize Mesh”
to generate the first mesh. Then click on the “Refine Mesh” to obtain finer mesh
and, finally, click on the “Jiggle Mesh” option to improve the mesh quality produc-
ing the mesh shown in Figure 13.52.

Finally, to solve the model, click on the “Solve” option in the main menu and
select “Solve PDE.” The finite element model is then solved and the results of the
temperature field, 77, are automatically displayed as shown in Figure 13.53. To
obtain the temperature field, 7; 5°C needs to be added to 7”. This is accomplished
by clicking on the “Plot” option in the main menu and selecting “Parameters...”
a dialog box will pop up. Then select “user entry” in the “Property” column and

-} Boundary Condition

Daundary condition exquaion nk'rad(Ti+q'T=g

Condition typer Coatticient WValue Dezcription

(%) Moumarn 9 ] Heat fhux

() Dwichiet 9 55 Heat transfer coetficient
O Cancel

Figure 13.50 Boundary condition window for input of the Neumann boundary
condition to specify the heat transfer coefficient for the convection edge. (From
MATLAB. With permission.)
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Figure 13.51 PDF specification for input of the physical constants. (From
MATLAB. With permission.)

input “u+ 5” in the “User entry” column as shown in Figure 13.54. The final solu-
tion in terms of 7 is displayed in Figure 13.55. To display the heat flux flow in
the body select the “Arrow” option in the “Plot type” column and the “Heat flux”
option in the “property” column in the dialog box shown in Figure 13.54, resulting
in the plot shown in Figure 13.56.
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Figure 13.52 Refined mesh. (From MATLAB. With permission.)
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Figure 13.53 Contour plot of the temperature field. (From MATLAB. With per-
mission.) (See color insert.)
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Figure 13.54 Plot selection window to add 5°C to the solutions shown in Figure
13.53. (From MATLAB. With permission.)
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Figure 13.55 Contour plot of the temperature field after adding 5°C to the solu-
tions shown in Figure 13.53. (From MATLAB. With permission.)
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Figure 13.56 Contour plot of the temperature field with heat flux flow. (From
MATLAB. With permission.) (See color insert.)
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Example 13.4 Second Example of Temperature Distribution
in a Slab

A slab as shown in Figure 13.57 is subjected to convection on the top and bottom
surfaces, where 7= 50°C, Ty =500°C, L=2 m, w=10.2 m, k=59 W/(m-C), and
h =890 W/(m?-C).

Determine the temperature distribution in the slab and compare the results
with the solutions obtained from the Gauss—Seidel method.

Solution Procedure

Since this problem is symmetric about the x axis, only half of the slab is modeled.

First click the “Option” menu and go to “Application” and select “Heat Transfer.”
Then set up the drawing area and create a solid model by following the procedure
described in step 1(b) in Example 13.1. To specify the boundary conditions, click
on the “Boundary” option in the main menu and select the “Boundary Mode” to
display the boundary edges as shown in Figure 13.58. Since MATLAB solves a
temperature distribution problem in terms of 77 =7 —7__, the boundary conditions
need to be specified in terms of 77, thus set7_ =0 and 7}, = 450°C. To obtain a
solution in terms of 7; add 50°C to the solution obtained from MATLAB.

1. Double-click edge 1 and a dialog box will pop up as shown in Figure 13.59,
where you can select a Neumann boundary condition and input g =0 and
q = 890 to specify the heat transfer coefficient for the convection boundary
condition along this edge.

2. Double-click edge 3 to select the Neumann boundary and input g = 0 and
q =0 as shown in Figure 13.60 to specify the insulated (symmetric) boundary
condition along this edge.

y h T,
T, — . w —T,
w
L
h T,

Figure 13.57 Geometry and boundary condition for Example 13.4.
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Figure 13.58 Four boundary edges in this model. (From MATLAB. With

permission.)

3. Double-click edge 4 and a dialog box will pop up as shown in Figure 13.61,
where you can select the Dirichlet boundary condition and input h=1 and
r = 0 (subtract 50 from 50) to specify temperature, 7” = 0°C, along this

edge.

-} Boundary Condition r—_lﬁﬁl

DBourvdary conction equation: nktgrad(Tia'T=g

(Condtion type: Costficient Value Description

(%) Moumarn 9 ] Heat fhux

(O Drichiet q B90 Heal transfer coetficient
| OH Cancel

Figure 13.59 Input the heat transfer coefficient for the convection edge. (From
MATLAB. With permission.)
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Figure 13.60 Input the insulated (symmetric) boundary condition. (From

MATLAB. With permission.)

4. Double-click edge 2 and a dialog box will pop up

as shown in Figure 13.62,

where you can select the Dirichlet boundary condition and input h =1 and
r = 450 (subtract 50 from 500) to specify temperature, 77 = 450°C, along

this edge.

To specify the physical constants, click the “PDE”

option in the main menu

and select the “PDE Specification...” and input k = 59 W/m-C for thermal con-
ductivity, Q = 0 (no heat source), h = 890 W/m?-°C for convective heat transfer
coefficient, and Text = 0 (subtract 50 from 7_) for ambient temperature as shown
in Figure 13.63.

Now click on the “Mesh” option in the main menu and select “Initialize Mesh”
to generate the first mesh. Then click the “Refine Mesh” option to obtain a finer

-} Boundary Condition r—_lﬁﬁl

Bounvdary concition equalion: h'T=r
Condtion typer Coatficient WValue Cezcription
() Noumann
(3) Darichiet
h 1 Weight
r o Temperat.re
| OH Cancel

Figure 13.61 Input r = 0 to specify the temperature of 50°C along this edge.
(From MATLAB. With permission.)
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-} Boundary Condition

Daundary condition exquaion W T=r
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Figure 13.62 Input r = 450 to specify the temperature of 500°C along this edge.
(From MATLAB. With permission.)

mesh, and finally click “Jiggle Mesh” to improve the mesh quality, producing the
mesh shown in Figure 13.64.

Finally, click the “Solve” option in the main menu and select “Solve PDE.” The
finite element model is solved and the results of the temperature field are automati-
cally displayed as shown in Figure 13.65. To obtain the final solution in terms of
7; add 50°C to the solution by clicking on the “Plot” option in the main menu
and select “Parameters...”; a dialog box will pop up. Select the “User entry” in the
“Property” column and input “u + 50” in the “User entry” column as shown in
Figure 13.66. The final solution will display as shown in Figure 13.67. The maxi-
mum temperature along edge 2 is about 475°C, which is below the 500°C specified
along edge 2. The solution can be improved by refining the mesh.

-} PDE Specification =1
Equation v e Ty =G Text-T), Tetemperature
Type of FOE Coetficient Wik Description
() Parsholc
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h g0 Convective heat transter costt
Texd 0 Exlerna lemperaiurs

Figure 13.63 PDF specification for input of the physical constants. (From
MATLAB. With permission.)
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Figure 13.64 Refined mesh. (From MATLAB. With permission.)
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Figure 13.65 Contour plot of the temperature field. (From MATLAB. With per-

mission.) (See color insert.)
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Figure 13.66 Plot selection window to add 5°C to the solutions shown in Figure
13.65. (From MATLAB. With permission.)
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Figure 13.67 Contour plot of the temperature field after adding 50°C to the solu-
tions shown in Figure 13.65. (From MATLAB. With permission.) (See color insert.)
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Figure P13.1 Geometry of a cantilevered beam for Project 13.1.

Projects
Project 13.1

A cantilevered beam is subjected to uniform pressure on the top surface as shown in
Figure P13.1. E =200 GPa, v = 0.3, thickness = 0.1 m, P = 10,000 N/m?.

(@) IfL=0.25 mand h=0.1 m, calculate the maximum normal stress, G, at the
support and deflection, v, at the center of the free end, and compare the finite
element result with the solution from the strength of materials.

(b) IfL=1mand h=0.1 m, calculate the maximum normal stress, G,, at the sup-
port and the deflection, v, at the center of the free end at point A, and compare
the finite element result with the solution from the strength of materials.

Project 13.2

A cantilevered beam has a semicircle with a radius of 0.01 m on the top and
bottom center as shown in Figure P13.2. There is a stress concentration near
the hole. Determine the maximum normal stress near the hole when it is sub-
jected to 10 kN/m of distributed load as shown in the figure. Compare the
finite element result with the one obtained from strength of materials using the

10 kN/m

S S S 1 S S S S

0.1m

0.8 m I

Figure P13.2 Geometry of a cantilevered beam for Project 13.2. (See color
insert.)
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Th, T, Th, T.

7.5 I X
Sem| < <— T, =200C
R= 1.? cm
ih, T, lh, T,
15cm

Figure P13.3 Geometry of a cantilevered beam for Project 13.3.

stress concentration factor K (stress concentration factor K can be found in any
strength of materials textbook).

Project 13.3

Find the temperature distribution for a plate subject to a temperature of T, on the
right edge and having convection on all other edges as shown in Figure P13.3,
where ambient temperature T, = 20°C, T, = 200°C, heat transfer coefficient h =
10 W/m2°C, and thermal conductivity k = 386 W/m-°C.

Project 13.4

Find the temperature distribution for a plate subject to a temperature of T, on the
right edge and having convection on all other edges as shown in Figure P13.4,

M.

30 cm

~
f

15 cm

lh, T.
50 cm

Figure P13.4 Geometry of a cantilevered beam for Project 13.4.
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where ambient temperature T, = 20°C, T, = 200°C, heat transfer coeflicient
h =10 W/m2°C, and thermal conductivity k = 386 W/m-°C.
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Chapter 14

Control Systems

Oren Masory

14.1 Introduction

A typical block diagram of a control system is shown in Figure 14.1. The plant,
which can be a device such as a motor or a process such as heat treacment, is fed
with an input, #(z), which affects its output, y(#). Concurrently, the plant is exposed
to time-varying unknown loads, d(#), which eventually affect the plant’s output,
(). The purpose of the controller is to vary the input to the plant in such a way
that the plant’s output will follow the required reference, #(#), in the presence of
the unknown loads. In a simple single input single output (SISO) system a sensing
device is used to obtain the value of the plant’s output. The controller acts on the
error, e(¢), which is the difference between the reference, r(¢), and the measured
output by the sensor.

A simple example for such a system is a cruise control system shown in
Figure 14.2. In this case, the required speed, (2), is set by the user; y() is the
actual vehicle’s speed, and in order to determine the error, e(#), the vehicle’s speed is
obtained from a sensor located inside the transmission. The error is being used by
the controller to determine the required amount of fuel, #(#), needed to maintain
the required speed under unexpected loads, 4(z), exerted by the varying slope of the
road and the wind, for example.

Generally there are two types of control systems, regulator and servo. In a regu-
lator system, the reference, (), is a constant. A good example for such a system is
an air conditioning thermostat that maintains a constant room temperature, in
spite of the varying load caused by a change in the number of people in the room,
varying exposure of windows to the sun, varying outside temperature, and other

343
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Load
d(z)
Refe(re)nce Error Input Output
r(t N
. e(t) u(®) | ¥(®)
Controller Plant "
Sensor
Measured
output

Figure 14.1 A typical structure of control system.

Load
d(t)
Reference Fuel i
velocity Error input Vehicle’s
r® e(t) o) - speed
Cruise Engine (#)
Controller Transmission
Speed
Measured Sensor
speed

Figure 14.2 Cruise control block diagram.

changes. In a servo system the reference varies with time; a good example for such
asystem is an antiaircraft gun where the controller should continuously modify the
angular position of the gun in order to track the moving target. The design of both
systems is very similar and involves two major steps: (1) development of a plant
model; and (2) design of a controller that will satisfy one or more requirements
related to the dynamic behavior in the plant’s output in the presence of changes in
the reference and in the loads. The dynamic response of a typical system to unit
step input is shown in Figure 14.3. Any or a combination of the parameters, shown
in this figure, such as Rise Time or Maximum Overshoot, can be used as design
criteria for the controller.

Design criteria are not always related to the system’s response in the time domain.
In some cases the system’s response in the frequency domain is more important
because it provides an indication of the capability of the system to track a time-varying
reference. For example, a pen plotter is used to draw a circle of radius R and the pen
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Figure 14.3 Typical system’s response to unit step input.

moves along the circle with a speed V'as shown in Figure 14.4. The references to the
X andY plotter’s axes are given by V,=—Visin(®z) and V,=Veos(o7), where ® = V/R.
Thus, the controller designer is more interested in the system frequency response
(response to a frequency reference) than its time response.

l > =

(.Otl

V, = —

wt

Figure 14.4 Plotting a circle.
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MATLAB® provides functions by which the time and frequency response of
the system can be determined. In addition, graphical tools that assist in the design
of the controller, such as Bode diagrams, Nyquist plots, and root locus plots (see
Sections 14.2 and 14.3 for a description of Bode diagrams, Nyquist plots, and
Root Locus plots), are available. For the design of most SISO systems these tools
are sufficient.

14.2 Representation of Systems in MATLAB

Ignoring the load disturbance, 4(2), the relationship between the plant’s input, #(2),
and its output, y(#), in the case of linear systems can be represented by a linear time-
invariant ordinary differential equation of the form
a/n dn—l dm dm—l
@ 2 : )'ft)+---+aoy(t)=b “o) Ly ) uft)
n dt}’l n— dt}’l* m dtm m— dtm*

+ ---+b0u(t)
(14.1)

where 7 2 m and the coefficients 4; and 4; are constant real numbers.

For a linear controller, the relationship between the controller input, (#), and its
output, #(#), can be described in the same way.

Using MATLAB, these input—output relationships can be represented in three

different ways:
1. Transfer function representation (tf)
2. Zero-Pole-Gain representation (zpk)

3. State space representation (ss)

To demonstrate the different representation methods, the coupled tanks system
shown in Figure 14.5 will be used as an example.

Pump (\F\%

C

h [ FT R
1 1 hz 2
l ¢ <
N/
q1 v

Figure 14.5 Coupled tanks.
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The change in the volume of fluid in each tank, », and v,, is given by

d,
A =9 4
Iy (14.2)
7; =9~ 19
If the cross-section areas of the tanks are A, and A,, respectively, then
dh
% 7; =9~ 4%
b, (14.3)
o hT

To simplify the process, we will assume that the flow through the valve is pro-
portional to the pressure drop across the valve (see Figure 14.6). Furthermore, for a
slow flow, we can neglect the kinetic energy of the fluid and take the pressure at the
entrance and exit of the valve to be what would exist in a static fluid (p = y/) (where
v is the specific weight of the fluid and 4 is the depth below the fluid-free surface).
Thus, flow through the valve is given by

qep—P= ’Y(hl - hz) (14.4)

or
1
q = E(bl - }]2) (145)

where 7y has been absorbed in the proportionality constant 1/R. Thus, the flows
through the valves are given by

bl_h2
q =
1 Rl
_ﬁ (14.6)
9, = R,

Substituting Equation (14.6) into Equation (14.3) will produce the dynamic equa-

tions for the system:
dh, 1 h = h,
i G
t 4 R

dy 1 (h=h_h
e A\ R R

1 2

(14.7)
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14.2.1 Transfer Function Representation

Transfer function is the Laplace Transforms of the output divided by the Laplace
Transforms of the input, assuming zero initial conditions. This presentation is very
simple and intuitive. Referring to Equation (14.1), the transfer function of this
equation is given by

Y(s)  bs"+ bm_ls’”*l +ot by

H(s)= -
) Uls) as"+ aﬂ_ls”_l +totasta, (14.8)
wheren 2 mand a; #0.
Applying Laplace Transform to Equation (14.7) yields
1 H (s)— H, (s)
H —50)]=— I DA
L) [s=£,(0)] 4 [QO(J) x }
(14.9)

H,(5)[s— by (0)] =~

4, R R

[Hl(s) - H,(s) B Hz(s):|
1 2

where H,(s) = £u(h, (1)), H,(s) = £(h,(2), and Q(s) = £(¢,(#)). With zero initial con-

ditions, 4,(0) = 4,(0) = 0, and some algebraic manipulation of Equation (14.9) can

be reduced to

Hl(s){s-i- L }= Q) + H,()
AR, 4 AR,

(14.10)

HZ(S)[H R+R, } H(s)

ARR, AR

It is clear that the input to the system is g,. However, from looking at
Figure 14.5 it is not so clear what the output is. Realizing that #, <4, and that
overflow has to be avoided, it becomes clear that the output of the system is
h,. Solving Equation (14.10) the transfer function of the system, H,(5)/Q,(s), is
obtained and is given by

H(s) _ ARR;s+(R +R)
Q) AARRS +(AR +AR +AR)s+1 (14.11)

In MATLAB, the transfer function is represented by two vectors that contain
the coeflicients of the numerator and the denominator polynomials of the transfer
function. The number of coeflicients indicates the degree of the polynomial. The
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@ T O

Figure 14.6  Flow through a valve.

following function generates the above transfer function using the following values:
A;=5m? A,=3 m? R =0.8s/m?, and R,=0.5 s/m? [1].

function PlantTF=CoupledTanksTF

% Define constants

Al=5;

A2=3;

R1=0.8;

R2=0.5;

% Define the numerator of the transfer function
Num=[A2*R1*R2 (R14+R2)];

% Define the denominator of the transfer function
Den=[A1*A2*R1*R2 (A1l*R1+A2*R2+A1*R2) 1];

% Call the tf function

PlantTF=tf (Num, Den) ;

The function was saved under the name CoupledTanksTF. Typing the command
CoupledTanksTF in the command window (make sure that the current directory is
the one where this file resides) the following will be displayed:

Transfer function:
1.2 s+ 1.3

6 s"2 +8 s +1

As an SISO system, MATLAB provides the facility to determine the response of
the system for a unitstep input. In the command window type step(Coupled TanksTF)
[2]. The graph shown in Figure 14.7 will be displayed.

Have in mind that even though this response seems logical and acceptable, it is your
responsibility to check it out. In this case the explicit transfer function is given by

H(s) 125+13
Q,(s)  65°+8s+1 (14.12)

Because at steady state all derivatives are zero, the steady state can be determined by
substituting s = 0 into the transfer function. Thus for a unit step input (Q(s) = 1/
m?/s) the steady-state value of 4, can be determined:

(o) =¥><1= 13m (14.13)

This result is the same as the one obtained by the simulation (see Figure 14.7).
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Figure 14.7 System response to a step input. (From MATLAB. With permission.)

When a linear SISO system (refer to Figure 14.1) is excited by an input of the
form u(z) = Acos(0), the output of the system is given by y(¥) = Beos(wz+0), where
A and B are the amplitudes of the input and output, respectively, and ¢ is a phase
angle. A Bode plot provides the ratio B/A, usually in decibels [3], as a function of
the frequency ®.

The frequency response of the system, which describes the way 4,(#) responds to
an input given by ¢, = sin(®#), can be obtained by typing in the command window

bode(CoupledTanksTF). The graph shown in Figure 14.8 will display a Bode plot [4].

14.2.2 Zero-Pole-Gain Format of Transfer Function
Representation

Another representation of a transfer function is the Zero-Pole-Gain format. Because
the transfer function, as the one shown in Equation (14.8), is a rational polynomial
function, its numerator and denominator can be factored; that is,

L =2)(-2,)...(6—2,)

(s5)= (s=p)s=p,)...6—p,) (14.14)

The poles, Py and the zeros, 2, can be real, imaginary, or complex numbers and the
gain, K, is a real positive number. The zeros, the poles, and the gain of the transfer
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Figure 14.8 Bode plots for the Coupled Tanks system. (From MATLAB. With
permission.)

function can be obtained by the pole, zero, and degain commands. In the command
window type [5-7]:

>> pole (CoupledTanksTF)
The following will be displayed in the command window:

Num =
1.2000 1.3000
Den =
6 8 1
ans =
-1.1937
-0.1396

>> zero (CoupledTanksTF)
Num =
1.2000 1.3000
Den =
6 8 1
ans =
-1.0833
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>> dcgain (CoupledTanksTF)
Num =
1.2000 1.3000
Den =
6 81
ans =
1.3000

The results show that there are two poles, one at —1.1937 and the other at
—0.1396, a zero at —1.0833, and the gain of the system is 1.3 (which is confirmed by
the steady-state value of /, found by Equation 14.13).

The conversion between transfer function to Zero-Pole-Gain representation is
supported by the command zpk [8]. The following function performs the conver-
sion and draws the response for a unit step input:

function PlantZPK=CoupledTanksZPK

% Running the transfer function object
CoupledTanksTF;

% Finding the poles

PlantPoles=pole (CoupledTanksTF) ;

% Finding the zeros

PlantZeros=zero (CoupledTanksTF) ;

% Finding the DC gain
PlantGain=dcgain (CoupledTanksTF) ;
% Finding the zero-pole-gain presentation
PlantZPK=zpk (PlantZeros, PlantPoles, PlantGain) ;

% Plotting the step response
step (PlantZPK) ;

Running the program yields the following results and the graph shown in Figure 14.7.
Typing in the command window CoupledTanksZPK displays the following:

Zero/pole/gain:
1.3 (s+1.083)

(s+1.194) (s+0.1396)

14.2.3 State Space Representation

State space models are first-order coupled differential equations that describe the
system in the following general form:

x(2) = Ax(t) + Bu(t)
y(t) = Cx(t)+ Du(t) (14.15)

where x is the system state, # is the input to the system, and y is the system’s out-
put. For linear invariant systems the matrices 4, B, C, and D are constants. This
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State Space presentation will be demonstrated using the Coupled Tanks example.
Rewriting the dynamic equation of the tanks (Equation 14.7),

%_L _}’1_}’2
i A\"T R

14.7
By 1 (h=h b 7
d A\ R R
Define the states, the input, and the output of the system by
x, =h
x, = h,
u=gq (14.16)
h= /71
N =h
The state space representation is directly derived from Equation (14.7):
R D S 1
X AR AR x — 0
.1 _ 114 114 UL A u
%, AN B T [0 B BN
- AR AR AR,
- (14.17)
w1 o= ffo o«
n| o 1% |0 oo

The following program will define the state space model in MATLAB [9]:

function PlantSS=CoupledTanksSS

% Define the constants

Al=5;

A2=3;

R1=0.8;

R2=0.5;

% Define the matrices A, B, C and D
A=[-1/(A1*R1) 1/(A1*R1);1/(A2*R1) -1/(A2*R1)-1/(A2*R2)];
B=[1/A1 0;0 0];

C=[1 0; 0 11;

D=[0 0; 0 0];

% Finding the state space representation
PlantSS=ss(A,B,C,D);
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Executing the program yields

>> CoupledTanksSS
a =
x1 x2
x1 -0.25 0.25
x2 0.4167 -1.083

ul u2
x1 0.2 0
x2 0 0

x1 x2
vyl 10
y2 01

ul u2
vyl 00
v2 0 0
Continuous-time model.

In the command window type step(CoupledTanksSS). The time response of 4,
and 4, will be drawn as shown in Figure 14.9. Note that since the input #,= 0, the
corresponding outputs are zero.

From: Ing2)

85}---
u/—

-05

Tor Out)

Time (sec)

Figure 14.9 System’s response to unit step input. (From MATLAB. With permission.)
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14.3 Closed-Loop Systems

Up to this point different representations of the plant (see Figure 14.1) were dis-
cussed. By nature, the plant itself is an open-loop system that responds to the inputs
without any internal corrections or compensations. In a closed-loop control system,
the plant’s output is measured by a sensor and its signal is fed back and com-
pared with the desired plant’s output (reference). The difference between the two,
the error, is fed into a controller which in turn produces the input to the plant.
Obviously, at this point the closed-loop response of the system is of interest and the
problem is how to design a controller that will satisfy a set of requirements related
to the dynamic behavior of the plant’s output.

In this section several commonly used design tools that are available in MATLAB
will be discussed and demonstrated. The design of a simple controller, which regu-
lates the speed of a DC motor, will be used to demonstrate these tools.

14.3.1 DC Motor Modeling

Two equations dominate the dynamic response of a DC motor: the voltage equa-
tion, which describes the electromagnetic behavior of the motor, and the torque
equation, which describes the electromechanical behavior of the motor. The voltage
equation is given by

dl
L “"+RI +E =U

where
L,, = rotor inductance (Henry).
R = rotor resistance (+brushes) (ochm).
E,, = induced voltage (volt).
I, = current (ampere).
U = control Voltage (volt).

The induced voltage is proportional to the angular velocity of the motor.
E =Ko, (14.19)

where ®,, is the rotor angular velocity [rad/second] and KXj, is the motor constant
(Volt/[rad/second]). Thus, the voltage equation is reduced to

dl
Lm7’”+Rm]m +K,o, =U (14.20)
t

The torque equation is given by

dm
J dt’” +Bo, +T =Kol (14.21)
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where
J = total inertia reflected to the motor shaft (including the rotor inertia)(kg m?).
B = total damping torque reflected to the motor shaft (N m/s).
1, = total mechanical torque acting on the motor shaft (N m).
¢ = magnetic flux generated by the stator.

For a permanent magnet (or constant excitation field) DC motor, ¢ is a con-
stant. Defining the motor constant K, = K¢, the torque, 7, produced by the
motor is given by

I,=K]1, (14.22)

and therefore Equation (14.21) becomes

do
jé;+&%+ﬁzﬁg (14.23)

In most cases L,,<< 1 and B << 1 and thus the associated term in Equations (14.20)
and (14.23) can be neglected. The reduced model becomes
R, +Kw, =U (14.24)
do
ST =K1 14.2
)T =K L, (14,25

Combining Equations (14.24) and (14.25) gives

do U-K,o
L R i e
J L=k R (14.26)
In the Laplace domain
U(s)—W(s)
Qis)=K———=
(s) e (14.27)

where

JR .
T=-"—m_motor time constant (second)
b

R
wW=T ?’” load disturbance (volt)

t

K= KL motor gain ([rad/second]/volt)
b
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G1(5)
R(s)  + Y(s)

- Gy(s) +

Figure 14.10 A sample block diagram.

14.3.2 Block Diagrams

Up to now our block diagrams were used to describe the connectivity between the
different elements of the control system. However, block diagrams can also be used
to describe the dynamic behavior of each element by including its transfer function.
The block diagram may be used to determine the closed-loop transfer function of
the system, which in turn can be used to determine the stability and the time and
frequency response of the system.

The diagram shown in Figure 14.10 will be used to demonstrate some of the
basic operations and to determine the closed-loop transfer function Y(s)/R(s). To
simplify, the solution follows these steps:

1. The parallel connected blocks, G,(s) and G,(s), are reduced to G,(s) + G,(s).
2. The serially connected blocks, G;(s) and G(s), are reduced to G;(s) *G,(s).
3. The two new blocks are connected in serial and can be reduced to [G,(s) +

G,()]*G5(5)*G4(s).

These three steps will reduce the block diagram to the one shown in Figure 14.11.
The procedure by which the system’s transfer function is determined follows.
The error, E(s), using the feedback path of the diagram, is given by

E(s)=R(s)— H,(5)Y (5) (14.28)

R 4 E(s) Y(s)
[Gy(s) + Gol8)]* G3(s)* Gyls) |——+

Figure 14.11 Simplified block diagram of the system shown in Figure 14.8.
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Figure 14.12 Block diagram of a DC motor.

The output, ¥{s), using the forward path of the diagram, is given by
Y () ={[G,(5)+ G,(9)]* G, (s) * G, (NE(s) (14.29)

Substituting Equation (14.28) into Equation (14.29) yields the closed-loop transfer
function

Y6 G0+GE) 66 G,0)

R(s)  1+[G(5)+G,(9)]*G,(s)*G,(5)H, (s) (14.30)

The block diagram that describes the DC model given by Equations (14.20) and
(14.23) is shown in Figure 14.12.

14.3.3 MATLAB Tools for Defining the Closed-Loop System

As we have seen in many cases, systems (in particular SISO systems) are described
by block diagrams. MATLAB provides tools by which a closed-loop transfer func-
tion can easily be determined. As an example, the system shown in Figure 14.10
will be used to demonstrate some of MATLAB’s functions. The following transfer
functions will be used:

1
G(s)=——
@) s+1
G2(5)=x+2

41 (14.31)
G )=

s+ 7s+1

1
G (5)=
i) s+5
H(s5)=—"

|
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The following program simplifies the block diagram shown in Figure 14.10 and
determines the closed-loop transfer function following the steps in Section 14.3
[10-12].

function PlantTF=Close_loopTF
% Definitions of the blocks of the transfer functions
NumG1=[1]; DenGl=[1 1];

G1TF=tf (NumG1l,DenGl) ;

NumG2=[1] ; DenG2=[1 2];

G2TF=tf (NumG2, DenG2) ;

NumG3=[1 1]; DenG3=[1 7 1];

G3TF=tf (NumG3,DenG3) ;

NumG4=[1]; DenG4=[1 5];

G4TF=tf (NumG4,DenG4) ;

NumH1=[1 0]; DenH1l=[1 1];

H1TF=tf (NumH1, DenH1) ;

% Connecting Gl and G2 in parallel
G1lG2TF=parallel (G1TF, G2TF) ;

% Connecting G3 and G4 in serial

G3G4TF=series (G3TF,G4TF) ;

% Connecting G1G2 and G3G4 in serial
G1lG2G3G4TF=series (G1G2TF, G3G4TF) ;

% Closing the loop with H1;
PlantTF=feedback (G1G2G3G4TF, H1TF) ;

Typing Close_loopTF in the command window yields the closed-loop transfer
function of the system:

Transfer function:
2 8™ +7s8"2+8s+3

56 + 16 ™5 + 89 s%4 + 213 s™3 + 229 872 + 100 s + 10

The block diagram of the DC motor shown in Figure 14.12 will be used as a
second example. Neglecting the load, 7,, and using the following constants, the
response of the motor to a unit step input, U,,= 1, will be determined.

K, = 0.824 (volt/[rad/second]) K,=7.29 (Ib in./A)
R,=0.41(Q) J=0.19 (Ib in. s?)
L,=0.005 (H) B=0.002 (Ib in. second)

function PlantTF=DC_Close_LOOpPTF
Rm=0.41;

Lm=0.005;

Kb=0.824;

Kt=7.29;

B=0.002;

J=0.19;

$Define the electrical block
NumE=[Kt] ;

DenE=[Lm Rm] ;
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ElectricalTF=tf (NumE, DenE) ;

$Define the mechanical block

NumM=[1] ;

DenM=[J B];

MechanicalTF=tf (NumM, DenM) ;

$Define the feedback block

NumFB=[Kb] ;

DenFB=[1];

FeedbackTF=tf (NumFB, DenFB) ;

$Connect the electrical and mechanical blocks in series
Elec_MechTF=series (MechanicalTF,ElectricalTF) ;
%Closing the loop

DC Close LoopTF=feedback (Elec_MechTF, FeedbackTF)
$Plot the time response to a unit step

step (DC_Close LoOpPTF)

Executing the program yields the following transfer function, and the time
response plot is shown in Figure 14.13.

Transfer function:
7.29

0.00095 ™2 + 0.07791 s + 6.008

-} Figure 1 |
Flle Edit View Insert Tools Deskiop Window Help »

D& hhaaM® |08 = O

Step Response

o8+ 1

Ampltuds

04} .

4 1

o 005 01 015

Figure 14.13  Step response for the model shown in Figure 14.10. (From MATLAB.
With permission.)
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14.4 MATLAB Tools for the Performance
Analysis of Closed-Loop Systems

Up to this point two MATLAB functions were used to determine the sys-
tem behavior in time and frequency domains, that is, the szep and bode func-
tions. Two other functions, rlocus and nyquist, are discussed in the following
sections.

14.4.1 Root Locus Plots

A simple SISO closed-loop system is shown in Figure 14.14. Notice that the
gain of the forward path, K, was separated from the forward transfer function,

G(s).

The closed-loop transfer function is given by

Y (s) _ KG(s)
R(s) 1+ KG(s)H(s)

(14.32)

The system characteristic equation, which is the denominator of the closed-loop
transfer function, is given by

1+ KG(s)H(s)=0 (14.33)

This simple SISO system will be stable as long as the roots of the characteristic
equation reside on the left-hand side of the complex plane. The root locus is a graph
showing the location of the roots of the characteristic equation as a function of the
gain, K. Thus, using the locus, the designer can determine the range of the gain,
K, that will ensure the stability of the system. The function rlocus uses a slightly
different block diagram structure, shown in Figure 14.15, that produces the same
characteristic equation.

The following program defines a closed-loop transfer function and calls the
rlocus function. The root locus plot is shown in Figure 14.16. From the plot it is
clear that for a range of gain values some roots are located on the right-hand side of
the complex plane. The designer should avoid this range in order to maintain the
stability of the system.

% Define the Closed-Loop transfer function
N=[ 1 2 4];

D=[1 7 6 5 3];

Closed_LoopTF=tf (N, D) ;

% Call the rlocus function

rlocus (Closed LoopTF) ;
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E(s)
R“HTH o
H(s

Figure 14.14 A simple closed-loop system.

Y
RE) + Closed-Loop ©)

Transfer Function

F Edit View Insert Tools Deskiop Window Help 5
DEE& QAN € 08 =0 B
Root Locus
15 T T T T T T T
1} .
- . -
[c e
S =
Aot i
- 1 1 L L 1 1 1
15:? -6 5 -4 -3 2 1 0 1
Real Axis

Figure 14.16 Root locus plot of the above closed-loop transfer function. (From
MATLAB. With permission.) (See color insert following page 334.)
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14.4.2 Nyquist Plots

Because the Laplace variable, s, is a complex variable that can be expressed by s =
Ja» the term L(s) of a closed-loop system with a characteristic equation given by
14 L(s) = 0 can be expressed by its magnitude, M, and its angle ¢:

M =|L(jo)|
, (14.34)
¢ =/L(jo
The Nyquist plot is a M-¢ plot as ® changes from zero to infinity. The plot is
fundamentally used to determine the stability of a system. The Nyquist’s stability
criteria state that the system is stable if and only if the Nyquist plot of L(s)

1. Does not encircle the point (-1,0) when the number of poles of L(s) on the
righthand side of the s plane is zero.

2. Encircles the point (-1,0) counterclockwise 7 times, where 7 is the number of
poles of L(s) with positive real parts.

As an example, consider the closed-loop system shown in Figure 14.17. The
transfer function of the closed-loop system shown in Figure 14.17 is given by

YGs) wm

= 14.
R(S) I+ 5(3—1) (Hl—2) ( 35)
and thus,
L(s)= 5 (14.36)
sG+D(s+2) '

The following program will produce the Nyquist plot, shown in Figure 14.18,
and the closed-loop system response to a unit step, shown in Figure 14.19.

% Define the transfer function L
N_L=[5];

D L=[13201;
L_TF=tf(N_L,D_L);

< 1
.“ s(s+ 1) g

(s+2)

Figure 14.17 Closed-loop system.
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Figure 14.18 Nyquist plot of L(s) defined by Equation (14.36). (From MATLAB.
With permission.)

% Call the rlocus function

nyquist (L_TF) ;

pause;

% Define the closed-loop transfer function L

N CL=[1 2];

D _CL=[1 3 2 5];

CL_TF=tf (N CL,D CL);

step (CL_TF) ;

Note that the plot is symmetrical about the real axis due to the conjugate solu-
tion of the roots. Only one of the graphs is needed for the evaluation of the above
criteria.

The scales in this plot were selected automatically by MATLAB. The graph
that was produced did not provide a good view near the (-1,0) point. To visualize
the geometry of the plot in the nationhood of (-1,0), left click on the X scale and
change the X limits to =2 and 0.5 and the Y limits to —0.5 and 0.5. As a result, the
plot shown in Figure 14.19 was produced. From this graph it is clear that the system
is stable because the point (~1,0) is not encircled.

The response to the unit step is shown in Figure 14.20. As shown, the response
is very oscillatory, indicating that the system is close to instability. Increasing the
gain from 5 to 10 will cause the system to become unstable. The corresponding
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Figure 14.19 Modified Nyquist plot of L(s). (From MATLAB. With permission.)
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Figure 14.20 Unit step response of the system given in Equation (14.35). (From
MATLAB. With permission.)
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Figure 14.21 (a) Nyquist plot of L(s) defined by Equation (14.35) with gain = 10.
(b) Unit step response of the system given in Equation (14.35) with gain = 10.
(From MATLAB. With permission.)
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Nyquist plot is shown in Figure 14.21a. This figure shows that the plot encircles
the point (-1,0) and therefore the system is not stable. Figure 14.21b shows the
response of the closed-loop system to a unit step input and it is clear that the system
is not stable.

14.5 MATLAB'’s SISOtool

MATLAB provides a graphical user interface (GUI) that allows the user to design
an SISO system. The GUI provides a few selectable control schemes given by their
block diagrams. The controller is programmable within the GUI and its gain can
be adjusted “on the fly” using the design tools mentioned above.

14.5.1 Example to Be Used with SISOtool

To demonstrate the capabilities of SISOtoo/ the system shown in Figure 14.22 will
be used. In this system a ferromagnetic mass, 7, is suspended on a spring, 4, and a
damper, ¢. An electromagnetic force, f; is applied to the mass, which is proportional
to the current, 7, lowing through the R-L circuit. The circuit is excited by the volt-
« which is proportional to the control signal, »;,. The position of the mass is
measured by a linear potentiometer of length 4 and is excited by bipolar reference
voltage +v. The controller is fed with the error, ¢, and accordingly produces the
control signal, v,

As a first step the system has to be decomposed to subsystem where the input
and output of each subsystem are cleatly established, as shown in Figure 14.23.
Note that the diagram does not include the explicit model of each subsystem.

age, v,

L

>~

4

=

+V
L
OU,i
R

Y + e V; l
Controller |5 Amp. Vv ; % M

Figure 14.22 Example for SISOtool.
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R-L Current-Force Mass-Sprin,
Controller |-»{ Amp. [ .. . > o . B pring
Circuit Conversion Damper
v
p .
Potentiometer

Figure 14.23 Schematic block diagram of the system shown in Figure 14.22.

At this point the transfer function of each block has to be determined:

Controller

An I (integrator) controller will be used:

LACES 14.37
E(s) s (14.37)
where K| is the controller gain.
Amplifier
The amplifier is a pure gain, K ;:
Vil _
‘/;n (5) -4 (1438)
R-L Circuit
The current equation for the R-L circuit is given by
o =iR+LY (14.39)

dt

where R is the resistance and L is the inductance of the coil. The transfer function
1(9)/V, . (s) is given by

out

I(s) 1
V() R+Ls (14.40)
Electromagnetic Force
The electromagnetic force, F, is proportional to the current 7
£(s)
10) =Ky (14.41)

where K} is proportionality constant.
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Mass-Spring-Damper
The transfer function X(s)/F(s) is given by

X(s) 1
F(s) ms*+es+k

(14.42)

Linear Potentiometer

The potentiometer provides a feedback signal that is proportional to the displace-
ment, X, and it depends on its stroke and excitation. It has a gain given by

V,(s) 2y
XG) d

(14.43)

Input Filter

Notice that the reference input, ¥; has to be modified in order to match the units at
the summation junction by multiplying ¥ by the feedback device gain.

The complete block diagram of the system is shown in Figure 14.24 and can be
simplified to the form shown in Figure 14.25.

Vout

1 i F 1 X
L > K | —— — >
d s R+Ls ms+ cs + k

vy 4 Kak'y 2N
d s (R + Ls)(ms® + ¢cs + k)
Vp 2V

d

Figure 14.25 Modified block diagram of the system shown in Figure 14.22.
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14.5.2 SISOtool Main Features

To start the SISOtool type in the command window sisozool. The following win-
dow shown in Figure 14.26 will be displayed. There are many options available in
this tool and in the following the most important one will be discussed (the reader
should open the tool in order to follow these short descriptions):

Control Architecture: Allows the user to select one of the architectures pro-
vided, such as change signs at the summation junction, and change name of
block and signals.

System Data: Allows the user to specify the transfer function, written ahead
of time, for each block.

Compensator Editor: A tool by which the transfer functions of the controller
and the input filter can be specified.

Graphics Tuning: Allows the user to select the different plots to be displayed.
Initially the Root Locus, and open and closed system Bode diagrams are
displayed as shown in Figure 14.27. Using these plots the user can modify the
controller interactively.

Analysis Plots: Allow the user to plot the time response to a step input, an
impulse input, and other plots needed for analysis.

I - [E]X
| e E& Help
i?:_]a:bs;mmmk Architecture | Compansator Edtor | Graphical Tuning | Analysis Plots | Automated Tuning
+- [ Desion History Current Archibecture:
[ Control Architecture ... | Modfy architecture, labels and feedback signs.
|.__Lu?ocon£wT..J Corfigure a5 For multi-loop design.
[ SystemData.. | import data For compensators and fixed systems.
[ Sample Twme Conversion ... | Change the samole time of the design.
Shom Archiscirs_| [ Sioretssn | [ 1eb )

| Load projects

Figure 14.26 The SISOtool window. (From MATLAB. With permission.)
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Right-click on the plots for more design options.

Figure 14.27 Plots initially displayed by SISOtool. (From MATLAB. With
permission.)

14.5.3 Using SISOtool to Design the Controller
for Example at Beginning of This Section

The design of the controller for the above example will be explained step by step:

1. The common call for SISOtool is sisotool(G,C,H,F), where G, C, H, and F
are transfer functions describing the Plant, Controller, Feedback device, and
Input Filter, respectively. These transfer functions are established using the zf;
zpk, or ss functions that were explained in Section 14.2.

2. The following values will be used:

m=0.1kg £=500 N/m ¢=100 N/(m/s)
R=5 ohm L=0.01H

V=5V d=01m
K,=5 K,=10N/A  K,=1Vs



372 m Numerical and Analytical Methods with MATLAB

The transfer functions are given by

50
G(s)=
© 0.0015 +1.55> + 5055 + 2500 (14.44)
Cw= (14.45)
k)
H(s)=50 (14.46)
F(s)=50 (14.47)

3. The following MATLAB function defines these transfer functions:

o

% The function is in the file GTF.m

function PlantTF=GTF

% Definitions of the Plant’s transfer functions
NumG=[50] ; DenG=[0.001 1.5 505 2500];
PlantTF=tf (NumG, DenG) ;

o

% The function is in the file CTF.m

function ControllerTF=CTF

% Definitions of the Controller’s transfer functions
NumC=[1]; DenC=[1 0];

ControllerTF=tf (NumC, DenC) ;

o

% The function is in the file HTF.m

function FeedbackTF=HTF

% Definitions of the Controller’s transfer functions
NumH=[50] ; DenH=[1];

FeedbackTF=tf (NumH, DenH) ;

o

% The function is in the file FTF.m
function InputFilterTF=FTF

o

% Definitions of the Controller’s transfer functions
NumF=[50] ; DenF=[1];
InputFilterTF=tf (NumF, DenF) ;

4. In the command window type sisor0ol(GTF,CTG,HTF,FTF), where GTF,
CTG,HTEFTF are the transfer function objects established in the program
above. Two windows are displayed: The first is the same as in Figure 14.26
and the second, shown in Figure 14.28, is the same as in Figure 14.27 but
the plots correspond to the system in this example. Note that the Gain
Margin (GM = 50.5 db) and the Phase Margin (PM = 78.8 degrees) are dis-
played on the Bode graph and the zeros and poles are displayed on the Root
locus plot. The values for the PM and GM indicate that the system is stable.
However, they do not provide any indication regarding the time response of
the system.

To see the response of the closed-loop system to a unit step input click on
Analysis Plots and fill the form as shown in Figure 14.29. The step response
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Figure 14.28 Plots initially displayed by
MATLAB. With permission.)

SISOtool for the example. (From

plot, shown in Figure 14.30, will be displayed. As shown, the response is
stable. Steady state is reached after approximately 4.5 seconds with a zero

steady-state error.

5. The graph shown in Figure 14.28 is a design tool by which the GM and PM
or the open-loop system’s gain can be modified.

Using the Bode Graph Tool

To modify GM and PM put the cursor to the yellow dot on the Bode amplitude

diagram (the cursor will change to a hand),
down, decreasing and increasing the GM, res

right click and drag the point up or
pectively. Simultaneously, the plot of

time response to a unit step will change. As the GM increases the response becomes
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Figure 14.29 Analysis Plots selection. (From MATLAB. With permission.)
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Figure 14.30 Time response to a unit step. (From MATLAB. With permission.)
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Figure 14.31 Bode diagram of the system after modification of the GM. (From
MATLAB. With permission.)

faster but oscillatory. Once the GM is positive, the system becomes unstable.
Figure 14.31 shows the Bode diagram at GM = 30.5 db and PM = 37.7 degrees and
Figure 14.32 shows the corresponding unit step time response of the closed-loop
system. The forced change in GM corresponds to a change in the open-loop gain
of the system. Because only the controller’s gain, K}, can be adjusted in this system,
the design tool indicates (at the bottom left of the Bode plot window) the controller
gain for these values of GM and PM—*“C gain changes to 9.99.”

Using the Root Locus Graph Tool

The default scales of the Root locus plot have to be changed in order to observe the
location of the roots close to (0,0). Right double-click on one of the axes to open
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Figure 14.32 Time response to a unit step of the closed-loop system after modi-
fication of the GM. (From MATLAB. With permission.)

a new window in which the scales can be changed. Change the scales to 10 and
—10 on the imaginary axis and to —100 and 100 on the real axis (see Figure 14.33).
It is clear that the system is stable because the roots are on the left-hand side of
the complex plane. Note that there are two additional zeros that are not shown in
Figure 14.33 that are not shown in Figure 14.31. The location of the roots of the
characteristic equation can be manipulated by dragging one root along the curve,
the same way that the GM was manipulated. Notice that

(@ As long as the roots lie on the left-hand side of the complex plane, the system is
stable.

(b) If the roots are located on the real axis, the response of the system to a unit
step input has no overshoot.

(¢) If the roots are complex conjugate the response of the system to a unit step
input is oscillatory.

For demonstration, the roots of the characteristic equation were relocated as
shown in Figure 14.33. As expected, the system is stable and its response to a unit
step is oscillatory, as shown in Figure 14.34.
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Figure 14.33 Root locus of the system. (From MATLAB. With permission.)

14.6 Application of Simulink in Controls
and Dynamic Systems

Simulink® is a friendly, graphical interface by which a control system, or any other
dynamic system, is described by a block diagram much the same as was described in
Section 14.3.2. As such, the programming is intuitive and easy. Moreover, Simulink
supports programming elements, such as saturation, that are very diflicult to imple-
ment in MATLAB. Some of the main features of Simulink will be demonstrated in
the following with several examples. Also see Chapter 7.

14.6.1 Example of Control of the Fluid Level in Coupled Tanks

The goal in this example is to design a controller that will regulate the level of the
fluid, 4,, in the coupled tanks system shown in Figure 14.5. To make this example
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Figure 14.34 Response of the system in Figure 14.33 to a unit step

MATLAB. With permission.)

. (From

more realistic, an additional unknown flow, ¢, will be added as disturbance to the
first tank. To this end, the control scheme block, shown as the block diagram in

Figure 14.35, is proposed.

The modeling of the whole system will be done block by block, which will make

it easier for the implementation in Simulink.

+ | 44
u q
Controller —— Pump |—» Plant
+

Sensor

v

Figure 14.35 Proposed block diagram for the fluid level control system.
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Modeling the Plant

Recalling Equations (14.19) through (14.22) and adding the additional flow, ¢,
yields

AR | A A AR
R+R| His)
AZRIRJ‘ AR,

Hl(s)[x+ L }ZQQ(S)_FQJU)_’_HZ(S)

(14.48)

H2(5)|:5+

Using the same constants—A,;=5m?,4,=3m? R,=0.8s/m?,and R,=0.5s/ m?>—the
above transfer functions reduce to

0.8 0.8 1
H(9)= 45+1Q0(5) 45+1Q”[(5)+ 45+1H2($)
(14.49)
b 03
0.923s+1

The block diagram of the plant, given by Equation (14.49), is shown in Figure 14.36
and its Simulink equivalent is shown in Figure 14.37.

Using the subsystem option the block diagram of the plant is reduced to one
block with two inputs, ¢, and ¢,, and one output, 4,. The names of the input and
output ports, IN1 IN2 and OUT], should be changed so they will appear in the
subsystem block (see top right corner in Figure 14.39).

Q4 0.8
E—
4s + 1 +
QO 0.8 +
= N
4s + 1 H;
—>
H, R .
4s + 1
0.384 H
0.923s + 1

Figure 14.36 Plant’s block diagram.



380 m Numerical and Analytical Methods with MATLAB

E’ untitled/Plant *
File Edit WView Simulation Format Tools Help
DEE& +=@ e 4|2 » = oo
@ 08
In1 s+l e
08
In2 m |
9 H1 :
Qutt
1
P e
aseq
H2 0324
092351
Ready 100% odeds

Figure 14.37  Simulink description of the plant. (From MATLAB. With permission.)

Modeling the Pump

A constant displacement pump driven by a DC motor is assumed. The pump has
a displacement of K; = 0.003 m?/rev. The reduced model of a DC motor, given by
Equation (14.35), will be used and its constants are X,,= 20 rpm/V and 7 = 0.1
second. The motor is driven by an amplifier with a gain of K, = 15. The block
diagram of the Amplifier-Motor-Pump combination is shown in Figure 14.38.
Intentionally, the units of the variables were added in order to emphasize that the
units at the output of the block should correspond to the units of the input and the
units of the gain. The corresponding Simulink diagram is shown in Figure 14.39.
The Simulink model for the pump is also reduced to one block.

u[Volt] vV [Volt]  [rpm] qo [m?]

—’ o.1i0+1

Figure 14.38 The pump unit block diagram.
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Figure 14.39 Simulink description of the pump unit. (From MATLAB. With
permission.)

Modeling the Sensor

The sensor is a device that measures the level of the fluid, 4,, and provides a signal
proportional to the measured height. A suitable sensor has an order-of-magnitude
faster response than the process variable it is intended to measure. Therefore, its
dynamic behavior is usually neglected and it is considered as a pure gain. In this
example a sensor with a gain of K| = 0.5 V/m will be used. Note that the same gain
is used to filter the input reference, H,, as explained in Section 14.3.

Modeling the Controller

An integral controller will be added with the transfer function:

U)K,
£G) = (14.50)

where K] is a tunable gain.

Reference and Disturbance

Since the controller is a regulator, designed to maintain the fluid level constant
in the presence of disturbances, the reference to the system is the required height,
H,. Assuming that the required height is 5 m, the reference is represented as a step
function of a value 5.

For a start it is assumed that there is no disturbance and therefore Q,= 0.
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Figure 14.40 Complete Simulink block diagram. (From MATLAB. With permission.)

Executing the Simulation

The complete Simulink block diagram is shown in Figure 14.40, with K; = 0.5. The
simulation was executed for the duration of 100 seconds and the results are shown
in Figure 14.41.

Controller Gain Tuning

The controller gain, K}, is the only adjustable variable in this system. Thus, the
designer has to select its value according to certain criteria and to the physical con-
straints of the system, such as the maximum fluid level allowed before overflow and
maximum anticipated disturbance flow.
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(K;=0.1) (K;=0.5) (K;=1)

Figure 14.41 Simulation results—fluid level as function of time. (From MATLAB.
With permission.)
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Intuitively, it should be clear that as the gain, K, is increased, the faster the
response will be with the “penalty” of increased overshoot. Figure 14.41 demon-
strates this statement by showing the response for ;= 0.1, 0.5, 1.0. Obviously an
overshoot of over 40% (for K;= 1) is not acceptable because it means that a large
portion of the tank capacity cannot be used.

Physical Constraints

Up to this point it was assumed that the system is linear, which is correct for a
certain range of operation, for example, when the demand from the pump unit is
within its capability. In reality, there are physical constraints that have to be embed-
ded in the simulation:

1. The amplifier output cannot exceed a maximum output voltage of |V, |.
Therefore a saturation element with the limits of £V, _has to be added to the
output of the amplifier.

2. The pump is unidirectional, which means it can pump water only into the
tank but not from the tank. This means that an additional saturation element
has to be used at the pump’s output, which will limit the output only to a
positive value with a maximum value of

qmnx = U Ka KmKd

If the controller output signal, u, is limited to 5V, the maximum flow rate
of the pump is given by

g, =5%15x20%0.003=4.5 m’/s

3. With current technology the controller is implemented by a microcontroller
where the control signal, #, is produced by a digital-to-analog converter
(DAC). A typical DAC’s output varies in the range of £5V. Thus, another
saturation element has to be added to the controller output in order to limit
the signal # to that range.

The changes to the pump unit block diagram are shown in Figure 14.42.

The modified simulation was executed for the same controller’s gains. Since the
pump’s flow rate is the major physical constraint, its trace was added to the scope
using a multiplexer. This way, both the fluid level, 4,, as well as the flow rate, g,
can be observed on the same time scale. The results of the simulations are shown in
Figure 14.43, where the yellow line corresponds to the fluid level and the red line
to the flow rate, ¢,.
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Figure 14.42 Changes in the pump unit block diagram. (From MATLAB. With
permission.)

As shown, for a low controller gain, K, = 0.1, the flow rate g, < ¢,,,,, and there-
fore saturation does not occur and the system is linear. As the controller’s gain
increases saturation occurs and the system becomes nonlinear but still stable.

Up to this point in the discussion, no disturbance was introduced (g,= 0).
Because the disturbance is not known, but bounded by a known value, a uniform
random number bounded by [0,1] is assumed. The constant block that produces
q, (see Figure 14.40) will be replaced by a uniform random number as shown in
Figure 14.44. The disturbance, ¢, is recorded as well. The simulation results are
shown in Figure 14.45 and Figure 14.46. As shown, in spite of the fluctuations in
the disturbance, the controller maintains the required fluid level for both the linear
and nonlinear cases discussed above.

(K;=0.1) (K;=0.5) (K;=1)

Figure 14.43 Simulation results of the modified model. (From MATLAB. With
permission.) (See color insert.)
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Figure 14.44 Simulation block diagram of the modified model with disturbance.
(From MATLAB. With permission.)

Figure 14.45 Simulation results of the modified model with disturbance (K, =
0.1). (From MATLAB. With permission.) (See color insert.)

14.6.2 Design of a Feed-Forward Loop
Using Optimality Criteria

Figure 14.47 illustrates a control scheme that employs a feed-forward loop with a
gain Kfin addition to an integral controller.
The system transfer function is given by

X(@s) Kfs+]([

Y(s) _‘Esz+s+Kl

(14.51)
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Figure 14.46 Simulation results of the modified model with disturbance (K, =
1.0). (From MATLAB. With permission.) (See color insert.)

It should be emphasized that the additional feed-forward loop does not change
the characteristic equation of the system and therefore its stability (without the
feed-forward loop the transfer function is the same where K, = 0). For this linear
system the gains K; and K can be selected by different design tools such as root
locus and Bode graphs.

However, one has to realize that in a physical system the control signal, #, is
bounded and a limiter has to be used. As a result, the system is not linear anymore
and the above-mentioned tools cannot be used.

A4
=

v

y C 3 € K v 1 x
s . s+ 1

Figure 14.47 A control system with a feed-forward loop.
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Performance Indices

Performance index is a measure indicating how well the controller performs. In
most cases these indices are applied to regulators (constant reference) where the
system reaches a steady state with zero or constant error. These indices can be deter-
mined analytically, numerically, or experimentally. Four commonly used indices
are given in the following:

1. Integral absolute error (IAE):

J= j0m|e(t)| dr (14.52)
2. Integral of time multiplied by absolute error (ITAE):

J= J.:t le(®)] 4z (14.53)
3. Integral of squared error (ISE):

/= J' :gz(t) s (14.54)
4. Integral of time multiplied by squared error (ITSE):

J= Jmtez(t) dt (14.55)
0

The indices that involve zime (ITAE and ITSE) put emphasis on the error occur-
ring late in the response because # is small in the early stages of the response. Both
indices, IAE and ISE, intend to reduce the errors at the early stages of the response
(during the transient) regardless of the error sign, and the ISE index puts higher
emphasis on large errors.

Selection of the Gains K, and K;

The values of the gains, K; and Kj; will be determined by minimizing the ITSE
performance index numerically. The simulation program, shown in Figure 14.48,
will be called by MATLAB using two nested loops where the gains will be varied
in a certain range. The gain combination that minimizes the ITSE index is the
optimum solution.



388 m Numerical and Analytical Methods with MATLAB

F‘u feed forward test *
File Edt “iew Simulstion Format Tools Help

DEEH&E tham » 15 Mormal ~HEBE o pEE

Cortiol signal

Flant fransfer function X

Feady 100% oded5

Figure 14.48 Simulink program for the system in Figure 14.47 with ITSE. (From
MATLAB. With permission.)

Note the following changes in the simulation program:

1. No numerical values were assigned to the feed-forward and the controller
gains. Instead, the names KI and KF were inserted. These names will be used
by MATLAB when the simulation is being called.

2. A saturation block was added to limit the maximum/minimum value of the
control signal.

3. The value of the performance index will be available to MATLAB using the ouz
block.

To test the simulation, the gains were manually set to X;= 0.5 and Kf =0.5and
the input reference was set to a unit step starting at #= 1 second. The results of this
run are shown in Figure 14.49. The following observations can be made:

1. The control signal, #, is saturated at the early stages of the response because
the error, ¢, is large.

2. While the control signal is saturated, the output, x, remains constant and thus
the error is constant and therefore the value of the performance index increases
parabolically.

3. As the response reaches steady state with no error the value of the perfor-
mance index remains constant. This is the value that will be used for deter-
mination of optimality.
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Figure 14.49 Simulation results: @) X; (b) u; (c) ITSE. (From MATLAB. With
permission.)

Multiple Runs of Simulink Model via MATLAB

To call a Simulink program from MATLAB the sim function is used [13]. Since
the constants in the Simulink model are global variable, they can be changed by
MATLAB. The following program changes the values of K; and K}, using double-
nested loops, calls the Simulink model, and prints out the values of K; and K. and
the corresponding value of the performance index.

o

File name: feed forward.m
Calls simulink model feed forward test
retrieve the vector y which is the outport 1 containing the value of
the performance index
for KI=0.1:0.1:0.3;
for KF=0.0:0.1:0.5;
[t,x,y]l=sim(‘feed_forward test’);
% Extracting the maximum value of the performance index
ITSE_max=max (y) ;
fprintf (‘KF=%10.2f KI=%10.2f ITSE=%10.3f
\n’,KF,KI,ITSE max) ;
end

o° oe

o\°

end

The results of the program are shown below:

KF= 0.10 KI= 0.10 ITSE= 1.237
KF= 0.15 KI= 0.10 ITSE= 0.675
KF= 0.20 KI= 0.10 ITSE= 0.387
KF= 0.40 KI= 0.30 ITSE= 0.875
KF 0.50 KI= 0.30 ITSE= 1.353

The results were rearranged in Table 14.1. As shown, the minimum value of the
performance index occurs when X;= 0.2 and K= 0.2. These values can be adopted
as the optimal solution or the same process can be used to refine these values.
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Table 14.1 ITSE Values for Different Combinations of K, and K;

Ki
0.1 0.2 0.3
0.0 3.186 1.391 0.965
0.1 1.237 0.666 0.537
0.2 0.387 0.366 0.369
0.3 0.696 0.551 0.509
0.4 2.009 1.163 0.875
0.5 2.070 1.961 1.352

In this case, K; will be changed from 0.1 to 0.3 in increments of 0.05 and K will
be changed from 0.1 to 0.3 with the same increments. The results of this run are

shown in Table 14.2.

The optimal value of the ITSE index, as shown in Table 14.2, is 0.365 and
the corresponding optimal values of the gains are K, = 0.25 and K, = 0.2. Setting
these values in the Simulink model and executing the program will yield the results

shown in Figure 14.50.

A comparison of the simulation’s results shown in Figures 14.49 and 14.50

yields the following:

1. The value of the performance index dropped from 0.9 to 0.36.
2. The maximum overshoot of the output, X, dropped from 20% to 15%.

3. The time during which the controller is in saturation dropped from 5 seconds
to about 0.5 seconds, which means that the actuation element of the system

is not stressed to perform at its limit, thereby extending its useful life.

Table 14.2 ITSE Values for Refined Values of K, and K;

K
0.1 0.15 0.2 0.25 0.3
0.1 1.237 0.825 0.666 0.585 0.537
0.15 0.675 0.519 0.462 0.435 0.419
" 0.2 0.387 0.369 0.366 0.365 0.369
0.25 0.375 0.376 0.384 0.391 0.397
0.3 0.696 0.596 0.551 0.525 0.509
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Figure 14.50 Optimum response: (@) X; (b) u; (c) ITSE. (From MATLAB. With
permission.)

14.6.3 Active Suspension

Figure 14.51 illustrates a simple model of suspension of one wheel of a vehicle. The
mass, 72, represents one quarter of the vehicle mass and 4 and ¢ are the damper and
the spring constants. The variable x, represents the displacement of the vehicle rela-
tive to the road and the variable x, represents the displacement of the axial relative
to the road. The vehicle is traveling at the speed V over a bump, which is input to
the suspension, with a given geometry.

The governing equation of the above model is given by

mi, +e(x, —x)+k(x, —x)=0 (14.56)
The input bump, x,, and its derivative, % , depend on the vehicle’s speed and the

geometry of the bump. In this case this input can be generated as the summation of
four ramp inputs whose slopes and starting times are detailed in Table 14.3.

.
T

Figure 14.51 A model of the suspension of a single wheel.
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Table 14.3 Generation of x,

Start Time Slope
Ramp 1 1 h/(d/V)
Ramp 2 1+dv ~h/(d/V)
Ramp 3 1T+dV+IV —h/(d/V)
Ramp 4 1+2d/V+ IV h/(d/V)

The Simulink implementation bump is shown in Figure 14.52 for V=45 kmh,
h=0.1m,d=0.25 m, and /= 1.5 m. The Simulink implementation of the model is
shown in Figure 14.53. The results for the vehicle displacement and vertical acceler-
ation are shown in Figure 14.54. These results were obtained for a fixed suspension
with the following parameters: 7 = 225 kg, ¢ =250 N/m/s, and #= 5000 N/m.

The results shown in Figure 14.54 indicate

1. The vehicle response is very oscillatory, which means that the vehicle bounces
many times after passing the bump with maximum amplitude of 0.055 m.

2. The occupants of the vehicle experience peak acceleration of 8 m/s?, which
in not comfortable.

To improve the performance of the suspension, a controller, which will modify
the damping coeflicient by changing the size of the orifice in the damper, is added
to the system. The controller is a proportional derivative (PD) controller with a
transfer function given by

U(s)
=K +K ;s 14.57
E(S) ? d ( )
i, M = ) Scope r; _&' -} Scope? E_E
e e [aE PP b AR sa e Jot o5 AGE Sa T -
AT 1
|'| s b 5
i [ ]
I:_:I £ ’[_—
a
T
< ¥ s
|\.|_J * =
o

Figure 14.52 Bump simulation: (a) Simulink model; (b) x,; (c) X,. (From MATLAB.
With permission.)
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Figure 14.53 Simulink implementation of the suspension model. (From MATLAB.
With permission.)

| -} Vehicle Acceleration

Figure 14.54 Simulation results: (@) displacement; (b) acceleration. (From
MATLAB. With permission.)
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Figure 14.55 Controller implementation. (From MATLAB. With permission.)

'The controller drives a small actuator with a time constant T = 0.01 seconds and
gain of one. The initial value of the damper’s coefficient is 250 N/m/s.

Figure 14.55 illustrates the implementation of the control scheme in Simulink
and Figure 14.56 shows the displacement of the car where the controller’s gains
were K, = 10 and K, = 75. As seen, the maximum magnitude of the displace-
ment was reduced to 0.03 m compared with 0.055 m for the fixed suspension case.
However, the comfort of the occupants is compromised as shown in Figure 14.57;
the maximum value of the vehicle’s acceleration reaches 3 g.

The reader should realize that an actual active suspension system is by far more
complicated and outside the context of this book. The above discussion is just an
example to demonstrate that parameters of a system can be controlled as well.

14.6.4 Sampled Data Control System

Most controllers today are implemented by software using microprocessors or
microcontrollers. A typical block diagram of a sampled data control system is
shown in Figure 14.58. This system functions as follows:
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Figure 14.56 Vehicle’s displacement. (From MATLAB. With permission.) (See
color insert.)

1. The reference (nT) is generated by a program where 7 is the sampling time
and 7 is an index starting at zero (when t = 0) and increments every 7 sec-
onds. Thus, 77 represents time and as 77— 0, n7" — &.

2. The feedback signal from the sensor is sampled every 7" seconds (symbol-
ized by the switch that closes at the frequency 1/7). If the feedback signal
is analog, an analog-to-digital converter (ADC) is being used to obtain the
numerical value of the signal.

3. Once the reference, 7(n7), and the the numerical value of the feedback signal
are known, the error, (7, can be calculated.

-} VWehicla Acceleration L"EE

S8 FPRPL ARE BOAF

Figure 14.57 Vehicle’s acceleration. (From MATLAB. With permission.)
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Figure 14.58 Block diagram of a sampled data control system.

4. Using the error signal, a control algorithm is used in order to determine the
control signal u(nT).

5. If the control signal needs to be an analog one, the computed value of the
control signal is converted to an analog signal using a DAC.

6. The signal produced by the DAC, u(2), is kept constant during the period 7°
and will change in the next iteration.

The design of a sampled data control system requires additional considerations:

1. “Conversion” of a continuous controller to an algorithm. In this case the con-
troller is designed as a continuous one using a variety of available tested tools,
then it is converted to an algorithm by different numerical methods for inte-
gration and differentiation (replacing 1/s and s in the Laplace Transform).

2. Selecting appropriate sampling time 7. A simple “rule of thumb” is to select
a sampling frequency, 1/7, three to five times higher than the highest fre-
quency of interest.

3. Selecting appropriate ADC and DAC. Both converters come in different volt
age ranges of operation: =5V to +5V, 0V to +5V, and others. In case of ADC
the analog signal is converted to a binary number proportional to the input
voltage. On the other hand, a DAC is fed with a binary number and it pro-
duces a voltage proportional to the value of that number. Both converters are
available in different lengths of the binary number (number of bits), which
determines the resolution of the converter. For example, a 12-bit DAC with the
range of 5V to 45V has a resolution of 0.00244V. This means that an increase
in its input number by 1 will increase the output voltage by 0.00244V.

4. Selecting a suitable processor. The processor should be able to calculate the
reference and the control algorithm and to acquire the feedback signal (and
other tasks) within one sampling period 7. Thus, a processor with appropriate
computational capabilities has to be chosen.
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14.6.5 Implementation of ADC and DAC in Simulink
Implementation of ADC

Figure 14.59 demonstrates the implementation of ADC in Simulink. The imple-
mentation consists of three elements:

1. A saturation element that binds the input analog signal to the operating range
of the converter (e.g., -5V to +5V).

2. A zero-order hold (ZOH) that samples the signal at the required frequency,
1/7; and keeps it constant during the duration of the sampling time 7.

3. An ADC that converts the analog signal to the corresponding binary number.

The model shown in Figure 14.59 was executed where the input analog signal is
V=12sin(2mt). The results where 7= 0.1 second and a —10V to +10V 8-bit converter
was used are shown in Figure 14.60. The following comments should be made:

1. As can be seen in Figure 14.60, part of the information contained in the sig-
nal was lost (10V <V < 12V and -12V <V < -10V) due to the fact that the
operating range of the converter (~10V to +10V) did not cover the full range
of the signal. Another converter has to be used, or the signal has to be attenu-
ated to the converter operating range.

2. As can be seen in Figure 14.60, the selected sampling frequency is too low
because the sampled signal did not resemble the original analog one and a lot
of information was lost. A higher sampling rate is needed.

File Edt View Simulation Format Tocls Help

D& %@l r af [Nomal = 3

Orlginal slgnal | Clipped Signal Sampled signal

TS
ﬂ: jl =|| ]E;l =||jLLl ';-A{!fél:) 4>|:
Sine Wave -10Vio+10V  Zero-Order
e D Oer  dealized ADC quantizer CCnveried slgnal

(settings: G-bit converter
Wmin: -10, Vmee: 10)

Ready 100% odedS

Figure 14.59 Analog-to-digital converter implementation. (From MATLAB.
With permission.)
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Figure 14.60 (a) The original analog signal; (b) the clipped analog signal; (c) the sam-
pled and held signal; (d) the conversion results. (From MATLAB. With permission.)
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3. With an 8-bit binary number, numbers can present in the range 0 to 255. In
this case a bipolar converter was selected; the range 0 to 255 was split such
that the number 127 represents 10V and —127 represents —10V. This is shown
in Figure 14.60d, which illustrates the final results of the conversion.

Implementation of DAC

Figure 14.61 demonstrates the implementation of DAC in Simulink. The imple-
mentation consists of five elements:

1. A saturation element that binds the input analog signal to the operating range
of the converter (e.g., =5V to +5V).

2. A gain that converts the value of the signal to a real number representing the
corresponding input number to be converted.

3. A rounding function that rounds the real number to the closest integer, which
is the actual input to the converter.

4. A ZOH that samples the signal at the required frequency, 1/7; and keeps it
constant during the duration of the sampling time 7.

5. A gain that converts the integer number to voltage. This gain is determined
by the operating range of the ADC and the number of bits of the integer
number input.

The model shown in Figure 14.61 was executed where the input analog signal
was V= 6sin(27s). The results were 7= 0.05 second and a =5V to +5V 12-bit con-
verter was used. The results are shown in Figure 14.62. The following comments

should be made:
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Figure 14.61 Digital-to-analog converter implementation. (From MATLAB. With
permission.)
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Figure 14.62 (a) The original analog signal; (b) the conversion results. (From
MATLAB. With permission.)

1. Part of the information contained in the signal was lost 5V <V < 6V and
—6V <V <-5V) due to the fact that the operating range of the converter (-5V
to +5V) does not cover the full range of the signal. Another converter has to
be used, or the signal has to be attenuated to the converter operating range.

2. The selected sampling frequency seems to be sufficient. However, for a real
application it should be determined by the dynamics of the application (see
Figure 14.62b).

3. A 12-bit binary number with the range of 0 to 4095 provides a resolution of
0.00244V for this operating range.

Position Control of a Hydraulic Piston

To demonstrate the capabilities of Simulink in the design of sampled data control
systems the example shown in Figure 14.63 will be used.

The model of each physical component has to be determined before the imple-
mentation of the controller:

Servo valve: The servo valve provides a flow rate proportional to its voltage, V]
excitation, and its time response, which can be described by a first-order lag
with a time constant T:
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Figure 14.63 Block diagram of a position sampled data control system.

Ql) _ K,
V(s) Ts+1 (14.58)

where K, is the gain given in cubic meters per second per volt.

Piston: The piston speed is given by g/A, where A is the cross-section of the
piston. In this example a double-acting double-rod piston is assumed and
therefore the piston cross-area is the same in forward or backward motion.
Since the hydraulic liquid is incompressible, the displacement of the piston,
Py is given by

Ps) 1

Position sensor: The position sensor is a linear device with a voltage output, v,
g
proportional to the displacement (e.g., linear potentiometer). Thus, its gain

is defined by

P (14.60)

To proceed with this example the following values will be used:

1. Valve gain: K, = 0.00001-2
2. Input voltage to the valve: V=-10V to +10V
3. Valve time constant: 1=0.02s

4. DPiston’s cross-section area: A=0.0005 m*

5. Piston’s maximum stroke: L=05m

6. Sensor gain: K =20

7. Sensor’s output: V.=0 tol0V
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Figure 14.64 Block diagram of a position sampled data control system.

Selection of Converters

ADC Converter: An ADC with a range of 0 to 10 volts will be sufficient since the
maximum stroke of the piston is 0.5 m and with a sensor gain of 20V/m the
maximum output will be 10V. The required resolution on the ADC depends
on the needed position accuracy. If an 8-bit ADC is to be used, every incre-
ment in the ADC output (binary number) represents a change in position
of 0.002 m (0.5/255). If a 12-bit ADC is used, this position increment is
0.00012 m. In this case the latter is selected.

DAC Converter: A DAC with a range of —10 to 10 volts will match the input
range of the valve. However, one has to realize that the signal produced by the
DAC cannot supply the power needed to drive the valve. A power amplifier,
in this case with a gain of one, is needed. The resolution of the DAC should
match the resolution of the ADC, otherwise the full capability of the ADC is
not used. Thus, a 12-bit DAC is selected.

The block diagram shown in Figure 14.64 summarizes the discussion up to this
point.

Simulink Implementation

The implementation, in Simulink, of the system shown in Figure 14.64, where the
controller is just a proportional controller, is shown in Figure 14.65. Executing the
program with a controller gain of 0.005 yields the results shown in Figure 14.66. As
shown, the piston reaches the required position after 7 seconds, during which the
position error drops to zero. Also, it should be noticed that the valve is in saturation
for a short time.

Increasing the controller’s gain to 0.05 yields the results shown in Figure 14.67.
In this case the response is faster, but with a small overshoot, and the valve is satu-
rated for a longer time.
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Figure 14.65 Simulink implementation of the position control system that is
shown in Figure 14.63. (From MATLAB. With permission.)

In this example, the speed of the piston is not controlled and therefore the error
is very large for a long time causing the saturation of the valve even for a small
controller gain. A careful examination of the response reveals that the piston’s posi-
tion increases linearly because the valve is saturated and the flow to the piston is
constant, equal to the maximum flow rate.

In the case where the velocity of the piston has to be controlled, the reference
has to be changed to a ramp where the slope corresponds to the required speed. In
the following example the required velocity was set to 0.1 m/s, resulting in the final
position of 0.4 m. To generate the desired position ramp (Figure 14.68¢) two ramp
inputs (shown in Figure 14.68a,b) were added together to produce the position
ramp shown in Figure 14.68c.
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) %10 g i

S B =W
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Figure 14.66 Simulation results (for a controller gain of 0.005 and T = 0.01 sec-
ond): (@) piston position; (b) flow rate through the valve; (c) position error. (From
MATLAB. With permission.)



404 ®m Numerical and Analytical Methods with MATLAB

3 Pusition EIEIE - riow rate 1B - pomition irrer CER
&k cep ARE BA W J@E L PL AGE BA «J8B P22 AEE BRS v

5

Pe

035
Lk
05

Figure 14.67 Simulation results (for a controller gain of 0.01 and T = 0.01 sec-
ond): (a) piston position; (b) flow rate through the valve; (c) position error. (From
MATLAB. With permission.)
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Figure 14.68 Reference generation for speed of 0.1 m/s and final position of 0.4 m.
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Figure 14.69 Simulation results for different controller gains (T = 0.01 second):
(@ gain = 0.01; (b) gain = 0.05; (c) gain = 0.1. (From MATLAB. With permission.)
(See color insert.)

The simulation results for different gains are shown in Figure 14.69. As shown,
the response is very sluggish for a small gain because the valve’s response is slow.
It takes about 3 seconds to reach the required steady-state flow for the given veloc-
ity. As a result, the actual position of the piston lags the reference by a large dis-
tance. For applications where only a single piston is used, the mentioned lag is not
important. However, in a multipiston system where their motions are coordinated
in order to follow a prescribed trajectory, these lags might cause deviations from
the trajectory.

14.7 Simulink’s Data Acquisition Toolbox

Simulink provides a Data Acquisition Toolbox that makes it possible to program a data
acquisition system installed on your computer. If the hardware and the supporting
software are installed correctly, Simulink will identify your system automatically.

Selecting the Data Acquisition Toolbox from the Simulink main menu (see
Figure 14.70) will show the six supported functions that will be explained in the
following sections.
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Figure 14.70 Data Acquisition functions. (From MATLAB. With permission.)

14.7.1 Analog Input

Double-clicking on the analog input block will open the window shown in
Figure 14.71. As shown, the data acquisition (DAQ) device and the PMD-1208FS
board were recognized by Simulink and automatically set up the available channels,
the mode of operation (single ended or differential), and range of operation (-20V
to 420V), and allowed the user to input the sampling rate. This block is usually
used to sample a continuous signal at a certain rate. The acquired data can be pro-
cessed in real time or stored for off-line processing.

Analog Input (Single)

The difference between this block (see Figure 14.72) and the previous one is that in
this case a single sample is being acquired. Thus, this block is usually used as part
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Figure 14.71 Analog Input block parameters. (From MATLAB. With permission.)

of a sampled data control system or a monitoring system where a sensor (or muliple
sensors) is being sampled at a relatively low rate.

14.7.2 Analog Output
Analog Output (Single)

The difference between this block (see Figure 14.72) and the previous one is that in
this case a single analog output will be genertated for each iteration of the program.
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Figure 14.72 Analog Input—Single Sample block’s parameters. (From MATLAB.
With permission.)

Thus, this block is usually used as part of a sampled data control system where the
control signal is generated once for each iteration of the controller.

14.7.3 Digital Input

The PMD-1208FS board has eight discrete Input/Output lines that can be con-
figured as input or output lines. When lines are configured as input, the user can
detect the state of on/off sensors such as limit switches or proximity switches. Note
that an interface might be needed between the sensor and the input line in order to
make sure that the signal is at Transistor-Transistor Logic (TTL) level. The param-
eters on the Digital Input block are shown in Figure 14.75.

14.7.4 Digital Output

Similarly, the PMD-1208FS discrete lines can be configured as output lines.
In this case, the user can use each line to turn on or turn off a discrete device
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Figure 14.73  Analog Output block. (From MATLAB. With permission.)

such as a solenoid or an electric motor. Note that an electronic interface should
be used between the board output and the control device in order to provide
the required power needed to drive the device (the board provides a control
signal with no power). The parameters on the Digital Output block are shown
in Figure 14.76.

Example—Sampling an Analog Signal from an Accelerometer

In this example the signal from an accelerometer, CroosBow CXL02LF3, will be
sampled at the rate of 1000 Hz. As shown in Figure 14.77, a simple Simulink
program, in which the sampled signal is fed to a scope, was written. Executing the
program yields the signal trace shown in Figure 14.78.
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Figure 14.74 Analog Output—Single Output block’s parameter. (From MATLAB.
With permission.)
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Figure 14.75 Digital Output block’s parameter. (From MATLAB. With permission.)
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Figure 14.76 Digital Output block’s parameter. (From MATLAB. With permission.)
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Figure 14.77 Simulink program to acquire data from a sensor. (From MATLAB.
With permission.)
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Figure 14.78 Results of the program shown in Figure 14.77. (From MATLAB.
With permission.) (See color insert.)

Projects
Project 14.1

For the system shown in Figure P14.1,

a. Find the closed-loop transfer function.

b. For K= 2 draw the Bode plots and determine the output of the system for an
input given by x(¢) = 2sin(3¢) + 3sin(15¢).

c. Draw the Nyquist plot and determine the range of X for which the system is
stable.

d. For K'= 4 simulate the response of the system to a unit step input.

e. Determine the maximum value of K'so that the overshoot of the output for a
unit step input will not exceed 15%.
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s(0.1s + 1) ™ 4

(0.2s + 1)

Figure P14.1 Block diagram for Project 14.1.
Project 14.2

The open-loop transfer function of a mechanism that rotates an antenna, used to
track a satellite, is given by

O(s) 500

U(s)  s(s+20)

A phase-lag controller with the following transfer function is used to control
the system:

U(s) as+1

= b
E(G) bs+1 “<

Determine the values of the controller constants, 2 and 4, so that:

a. The maximum overshoot for unit step will be less than 5%.
b. The maximum rise time will be less than 0.2 second.

Project 14.3

The transfer functions of the system shown in Figure P14.3 are

G,6)=—
Gt =—
Gl =
G5l9)= ss++ 110

H (s)=3
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Figure P14.3 Block diagram for Project 14.3.

a. Determine the transfer function Y(s)/R(s) for K = 1.

b. Simulate the system and find its response to a unit step for K= 1.

c. Draw the Bode plot for the system (for K= 1).

d. Draw the Root Locus of the system and determine the values of X for which
the system is stable.

Project 14.4

For the system shown in Figure P14.4 assume that the steady-state level of /, is greater
than A. Use Simulink to model the system using the following parameters:

A;=5m? A,=3m? R =0.8s/m? R,=05s/m? R,=0.25s/m?, H=5m

a. Determine, by simulation, what is the steady-state value of 4, if g, is a step
function of 4 m3/s.

Figure P14.4 Schematic of the tanks for Project 14.4.
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Figure P14.5a Block diagram of the closed-loop DC drive.

b. The loop is closed with a level sensor with a gain of 1 V/m. The pump with its
drive mechanism has the following transfer function:

QL) 20 [nﬁ}
U(s) 0.25s+1

14

where u_, < 5V.

Design a PI controller that will minimize the ITSE criteria.

Project 14.5

Axes of an XY plotter are driven by two small DC motors that are controlled
separately. The block diagram of one axis is shown in Figure P14.5a, where 7 is the
velocity reference and c is the actual velocity. The nominal values of the system’s
parameters are K = 25, { = 0.7, and ®,= 25 rads/second. As part of a drawing,
it was needed to draw a 125-mm-long straight line at 30° as shown in Figure
P14.5b. The speed along the trajectory has to be 100 mm/s for proper dispensing
of ink.

Y Trajectory
N error
Required
trajectory \
X _
-~
-~
-~
=N
- Produced
A trajectory
~= " 30
s > X

Figure P14.5b Plotter trajectory.
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(@) Simulate the system and draw the produced trajectory (in XY plane) and
trajectory error as function of time.

(b) In the physical implementation of the system, the X and Y controllers are not
identical. If there is a 5% difference between the gains of the X-axis and Y-axis
controllers (i.e., K = 1.05 K), how will the trajectory error be affected?

(©) Determine how a 10% difference in ®, (i.e, ®,,= 0.90 ®,) will affect the
trajectory error.

Project 14.6

A 250-mm-long arm is attached to the shaft of a DC motor as shown in Figure
P14.6. A 1-kg mass is attached to the end of the arm.

The motor constants are

Motor inductance — L = 0.002 [H]

Motor resistance — R = 4 [Q)]

Motor damping — B = 0.002 [Nm/rps]

Motor constant — K, = 0.66 [V/rps ] = 0.105 [V/(rad/s)]
Motor torque constant — K, = 0.5 [Nm /A]

Motor + arm inertia — J = 0.015 [kg m?]

(a) Simulate the response of the motor (velocity) for a step input of 1V for the
following cases:
1. The arm rotates in the vertical plane.
2. The arm rotates in the horizontal plane.

(b) Design an analog P controller to regulate the speed of the motor. An ampli-
fier with a gain of 15 is used to drive the motor and an angular velocity sen-
sor with a gain of 10 [volt/krpm] is used as a feedback device. Evaluate the
response of the motor for the above two cases where the required angular
velocity is 240 [rpm].

1kg
mass \[ ] x

DC Motor

Figure P14.6 Schematic of the motor with the arm.
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Design an I controller to regulate the speed of the motor and evaluate the
response of the motor for loaded and unloaded conditions where the required
angular velocity is 240 [rpm)].

(d) Compare the results of items (b) and ().

Endnotes

1.

10.

11.

12.

13.

The #f function call format is 7F_object= tNum,Den), where Num and Den are vec-
tors containing the coeflicients of the numerator and the denominator of the transfer
function in descending order of s. The result, 7F_object, is a transfer function object.

. The step function call format is step(TF_object), where TF_object is a transfer function

object. The function draws the response to unit step applied at t = 0.

. The value of a scalar 4 in decibel is given by 20log(A).
. The bode function call format is bodef{ TF_object), where TF object is a transfer func-

tion object. The result is a Bode plot.

. The pole function call format is P=pole(TF_object), where TF_object is a transfer func-

tion object. The result, P, is a column vector containing the values of the poles.

. The zero function call format is Z=zero(TF_object), where TF_object is a transfer func-

tion object. The result, Z, is a column vector containing the values of the zeros.

. The dcgain function call format is K=dcgain(TransferFunction), where TF _object is a

transfer function object. The result, X; is the DC gain of the transfer function.

. The zpk function call format is 7F_object=zpk(Zeros, Poles, Gain), where Zeros and Poles

are vectors containing the zeros and poles of the transfer function, respectively, and
Gain is a real number corresponding to the transfer function gain.

. The ss function call format is 7F_object=ss(A, B, C,D), where A, B, C, and D are matrices

defining the control system and the output, 7F_Object, is a transfer function object.
The parallel function call format is 7F_Object=parallel( TF_object1, TF_Object2), where
TF _object] and TF_Object2 are transfer function objects. TF_Object is a transfer func-
tion object generated by parallel connection of 7F_object] and TF_Object2.

The series function call format is 7F_Object=seriesl( TF _objectl, TF_Object2), where
TF _object] and TF_Object2 are transfer function objects. TF_Object is a transfer func-
tion object generated by serial connection of 7F_object] and TF_Object2.

The feedback function call format is Close_LoopTF_Object=feedbackl(Forward,
Feedback), where Forward is a transfer function object of the forward path and Feedback
is a transfer function object describing the feedback path. 