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PUBLISHER’S NOTE

Salem Press is pleased to add Principles of Robotics &
Artificial Intelligence as the twelfth title in the Principles
of series that includes Chemistry, Physics, Astronomy,
Computer Science, Physical Science, Biology, Scientific
Research, Sustainability, Biotechnology, Programming &
Coding and Climatology. This new resource introduces
students and researchers to the fundamentals of ro-
botics and artificial intelligence using easy-to-under-
stand language for a solid background and a deeper
understanding and appreciation of this important
and evolving subject. All of the entries are arranged
in an A to Z order, making it easy to find the topic of
interest.
Entries related to basic principles and concepts in-
clude the following:
® A Summary that provides brief, concrete summary
of the topic and how the entry is organized;
® History and Background, to give context for
significant achievements in areas related to ro-
botics and artificial intelligence including math-
ematics, biology, chemistry, physics, medicine,
and education;
® Text that gives an explanation of the background
and significance of the topic to robotics and artifi-
cial intelligence by describing developments such
as Siri, facial recognition, augmented and virtual
reality, and autonomous cars;
= Applications and Products, Impacts, Concerns,
and Future to discuss aspects of the entry that
can have sweeping impact on our daily lives, in-
cluding smart devices, homes, and cities; medical
devices; security and privacy; and manufacturing;
® Jllustrations that clarify difficult concepts via
models, diagrams, and charts of such key topics as

Combinatrics, Cyberspace, Digital logic, Gramma-
tology, Neural engineering, Interval, Biomimetics;
and Soft robotics; and

= Bibliography lists that relate to the entry.

This reference work begins with a comprehensive
introduction to robotics and artificial intelligence,
written by volume editor Donald R. Franceschetti,
PhD, Professor Emeritus of Physics and Material
Science at the University of Memphis.

The book includes helpful appendixes as another

valuable resource, including the following:

® Time Line of Machine Learning and Artificial
Intelligence, tracing the field back to ancient his-
tory;

® AM. Turing Award Winners, recognizing the
work of pioneers and innovators in the field of
computer science, robotics, and artificial intelli-
gence;

B Glossary;

® General Bibliography and

= Subject Index.

Salem Press and Grey House Publishing extend
their appreciation to all involved in the development
and production of this work. The entries have been
written by experts in the field. Their names and affili-
ations follow the Editor’s Introduction.

Principles of Robotics & Artificial Intelligence, as well
as all Salem Press reference books, is available in
print and as an e-book and on the Salem Press online
database, at https://online.salempress.com. Please
visit www.salempress.com for more information.
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EDITOR’S INTRODUCTION

Our technologically based civilization may well be
poised to undergo a major transition as robotics and
artificial intelligence come into their own. This tran-
sition is likely to be as earthshaking as the invention
of written language or the realization that the earth is
not the center of the universe. Artificial intelligence
(AI) permits human-made machines to act in an in-
telligent or purposeful, manner, like humans, as they
acquire new knowledge, analyze and solve problems,
and much more. Al holds the potential to permit us to
extend human culture far beyond what could ever be
achieved by a single individual. Robotics permits ma-
chines to complete numerous tasks, more accurately
and consistently, with less fatigue, and for longer
periods of time than human workers are capable of
achieving. Some robots are even self-regulating.

Not only are robotics and Al changing the world
of work and education, they are also capable of pro-
viding new insights into the nature of human activity
as well.

The challenges related to understanding how
Al and robotics can be integrated successfully into
our society have raised several profound questions,
ranging from the practical (Will robots replace hu-
mans in the workplace? Could inhaling nanoparticles
cause humans to become sick?) to the profound
(What would it take to make a machine capable of
human reasoning? Will “grey goo” destroy man-
kind?). Advances and improvements to Al and ro-
botics are already underway or on the horizon, so we
have chosen to concentrate on some of the impor-
tant building blocks related to these very different
technologies from fluid dynamics and hydraulics.
This goal of this essay as well as treatments of prin-
ciples and terms related to artificial intelligence and
robotics in the individual articles that make up this
book is to offer a solid framework for a more general
discussion. Reading this material will not make you
an expert on Al or Robotics but it will enable you to
join in the conversation as we all do our best to deter-
mine how machines capable of intelligence and inde-
pendent action should interact with humans.

HISTORICAL BACKGROUND

Much of the current Al literature has its origin in no-
tions derived from symbol processing. Symbols have
always held particular power for humans, capable of

holding (and sometimeshiding) meaning. Mythology,
astrology, numerology, alchemy, and primitive reli-
gions have all assigned meanings to an alphabet of
“symbols.” Getting to the heart of that symbolism is
a fascinating study. In the realm of Al, we begin with
numbers, from the development of simple algebra
to the crisis in mathematical thinking that began in
the early nineteenth century, which means we must
turn to the Euclid’s mathematical treatise, Elements,
written around 300 BCE. Scholars had long been im-
pressed by Euclidean geometry and the certainty it
seemed to provide about figures in the plane. There
was only one place where there was less than clarity.
It seemed that Euclid’s fifth postulate (that through
any point in the plane one could draw one and only
one straight line parallel to a given line) did not have
the same character as the other postulates. Various
attempts were made to derive this postulate from the
others when finally, it was realized that that Euclid’s
fifth postulate could be replaced by one stating that
no lines could be drawn parallel to the specified
line or, alternatively, by one stating that an infinite
number of lines could be drawn, distinct from each
other but all passing through the point.

The notion that mathematicians were not so much
investigating the properties of physical space as the
conclusions that could be drawn from a given set of
axioms introduced an element of creativity, or, de-
pending on one’s point of view, uncertainty, to the
study of mathematics.

The Italian mathematician Giuseppe Peano tried
to place the emphasis on arithmetic reasoning, which
one might assume was even less subject to controversy.
He introduced a set of postulates that effectively de-
fined the non-negative integers, in a unique way. The
essence of his scheme was the so-called principle of
induction: if P(N) is true for the integer N, and P(N)
being true implies that P(N+1) is true, then P(N) is
true for all N. While seemingly seemingly self-apparent,
mathematical logicians distrusted the principle and
instead sought to derive a mathematics in which the
postulate of induction was not needed. Perhaps the
most famous attempt in this direction was the publica-
tion of Principia Mathematica, a three-volume treatise
by philosophers Bertrand Russell and Alfred North
Whitehead. This book was intended to do for math-
ematics what Isaac Newton’s Philosophize Naturalis

X
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Principia Mathematica had done in physics. In almost
a thousand symbol-infested pages it attempted a logi-
cally complete construction of mathematics without
reference to the Principle of Induction. Unfortunately,
there was a fallacy in the text. In the early 1930’s the
Austrian (later American) mathematical logician,
Kurt Godel was able to demonstrate that any system
of postulates sophisticated enough to allow the mul-
tiplication of integers would ultimately lead to unde-
cidable propositions. In a real sense, mathematics was
incomplete.

British scholar Alan Turing is probably the name
most directly associated with artificial intelligence
in the popular mind and rightfully so. It was Turing
who turned the general philosophical question “can
machines think?” into the far more practical question;
what must a human or machine do to solve a problem.
Turing’s notion of effective procedure requires a
recipe or algorithm to transform the statement of the
problem into a step by step solution. By tradition one
thinks of a Turing machine as implementing its pro-
gram one step ata time. What makes Turing’s contribu-
tion so powerful is the existence of a class of universal
Turing machine which can them emulate any other
Turing machine, so one can feed into a computer a
description of that Turing machine, and emulate such
a machine precisely until otherwise instructed. Turing
announced the existence of the universal Turing ma-
chine in 1937 in his first published paper. In the same
year. Claude Shannon, at Bel laboratories, published
his seminal paper in which he showed that complex
switching networks could also be treated by Boolean
algebra.

Turing was a singular figure in the history of com-
putation. A homosexual when homosexual orienta-
tion was considered abnormal and even criminal, he
made himself indispensable to the British War Office
as one of the mathematicians responsible for cracking
the German “Enigma” code. He did highly imagina-
tive work on embryogenesis as well as some hands-on
chemistry and was among the first to advocate that
“artificial intelligence” be taken seriously by those in
power.

Now. it should be noted that not every computer
task requites a Turing machine solution. The simplest
computer problems require only that a data base be
indexed in some fashion. Thus, the earliest computing
machineswere simply generalizations of a stack of cards
that could be sorted in some fashion. The evolution

of computer hard ware and software is an interesting
lesson in applied science. Most computers are now of
the digital variety, the state of the computer memory
being given at any time as a large array of ones and
zeros. In the simplest machines the memory arrays are
“gates” which allow current flow according to the rules
of Boolean algebra as set forth in the mid-Nineteenth
century by the English mathematician George Boole.
The mathematical functions are instantiated by the
physical connections of the gates and are in a sense
independent of the mechanism that does the actual
computation. Thus, functioning models of a tinker
toy compute are sometimes used to teach computer
science. As a practical matter gates are nowadays fabri-
cated from semiconducting materials where extremely
small sizes can be obtained by photolithography.

Several variations in central processing unit design
are worth mentioning. Since the full apparatus of a
universal Turing machine is not needed for most appli-
cations, the manufacturers of many intelligent devices
have devised reduced instruction set codes (RISC’s)
that are adequate for the purpose intended. At this
point the desire for a universal Turing machine comes
into conflict with that for an effective telecommunica-
tions network. Modern computer terminals are highly
networked and may use several different methods to
encode the messages they share.

FIVE GENERATIONS OF HARDWARE, SOFTWARE,
AND COMPUTER LANGUAGE

Because computer science is so dependent on ad-
vances in computer circuitry and the fabrication
of computer components it has been traditional to
divide the history of Artificial Intelligence into five
generations. The first generation is that I which
vacuum tubes are the workhorses of electrical engi-
neering. This might also be considered the heroic
age. Like transistors which were to come along later
vacuum tubes could either be used as switches or as
amplifiers. The artificial intelligence devices of the
first generation are those based on vacuum tubes.
Mechanical computers are generally relegated to the
prehistory of computation.

Computer devices of the first generation relied on
vacuum tubes and a lot of them. Now one problem
with vacuum tubes was that they were dependent on
thermionic emission, the release of electrons from a
heated metal surface in vacuum. A vacuum tube-based
computer was subject to the burn out of the filament
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used. Computer designers faced one of two alterna-
tives. The first was run a program which tested every
filament needed to check that it had not burned out.
The second was to build into the computer an element
of redundancy so that the computed result could be
used within an acceptable margin of error. First gen-
eration computers were large and generally required
extensive air conditioning. The amount of program-
ming was minimal because programs had to be written

in machine language.
The invention of the transistor in 1947 brought in

semiconductor devices and a race to the bottom in
the number of devices that could fit into a single com-
puter component. Second generation computers
were smaller by far than the computers of the first
generation. They were also faster and more reliable.
Third generation computers were the first in which
integrated circuits replaced individual components.
The fourth generation was that in which micropro-
cessors appeared. Computers could then be built
around a single microprocessor. Higher level lan-
guages grew more abundant and programmers could
concentrate on programming rather than the formal
structure of computer language. The fifth genera-
tion is mainly an effort by Japanese computer manu-
facturers to take full advantage of developments in
artificial intelligence. The Chinese have expressed an
interest in taking the lead in the sixth generation of
computers, though there will be a great deal of com-
petition for first place.

NONSTANDARD LoGICS

Conventional computation follows the conventions of
Boolean algebra, a form of integer algebra devised by
George Boole in the mid nineteenth century. Some
variations that have found their way into engineering
practice should be mentioned. The first of these is
based on the utility of sometimes it is very useful to
use language that is imprecise. How to state that John
is a tall man but that others might be taller without get-
ting into irrelevant quantitative detail might involve
John having fractional membership in the set of tall
people and in the set of not tall people at the same
time. The state of a standard computer memory could
be described by a set of ones and zeros. The evolution
in time of that memory would involve changes in those
ones and zeros. Other articles in this volume deal with
quantum computation and other variations on this
theme.

TRADITIONAL APPLICATIONS OF ARTIFICIAL
INTELLIGENCE

Theorem proving was among the first applications of
Al to be tested. A program called Logic Theorist was
set to work rediscovering the Theorem and Proofs
that could be derived using the system described in
Principia Mathematica. For the most part the theo-
rems were found in the usual sequence but, occasion-
ally Logic Theorist discovered an original proof.

DATABASE MANAGEMENT

The use of computerized storage to maintain exten-
sive databases such as maintained by the Internal
Revenue Service, the Department of the Census,
and the Armed Forces was a natural application of
very low-level database management software. These
large databases rise to more practical business soft-
ware, such that an insurance company could esti-
mate the number of its clients who would pass away
from disease in the next year and set its premiums
accordingly.

EXPERT SYSTEMS

A related effort was devoted to capturing human
expertise. The knowledge accumulated by a physi-
cian in a lifetime of medical practice cold be made
available to a young practitioner who was willing
to ask his or her patients a few questions. With the
development of imaging technologies the need
for a human questioner could be reduced and the
process automated, so that any individual could be
examined in effect by the combined knowledge of
many specialists.

NATURAL LANGUAGE PROCESSING

There is quite a difference between answering a few
yes/no questions and normal human communica-
tion. To bridge this gap will require appreciable
research in computational linguistics, and text pro-
cessing. Natural language processing remains an
area of computer science under active development.
Developing a computer program the can translate
say English into German is a relatively modest goal.
Developing a program to translate Spanish into the
Basque dialect would be a different matter, since
most linguists maintain that no native Spaniard has
ever mastered the Basque Grammar and Syntax. An
even greater challenge is presented by non-alpha-
betic languages like Chinese.

xi
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Important areas of current research are voice syn-
thesis and speech recognition. A voice synthesizer
converts able to convert written text into sound. This
is not easy in a language like English where a single
sound or phoneme can be represented in several dif-
ferent ways. A far more different challenge is present
in voice recognition where the computer must be
able to discriminate slight differences in speech
patterns.

ADAPTIVE TUTORING SYSTEMS

Computer tutoring systems are an obvious applica-
tion of artificial intelligence. Doubleday introduced
Tutor Text in the 1960’s. A tutor text was a text that
required the reader to answer a multiple choice
question at the bottom of each page. Depending in
the reader’s answer he received additional text or
was directed to a review selection. Since the 1990’s
an appreciable amount of Defense Department
Funding has been spent on distance tutoring systems,
that is systems in which the instructor is physically
separated from the student. This was a great equal-
izer for students who could not study under a quali-
fied instructor because of irregular hours. This is
particularly the case for students in the military who
may spend long hour in a missile launch capsule or
under water in a submarine.

SENSES FOR ARTIFICIAL INTELLIGENCE
APPLICATIONS

All of the traditional senses have been duplicated by
electronic sensors. Human vision has a long way to
go, but rudimentary electronic retinas have been de-
veloped which afford a degree of vision to blind per-
sons. The artificial cochlea can restore the hearing
of individuals who have damaged the basilar mem-
brane in their ears through exposure to loud noises.
Pressure sensors can provide a sense of touch. Even
the chemical senses have met technological substi-
tutes. The sense of smell is registered in regions of
the brain. The chemical senses differ appreciably
between animal species and subspecies. Thus, most
dogs can recognize their owners by scent. An artifi-
cial nose has been developed for alcoholic beverages
and for use in cheese-making. The human sense of
taste is a combination of the two chemical senses of
taste and smell.

xii

REMOTE SENSING AND ROBOTICS

Among the traditional reasons for the development
of automata that are capable of reporting on environ-
mental conditions at distant sites is the financial cost
and hazard to human life that may be encountered
there. A great deal can be learned about distant ob-
jects by telescopic observation. Some forty years ago,
the National Aeronautics and Space administration
launched the Pioneer space vehicles which are now
about to enter interstellar space. These vehicles have
provided numerous insights, some of them quite sur-
prising, into the behavior of the outer planets.

As far as we know, the speed of light, 300 km/
sec sets an absolute limit to one event influencing
another in the same reference frame. Computer
scientists are quick to note that this quantity, which
is enormous in terms of the motion of ordinary ob-
jects is a mere 30 cm/nanosecond. Thus, computer
devices must be less than 30 cm in extent if relativ-
istic effects can be neglected. As a practical matter,
this sets a limit to the spatial extent of high precision
electronic systems.

Any instrumentation expected to record event
over a period of one the or more years must there-
fore possess a high degree of autonomy.

ScALE EFFECTS

Compared to humans, computers can hold far
more information in memory, and process that
information far more rapidly and in far greater de-
tail. Imagine a human with a mysterious ailment. A
computer like IBM’s Watson, can compare the bio-
chemical and immunological status of the patient
with that of a thousand others in a few seconds. It
can then search reports to determine treatment op-
tions. Robotic surgery is far better suited to opera-
tions on the eyes, ears, nerves and vasculature than
using hand held instruments. Advances in the treat-
ment of disease will inevitably follow advances in ar-
tificial intelligence. Improvements in public health
will likewise follow when the effects of environmental
changes are more fully understood.

SEARCH IN ARTIFICIAL INTELLIGENCE

Many artificial intelligence applications involve a
search for the most appropriate solution. Often
the problem can be expressed as finding the best
strategy to employ in a game like chess or poker



PrINCIPLES OF ROBOTICS & ARTIFICIAL INTELLIGENCE

Editor’s Introduction

where the space of possible board configurations is
very large but finite. Such problems can be related
to important problems in full combinatorics, such as
the problem of protein folding. The literature is full
of examples.

-Donald R. Franceschetti, PhD
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ABSTRACTION

SUMMARY

In computer science, abstraction is a strategy for
managing the complex details of computer systems.
Broadly speaking, it involves simplifying the instruc-
tions that a user gives to a computer system in such
a way that different systems, provided they have the
proper underlying programming, can “fill in the
blanks” by supplying the levels of complexity that
are missing from the instructions. For example,
most modern cultures use a decimal (base 10) posi-
tional numeral system, while digital computers read
numerals in binary (base 2) format. Rather than re-
quiring users to input binary numbers, in most cases
a computer system will have a layer of abstraction that
allows it to translate decimal numbers into binary
format.

There are several different types of abstraction
in computer science. Data abstraction is applied
to data structures in order to manipulate bits of
data manageably and meaningfully. Control ab-
straction is similarly applied to actions via control
flows and subprograms. Language abstraction,
which develops separate classes of languages for

Data abstraction levels of a database system. Doug Bell~commonswiki
assumed (based on copyright claims).

different purposes—modeling languages for planning
assistance, for instance, or programming languages
for writing software, with many different types of
programming languages at different levels of ab-
straction—is one of the fundamental examples of
abstraction in modern computer science.

The core concept of abstraction is that it ideally
conceals the complex details of the underlying system,
much like the desktop of a computer or the graphic
menu of a smartphone conceals the complexity in-
volved in organizing and accessing the many pro-
grams and files contained therein. Even the simplest
controls of a car—the brakes, gas pedal, and steering
wheel—in a sense abstract the more complex ele-
ments involved in converting the mechanical energy
applied to them into the electrical signals and me-
chanical actions that govern the motions of the car.

BACKGROUND

Even before the modern computing age, mechan-
ical computers such as abacuses and slide rules ab-
stracted, to some degree, the workings of basic and
advanced mathematical calculations. Language
abstraction has developed alongside computer sci-
ence as a whole; it has been a necessary part of the
field from the beginning, as the essence of computer
programming involves translating natural-language
commands such as “add two quantities” into a series
of computer operations. Any involvement of software
atall in this process inherently indicates some degree
of abstraction.

The levels of abstraction involved in computer
programming can be best demonstrated by an ex-
ploration of programming languages, which are
grouped into generations according to degree of
abstraction. First-generation languages are machine
languages, so called because instructions in these
languages can be directly executed by a computer’s
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central processing unit (CPU), and are written in bi-
nary numerical code. Originally, machine-language
instructions were entered into computers directly by
setting switches on the machine. Second-generation
languages are called assembly languages, designed as
shorthand to abstract machine-language instructions
into mnemonics in order to make coding and debug-
ging easier.

Third-generation languages, also called high-level
programming languages, were first designed in the
1950s. This category includes older, now-obscure and
little-used languages such as COBOL and FORTRAN
as well as newer, more commonplace languages such
as C++ and Java. While different assembly languages
are specific to different types of computers, high-
level languages were designed to be machine inde-
pendent, so that a program would not need to be
rewritten for every type of computer on the market.

In the late 1970s, the idea was advanced of devel-
oping a fourth generation of languages, further ab-
stracted from the machine itself. Some people classify
Python and Ruby as fourth-generation rather than
third-generation languages. However, third-gener-
ation languages have themselves become extremely
diverse, blurring this distinction. The category en-
compasses not just general-purpose programming
languages, such as C++, but also domain-specific and
scripting languages.

Computer languages are also used for purposes
beyond programming. Modeling languages are used
in computing, not to write software, but for plan-
ning and design purposes. Object-role modeling,
for instance, is an approach to data modeling that
combines text and graphical symbols in diagrams
that model semantics; it is commonly used in data
warehouses, the design of web forms, requirements
engineering, and the modeling of business rules.
A simpler and more universally familiar form of
modeling language is the flowchart, a diagram that
abstracts an algorithm or process.

PRACTICAL APPLICATIONS

The idea of the algorithm is key to computer sci-
ence and computer programming. An algorithm
is a set of operations, with every step defined in se-
quence. A cake recipe that defines the specific quan-
tities of ingredients required, the order in which the
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A typical vision of a computer architecture as a series of abstraction layers:
hardware, firmware, assembler, kernel, operating system, and applications.

ingredients are to be mixed, and how long and at
what temperature the combined ingredients must
be baked is essentially an algorithm for making cake.
Algorithms had been discussed in mathematics and
logic long before the advent of computer science,
and they provide its formal backbone.

One of the problems with abstraction arises when
users need to access a function that is obscured by
the interface of a program or some other construct,
a dilemma known as “abstraction inversion.” The
only solution for the user is to use the available
functions of the interface to recreate the function.
In many cases, the resulting re-implemented func-
tion is clunkier, less efficient, and potentially more
error prone than the obscured function would be,
especially if the user is not familiar enough with
the underlying design of the program or construct
to know the best implementation to use. A re-
lated concept is that of “leaky abstraction,” a term
coined by software engineer Joel Spolsky, who ar-
gued that all abstractions are leaky to some degree.
An abstraction is considered “leaky” when its design
allows users to be aware of the limitations that re-
sulted from abstracting the underlying complexity.
Abstraction inversion is one example of evidence of
such leakiness, but it is not the only one.

The opposite of abstraction, or abstractness, in
computer science is concreteness. A concrete pro-
gram, by extension, is one that can be executed di-
rectly by the computer. Such programs are more
commonly called low-level executable programs. The
process of taking abstractions, whether they be pro-
grams or data, and making them concrete is called
refinement.

Within object-oriented programming (OOP)—a
class of high-level programming languages, including
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C++ and Common Lisp—*“abstraction” also refers
to a feature offered by many languages. The ob-
jects in OOP are a further enhancement of an ear-
lier concept known as abstract data types; these are
entities defined in programs as instances of a class.
For example, “OOP” could be defined as an object
that is an instance in a class called “abbreviations.”
Objects are handled very similarly to variables, but
they are significantly more complex in their struc-
ture—for one, they can contain other objects—and
in the way they are handled in compiling.

Another common implementation of abstraction
is polymorphism, which is found in both functional
programming and OOP. Polymorphism is the ability
of a single interface to interact with different types of
entities in a program or other construct. In OOP, this
is accomplished through either parametric polymor-
phism, in which code is written so that it can work
on an objectirrespective of class, or subtype polymor-
phism, in which code is written to work on objects
that are members of any class belonging to a desig-
nated superclass.

—Bill Kte'pi, MA
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ADVANCED ENCRYPTION STANDARD (AES)

SUMMARY

ORIGINS OF AES

Advanced Encryption Standard (AES) is a data en-
cryption standard widely used by many parts of
the U.S. government and by private organizations.
Data encryption standards such as AES are de-
signed to protect data on computers. AES is a sym-
metric block cipher algorithm, which means that it
encrypts and decrypts information using an algo-
rithm. Since AES was first chosen as the U.S. gov-
ernment’s preferred encryption software, hackers
have tried to develop ways to break the cipher, but
some estimates suggest that it could take billions of
years for current technology to break AES encryp-
tion. In the future, however, new technology could
make AES obsolete.

The U.S. government has used encryption to protect
classified and other sensitive information for many
years. During the 1990s, the U.S. government relied
mostly on the Data Encryption Standard (DES) to
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The SubBytes step, one of four stages in a round of AES (wikipedia).
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Vincent Rijmen. Coinventor of AES algorithm called Rijndael.

encrypt information. The technology of that encryp-
tion code was aging, however, and the government
worried that encrypted data could be compromised
by hackers. The DES was introduced in 1976 and used
a 56-bit key, which was too small for the advances in
technology that were happening. Therefore, in 1997,
the government began searching for a new, more
secure type of encryption software. The new system
had to be able to last the government into the twenty-
first century, and it had to be simple to implement in
software and hardware.

The process for choosing a replacement for the
DES was transparent, and the public had the oppor-
tunity to comment on the process and the possible
choices. The government chose fifteen different
encryption systems for evaluation. Different groups
and organizations, including the National Security
Agency (NSA), had the opportunity to review these
fifteen choices and provide recommendations about
which one the government should adopt.

Two years after the initial announcement about
the search for a replacement for DES, the U.S. gov-
ernment chose five algorithms to research even fur-
ther. These included encryption software developed
by large groups (e.g., a group at IBM) and software
developed by a few individuals.

The U.S. government found what is was looking
for when it reviewed the work of Belgian cryptogra-
phers Joan Daemen and Vincent Rijmen. Daemen
and Rijmen had created an encryption process they
called Rijndael. This system was unique and met the
U.S. government’s requirements. Prominent mem-
bers of the cryptography community tested the soft-
ware. The governmentand other organizations found
that Rijndael had block encryption implementation;
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it had 128-, 192-, and 256-bit keys; it could be easily
implemented in software, hardware, or firmware;
and it could be used around the world. Because of
these features, the government and others believed
that the use of Rijndael as the AES would be the best
choice for government data encryption for at least
twenty to thirty years.

REFINING THE USE OF AES

The process of locating and implementing the
new encryption code took five years. The National
Institute of Standards (NIST) finally approved the
AES as Federal Information Processing Standards
Publication (FIPS PUB) 197 in November 2001.
(FIPS PUBs are issued by NIST after approval by
the Secretary of Commerce, and they give guide-
lines about the standards people in the government
should be using.) When the NIST first made its an-
nouncement about using AES, it allowed only unclas-
sified information to be encrypted with the software.
Then, the NSA did more research into the program
and any weaknesses it might have. In 2003—after the
NSA gave its approval—the NIST announced that
AES could be used to encrypt classified information.
The NIST announced that all key lengths could be
used for information classified up to SECRET, but
TOP SECRET information had to be encrypted
using 192- or 256-bit key lengths.

Although AES is an approved encryption standard
in the U.S. government, other encryption standards
are used. Any encryption standard that has been ap-
proved by the NIST must meet requirements similar
to those met by AES. The NSA has to approve any en-
cryption algorithms used to protect national security
systems or national security information.

According to the U.S. federal government,
people should use AES when they are sending sen-
sitive (unclassified) information. This encryption
system also can be used to encrypt classified in-
formation as long as the correct size of key code
is used according to the level of classification.
Furthermore, people and organizations outside
the federal government can use the AES to protect
their own sensitive information. When workers
in the federal government use AES, they are sup-
posed to follow strict guidelines to ensure that in-
formation is encrypted correctly.
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THE FUTURE OF AES

The NIST continues to follow developments with
AES and within the field of cryptology to ensure that
AES remains the government’s best option for en-
cryption. The NIST formally reviews AES (and any
other official encryption systems) every five years.
The NIST will make other reviews as necessary if any
new technological breakthroughs or potential secu-
rity threats are uncovered.

Although AES is one of the most popular encryp-
tion systems on the market today, encryption itself
may become obsolete in the future. With current
technologies, it would likely take billions of years to
break an AES-encrypted message. However, quantum
computing is becoming an important area of re-
search, and developments in this field could make
AES and other encryption software obsolete. DES,
AES’s predecessor, can now be broken in a matter
of hours, but when it was introduced, it also was con-
sidered unbreakable. As technology advances, new
ways to encrypt information will have to be devel-
oped and tested. Some experts believe that AES will
be effective until the 2030s or 2040s, but the span of
its usefulness will depend on other developments in
technology.

—FElizabeth Mohn

AGILE ROBOTICS

SUMMARY

Movement poses a challenge for robot design.
Wheels are relatively easy to use but are severely lim-
ited in their ability to navigate rough terrain. Agile
robotics seeks to mimic animals’ biomechanical de-
sign to achieve dexterity and expand robots’ useful-
ness in various environments.

ROBOTS THAT CAN WALK

Developing robots that can match humans’ and other
animals’ ability to navigate and manipulate their
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environment is a serious challenge for scientists and
engineers. Wheels offer a relatively simple solution
for many robot designs. However, they have severe
limitations. A wheeled robot cannot navigate simple
stairs, to say nothing of ladders, uneven terrain, or
the aftermath of an earthquake. In such scenarios,
legs are much more useful. Likewise, tools such as
simple pincers are useful for gripping objects, but
they do not approach the sophistication and adapt-
ability of a human hand with opposable thumbs. The
cross-disciplinary subfield devoted to creating robots
that can match the dexterity of living things is known
as “agile robotics.”
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INSPIRED BY BIOLOGY

Agile robotics often takes inspiration from nature.
Biomechanics is particularly useful in this respect,
combining physics, biology, and chemistry to describe
how the structures that make up living things work.
For example, biomechanics would describe a run-
ning human in terms of how the human body—mus-
cles, bones, circulation—interacts with forces such
as gravity and momentum. Analyzing the activities of
living beings in these terms allows roboticists to at-
tempt to recreate these processes. This, in turn, often
reveals new insights into biomechanics. Evolution
has been shaping life for millions of years through a
process of high-stakes trial-and-error. Although evo-
lution’s “goals” are not necessarily those of scientists
and engineers, they often align remarkably well.
Boston Dynamics, a robotics company based in
Cambridge, Massachusetts, has developed a prototype
robot known as the Cheetah. This robot mimics the
fourlegged form of its namesake in an attempt to rec-
reate its famous speed. The Cheetah has achieved aland
speed of twenty-nine miles per hour—slower than a real
cheetah, but faster than any other legged robot to date.
Boston Dynamics has another fourlegged robot, the
LS3, which looks like a sturdy mule and was designed to
carry heavy supplies over rough terrain inaccessible to
wheeled transport. (The LS3 was designed for military
use, but the project was shelved in December 2015 be-
cause it was too noisy.) Researchers at the Massachusetts
Institute of Technology (MIT) have built a soft robotic
fish. There are robots in varying stages of development
that mimic snakes’ slithering motion or caterpillars’
soft-bodied flexibility, to better access cramped spaces.
In nature, such designs help creatures succeed in
their niches. Cheetahs are effective hunters because
of their extreme speed. Caterpillars’ flexibility and
strength allow them to climb through a complex
world of leaves and branches. Those same traits
could be incredibly useful in a disaster situation.
A small, autonomous robot that moved like a cater-
pillar could maneuver through rubble to locate sur-
vivors without the need for a human to steer it.

HUMANOID ROBOTS IN A HUMAN WORLD

Humans do not always compare favorably to other an-
imals when it comes to physical challenges. Primates
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are often much better climbers. Bears are much
stronger, cheetahs much faster. Why design anthro-
pomorphic robots if the human body is, in physical
terms, relatively unimpressive?

NASA has developed two different robots,
Robonauts 1 and 2, that look much like a person in
a space suit. This is no accident. The Robonaut is de-
signed to fulfill the same roles as a flesh-and-blood as-
tronaut, particularly for jobs that are too dangerous
or dull for humans. Its most remarkable feature is its
hands. They are close enough in design and ability
to human hands that it can use tools designed for
human hands without special modifications.

Consider the weakness of wheels in dealing with
stairs. Stairs are a very common feature in the houses
and communities that humans have built for them-
selves. A robot meant to integrate into human society
could get around much more easily if it shared a sim-
ilar body plan. Another reason to create humanoid
robots is psychological. Robots that appear more
human will be more accepted in health care, cus-
tomer service, or other jobs that traditionally require
human interaction.

Perhaps the hardest part of designing robots
that can copy humans’ ability to walk on two legs is
achieving dynamic balance. To walk on two legs, one
must adjust one’s balance in real time in response to
each step taken. For four-legged robots, this is less of
an issue. However, a two-legged robot needs sophisti-
cated sensors and processing power to detect and re-
spond quickly to its own shifting mass. Without this,
bipedal robots tend to walk slowly and awkwardly, if
they can remain upright at all.

THE FUTURE OF AGILE ROBOTICS

As scientists and engineers work out the major
challenges of agile robotics, the array of tasks
that can be given to robots will increase markedly.
Instead of being limited to tires, treads, or tracks,
robots will navigate their environments with the
coordination and agility of living beings. They will
prove invaluable not just in daily human environ-
ments but also in more specialized situations, such
as cramped-space disaster relief or expeditions into
rugged terrain.

—Kenrick Vezina, MS
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ALGORITHM

SUMMARY

An algorithm is a set of steps to be followed in order
to solve a particular type of mathematical problem. As
such, the concept has been analogized to a recipe for
baking a cake; just as the recipe describes a method
for accomplishing a goal (baking the cake) by listing
each step that must be taken throughout the process,
an algorithm is an explanation of how to solve a math
problem that describes each step necessary in the calcu-
lations. Algorithms make it easier for mathematicians
to think of better ways to solve certain types of prob-
lems, because looking at the steps needed to reach a so-
lution sometimes helps them to see where an algorithm
can be made more efficient by eliminating redundant
steps or using different methods of calculation.

Algorithms are also important to computer scien-
tists. For example, without algorithms, a computer
would have to be programmed with the exact answer
to every set of numbers that an equation could accept
in order to solve an equation—an impossible task. By
programming the computer with the appropriate
algorithm, the computer can follow the instructions
needed to solve the problem, regardless of which
values are used as inputs.

HISTORY AND BACKGROUND

The word algorithm originally came from the name
of a Persian mathematician, Al-Khwarizmi, who
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lived in the ninth century and wrote a book about
the ideas of an earlier mathematician from India,
Brahmagupta. At first the word simply referred to the
author’s description of how to solve equations using
Brahmagupta’s number system, but as time passed it
took on a more general meaning. First it was used to
refer to the steps required to solve any mathematical
problem, and later it broadened still further to in-
clude almost any kind of method for handling a par-
ticular situation.

Algorithms are often used in mathematical in-
struction because they provide students with con-
crete steps to follow, even before the underlying
operations are fully comprehended. There are algo-
rithms for most mathematical operations, including
subtraction, addition, multiplication, and division.

For example, a well-known algorithm for per-
forming subtraction is known as the left to right algo-
rithm. As its name suggests, this algorithm requires
one to first line up the two numbers one wishes
to find the difference between so that the units
digits are in one column, the tens digits in another
column, and so forth. Next, one begins in the left-
most column and subtracts the lower number from
the upper, writing the result below. This step is then
repeated for the next column to the right, until the
values in the units column have been subtracted
from one another. At this point the results from the
subtraction of each column, when read left to right,
constitute the answer to the problem.
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By following these steps, it is possible for a sub-
traction problem to be solved even by someone still
in the process of learning the basics of subtraction.
This demonstrates the power of algorithms both for
performing calculations and for use as a source of in-
structional support.

—Scott Zimmer, MLS, MS
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ANALYSIS OF VARIANCE (ANOVA)

SUMMARY

Analysis of variance (ANOVA) is a method for testing
the statistical significance of any difference in means
in three or more groups. The method grew out of
British scientist Sir Ronald Aylmer Fisher’s investiga-
tions in the 1920s on the effect of fertilizers on crop
yield. ANOVA is also sometimes called the F-test in
his honor.

Conceptually, the method is simple, but in its
use, it becomes mathematically complex. There are
several types, but the one-way ANOVA and the two-
way ANOVA are among the most common. One-way
ANOVA compares statistical means in three or more

English biologist and statistician Ronald Fisher in the 1950s. By Flikr com-
mons via Wikimedia Commons ,
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groups without considering any other factor. Two-way
ANOVA is used when the subjects are simultaneously
divided by two factors, such as patients divided by sex
and severity of disease.

BACKGROUND

In ANOVA, the total variance in subjects in all the
data sets combined is considered according to the
different sources from which it arises, such as be-
tween-group variance and within-group variance
(also called “error sum of squares” or “residual sum
of squares”). Between-group variance describes the
amount of variation among the different data sets.
For example, ANOVA may reveal that 50 percent of
variation in some medical factor in healthy adults is
due to genetic differentials, 30 percent due to age dif-
ferentials, and the remaining 20 percent due to other
factors. Such residual (in this case, the remaining 20
percent) left after the extraction of the factor effects
of interest is the within-group variance. The total vari-
ance is calculated as the sum of squares total, equal
to the sum of squares within plus the sum of squares
between.

ANOVA can be used to test a hypothesis. The
null hypothesis states that there is no difference
between the group means, while the alternative
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Visual representation of a situation in which an ANOVA analysis will con-
clude to a very poor fit. By Vanderlindenma (Own work)

hypothesis states that there is a difference (that the
null hypothesis is false). If there are genuine differ-
ences between the groups, then the between-group
variance should be much larger than the within-
group variance; if the differences are merely due
to random chance, the between-group and within-
group variances will be close. Thus, the ratio between
the between-group variance (numerator) and the
within-group variance (denominator) can be to de-
termine whether the group means are different and
therefore prove whether the null hypothesis is true
or false. This is what the F~test does.

In performing ANOVA, some kind of random
sampling is required in order to test the validity of
the procedure. The usual ANOVA considers groups
on what is called a “nominal basis,” that is, without
order or quantitative implications. This implies that
if one’s groups are composed of cases with mild dis-
ease, moderate disease, serious disease, and critical
cases, the usual ANOVA would ignore this gradient.
Further analysis would study the effect of this gra-
dient on the outcome.

CRITERIA

Among the requirements for the validity of

ANOVA are

® statistical independence of the observations

® all groups have the same variance (a condition
known as “homoscedasticity”)

® the distribution of means in the different groups is
Gaussian (that is, following a normal distribution,
or bell curve)

= for two-way ANOVA, the groups must also have the
same sample size

Statistical independence is generally the most
important requirement. This is checked using the
Durbin-Watson test. Observations made too close
together in space or time can violate independence.
Serial observations, such asin a time series or repeated
measures, also violate the independence requirement
and call for repeated-measures ANOVA.

The last criterion is generally fulfilled due to the
central limit theorem when the sample size in each
group is large. According to the central limit the-
orem, as sample size increases, the distribution of
the sample means or the sample sums approximates
normal distribution. Thus, if the number of subjects
in the groups is small, one should be alert to the dif-
ferent groups’ pattern of distribution of the measure-
ments and of their means. It should be Gaussian. If
the distribution is very far from Gaussian or the vari-
ances really unequal, another statistical test will be
needed for analysis.

The practice of ANOVA is based on means. Any
means-based procedure is severely perturbed when
outliers are present. Thus, before using ANOVA,
there must be no outliers in the data. If there are, do
a sensitivity test: examine whether the outliers can be
excluded without affecting the conclusion.

The results of ANOVA are presented in an ANOVA
table. This contains the sums of squares, their re-
spective degrees of freedom (df; the number of data
points in a sample that can vary when estimating a
parameter), respective mean squares, and the values
of FFand their statistical significance, given as p-values.
To obtain the mean squares, the sum of squares is di-
vided by the respective df, and the F values are ob-
tained by dividing each factor’s mean square by the
mean square for the within-group. The p-value comes
from the F distribution under the null hypothesis.
Such a table can be found using any statistical soft-
ware of note.

A problem in the comparison of three or more
groups by the criterion Fis that its statistical signifi-
cance indicates only that a difference exists. It does
not tell exactly which group or groups are different.
Further analysis, called “multiple comparisons,” is
required to identify the groups that have different
means.

When no statistical significant difference is found
across groups (the null hypothesis is true), there is
a tendency to search for a group or even subgroup
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that stands out as meeting requirements. This post-
hoc analysis is permissible so long as it is exploratory
in nature. To be sure of its importance, a new study
should be conducted on that group or subgroup.

—Martin P. Holt, MSc
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APPLICATION PROGRAMMING INTERFACE (API)

SUMMARY

Application programming interfaces (APIs) are special
coding for applications to communicate with one
another. They give programs, software, and the de-
signers of the applications the ability to control which
interfaces have access to an application without
closing it down entirely. APIs are commonly used in
a variety of applications, including social media net-
works, shopping websites, and computer operating
systems.

APIs have existed since the early twenty-first cen-
tury. However, as computing technology has evolved,
so has the need for APIs. Online shopping, mobile de-
vices, social networking, and cloud computing all saw
major developments in API engineering and usage.
Most computer experts believe that future techno-
logical developments will require additional ways for
applications to communicate with one another.

BACKGROUND

An application is a type of software that allows the user
to perform one or more specific tasks. Applications
may be used across a variety of computing platforms.
They are designed for laptop or desktop computers
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and are often called desktop applications. Likewise,
applications designed for cellular phones and other
mobile devices are known as mobile applications.

When in use, applications run inside a device’s op-
erating system. An operating system is a type of soft-
ware that runs the computer’s basic tasks. Operating
systems are often capable of running multiple appli-
cations simultaneously, allowing users to multitask
effectively.

Applications exist for a wide variety of purposes.
Software engineers have crafted applications that
serve as image editors, word processors, calculators,
video games, spreadsheets, media players, and more.
Most daily computer-related tasks are accomplished
with the aid of applications.

APPLICATION

APIs are coding interfaces that allow different ap-
plications to exchange information in a controlled
manner. Before APIs, applications came in two vari-
eties: open source and closed. Closed applications
cannot be communicated with in any way other than
directly using the application. The code is secret, and
only authorized software engineers have access to it.
In contrast, open source applications are completely



PriNCIPLES OF ROBOTICS & ARTIFICIAL INTELLIGENCE

Application Programming Interface (API)

public. The code is free for users to dissect, modify,
or otherwise use as they see fit.

APIs allow software engineers to create a balance
between these two extremes. When an API is func-
tioning properly, it allows authorized applications to
request and receive information from the original
application. The engineer controlling the original
application can modify the signature required to re-
quest this information at any time, thus immediately
modifying which external applications can request
information from the original one.

There are two common types of APIs: code li-
braries and web services APIs. Code libraries operate
on a series of predetermined function calls, given ei-
ther to the public or to specified developers. These
function calls are often composed of complicated
code, and they are designed to be sent from one
application to another. For example, a code library
API may have predetermined code designed to fetch
and display a certain image, or to compile and dis-
play statistics. Web services APIs, however, typically
function differently. They specifically send requests
through HTTP channels, usually using XML or JSON
languages. These APIs are often designed to work in
conjunction with a web browser application.

Many of the first APIs were created by Salesforce,
aweb-based corporation. Salesforce launched its first
APIs at the IDG Demo Conference in 2000. It offered
the use of its API code to businesses for a fee. Later
that year, eBay made its own API available to select
partners through the eBay Developers Program. This
allowed eBay’s auctions to interface with a variety of
third-party applications and webpages, increasing
the site’s popularity.

In 2002, Amazon released its own API, called
Amazon Web Services (AWS). AWS allowed third-party
websites to display and directly link to Amazon prod-
ucts on their own websites. This increased computer
users’ exposure to Amazon’s products, further in-
creasing the web retailer’s sales.

While APIs remained popular with sales-oriented
websites, they did not become widespread in other
areas of computing until their integration into social
media networks. In 2004, the image-hosting website
Flickr created an API that allowed users to easily
embed photos hosted on their Flickr accounts onto
webpages. This allowed users to share their Flickr

albums on their social media pages, blogs, and per-
sonal websites.

Facebook implemented an APl into its platform in
August of 2006. This gave developers access to users’
data, including their photos, friends, and profile in-
formation. The API also allowed third-party websites
to link to Facebook; this let users access their profiles
from other websites. For example, with a single click,
Facebook users were able to share newspaper articles
directly from the newspaper’s website.

Google developed an API for its popular appli-
cation Google Maps as a security measure. In the
months following Google Maps’ release, third-party
developers hacked the application to use it for their
own means. In response, Google built an extremely
secure API to allow it to meet the market’s demand
to use Google Maps’ coding infrastructure without
losing control of its application.

While APIs were extremely important to the rise
of social media, they were even more important to
the rise of mobile applications. As smartphones be-
came more popular, software engineers developed
countless applications for use on them. These
included location-tracking applications, mobile
social networking services, and mobile photo-
sharing services.

The cloud computing boom pushed APIs into yet
another area of usage. Cloud computing involves
connecting to a powerful computer or server, having
that computer perform any necessary calculations,
and transmitting the results back to the original com-
puter through the Internet. Many cloud computing
services require APIs to ensure that only authorized
applications are able to take advantage of their code
and hardware.

—Tyler Biscontini
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ARTIFICIAL INTELLIGENCE

SUMMARY

Artificial intelligence is a broad field of study, and
definitions of the field vary by discipline. For com-
puter scientists, artificial intelligence refers to the
development of programs that exhibit intelligent
behavior. The programs can engage in intelligent
planning (timing traffic lights), translate natural lan-
guages (converting a Chinese website into English),
actlike an expert (selecting the best wine for dinner),
or perform many other tasks. For engineers, artificial
intelligence refers to building machines that perform
actions often done by humans. The machines can be
simple, like a computer vision system embedded in
an ATM (automated teller machine); more complex,
like a robotic rover sent to Mars; or very complex, like
an automated factory that builds an exercise ma-
chine with little human intervention. For cognitive
scientists, artificial intelligence refers to building
models of human intelligence to better understand
human behavior. In the early days of artificial intelli-
gence, most models of human intelligence were sym-
bolic and closely related to cognitive psychology and
philosophy, the basic idea being that regions of the
brain perform complex reasoning by processing sym-
bols. Later, many models of human cognition were
developed to mirror the operation of the brain as an
electrochemical computer, starting with the simple
Perceptron, an artificial neural network described by
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Marvin Minsky in 1969, graduating to the backpropa-
gation algorithm described by David E. Rumelhart
and James L. McClelland in 1986, and culminating
in a large number of supervised and nonsupervised
learning algorithms.

When defining artificial intelligence, it is impor-
tant to remember that the programs, machines,
and models developed by computer scientists, en-
gineers, and cognitive scientists do not actually
have human intelligence; they only exhibit intel-
ligent behavior. This can be difficult to remember
because artificially intelligent systems often con-
tain large numbers of facts, such as weather in-
formation for New York City; complex reasoning
patterns, such as the reasoning needed to prove a
geometric theorem from axioms; complex knowl-
edge, such as an understanding of all the rules
required to build an automobile; and the ability
to learn, such as a neural network learning to rec-
ognize cancer cells. Scientists continue to look for
better models of the brain and human intelligence.

BACKGROUND AND HISTORY

Although the concept of artificial intelligence prob-
ably has existed since antiquity, the term was first
used by American scientist John McCarthy at a
conference held at Dartmouth College in 1956. In
1955-56, the first artificial intelligence program,
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Logic Theorist, had been written in IPL, a program-
ming language, and in 1958, McCarthy invented
Lisp, a programming language that improved on
IPL. Syntactic Structures (1957), a book about the
structure of natural language by American linguist
Noam Chomsky, made natural language processing
into an area of study within artificial intelligence. In
the next few years, numerous researchers began to
study artificial intelligence, laying the foundation
for many later applications, such as general problem
solvers, intelligent machines, and expert systems.

In the 1960s, Edward Feigenbaum and other sci-
entists at Stanford University built two early expert
systems: DENDRAL, which classified chemicals, and
MYCIN, which identified diseases. These early ex-
pert systems were cumbersome to modify because
they had hard-coded rules. By 1970, the OPS expert
system shell, with variable rule sets, had been re-
leased by Digital Equipment Corporation as the first
commercial expert system shell. In addition to ex-
pert systems, neural networks became an important
area of artificial intelligence in the 1970s and 1980s.
Frank Rosenblatt introduced the Perceptron in 1957,
but it was Perceptrons: An Introduction to Computational
Geometry (1969), by Minsky and Seymour Papert,
and the two-volume Parallel Distributed Processing:
Explorations in the Microstructure of Cognition (1986),
by Rumelhart, McClelland, and the PDP Research
Group, that really defined the field of neural net-
works. Development of artificial intelligence has
continued, with game theory, speech recognition,
robotics, and autonomous agents being some of the
best-known examples.

HOW IT WORKS

The first activity of artificial intelligence is to under-
stand how multiple facts interconnect to form knowl-
edge and to represent that knowledge in a machine-
understandable form. The next task is to understand
and document a reasoning process for arriving at a
conclusion. The final component of artificial intelli-
gence is to add, whenever possible, a learning pro-
cess that enhances the knowledge of a system.

KNOWLEDGE REPRESENTATION. Facts are simple
pieces of information that can be seen as either true
or false, although in fuzzy logic, there are levels of

Kismet, a robot with rudimentary social skills.

truth. When facts are organized, they become infor-
mation, and when information is well understood,
over time, it becomes knowledge. To use knowledge
in artificial intelligence, especially when writing pro-
grams, it has to be represented in some concrete
fashion. Initially, most of those developing artificial
intelligence programs saw knowledge as represented
symbolically, and their early knowledge representa-
tions were symbolic. Semantic nets, directed graphs
of facts with added semantic content, were highly
successful representations used in many of the early
artificial intelligence programs. Later, the nodes of
the semantic nets were expanded to contain more in-
formation, and the resulting knowledge representa-
tion was referred to as frames. Frame representation
of knowledge was very similar to object-oriented data
representation, including a theory of inheritance.

Another popular way to represent knowledge
in artificial intelligence is as logical expressions.
English mathematician George Boole represented
knowledge as a Boolean expression in the 1800s.
English mathematicians Bertrand Russell and Alfred
Whitehead expanded this to quantified expres-
sions in 1910, and French computer scientist Alain
Colmerauer incorporated it into logic program-
ming, with the programming language Prolog, in the
1970s. The knowledge of a rule-based expert system
is embedded in the if-then rules of the system, and
because each if-then rule has a Boolean representa-
tion, it can be seen as a form of relational knowledge
representation.
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Neural networks model the human neural system
and use this model to represent knowledge. The
brain is an electrochemical system that stores its
knowledge in synapses. As electrochemical signals
pass through a synapse, they modify it, resulting in
the acquisition of knowledge. In the neural network
model, synapses are represented by the weights of a
weight matrix, and knowledge is added to the system
by modifying the weights.

REASONING. Reasoning is the process of determining
new information from known information. Artificial
intelligence systems add reasoning soon after they
have developed a method of knowledge representa-
tion. If knowledge is represented in semantic nets,
then mostreasoning involves some type of tree search.
One popular reasoning technique is to traverse a de-
cision tree, in which the reasoning is represented by a
path taken through the tree. Tree searches of general
semantic nets can be very time-consuming and have
led to many advancements in tree-search algorithms,
such as placing bounds on the depth of search and
backtracking.

Reasoning in logic programming usually follows
an inference technique embodied in first-order pred-
icate calculus. Some inference engines, such as that
of Prolog, use a back-chaining technique to reason
from aresult, such as a geometry theorem, to its ante-
cedents, the axioms, and also show how the reasoning
process led to the conclusion. Other inference en-
gines, such as that of the expert system shell CLIPS,
use a forward-chaining inference engine to see what
facts can be derived from a set of known facts.

Neural networks, such as backpropagation, have
an especially simple reasoning algorithm. The knowl-
edge of the neural network is represented as a matrix
of synaptic connections, possibly quite sparse. The
information to be evaluated by the neural network is
represented as an input vector of the appropriate size,
and the reasoning process is to multiply the connec-
tion matrix by the input vector to obtain the conclu-
sion as an output vector.

LEARNING. Learning in an artificial intelligence
system involves modifying or adding to its knowl-
edge. For both semantic net and logic programming
systems, learning is accomplished by adding or modi-
fying the semantic nets or logic rules, respectively.
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Although much effort has gone into developing
learning algorithms for these systems, all of them,
to date, have used ad hoc methods and experienced
limited success. Neural networks, on the other hand,
have been very successful at developing learning al-
gorithms. Backpropagation has a robust supervised
learning algorithm in which the system learns from
a set of training pairs, using gradient-descent optimi-
zation, and numerous unsupervised learning algo-
rithms learn by studying the clustering of the input
vectors.

EXPERT SysTEMS. One of the most successful areas of
artificial intelligence is expert systems. Literally thou-
sands of expert systems are being used to help both
experts and novices make decisions. For example, in
the 1990s, Dell developed a simple expert system that
allowed shoppers to configure a computer as they
wished. In the 2010s, a visit to the Dell website offers
a customer much more than a simple configuration
program. Based on the customer’s answers to some
rather general questions, dozens of small expert
systems suggest what computer to buy. The Dell site
is not unique in its use of expert systems to guide cus-
tomer’s choices. Insurance companies, automobile
companies, and many others use expert systems to as-
sist customers in making decisions.

There are several categories of expert systems, but
by far the most popular are the rule-based expert
systems. Most rule-based expert systems are created
with an expert system shell. The first successful rule-
based expert system shell was the OPS 5 of Digital
Equipment Corporation (DEC), and the most pop-
ular modern systems are CLIPS, developed by the
National Aeronautics and Space Administration
(NASA) in 1985, and its Java clone, Jess, developed
at Sandia National Laboratories in 1995. All rule-
based expert systems have a similar architecture,
and the shells make it fairly easy to create an expert
system as soon as a knowledge engineer gathers the
knowledge from a domain expert. The most impor-
tant component of a rule-based expert system is its
knowledge base of rules. Each rule consists of an if-
then statement with multiple antecedents, multiple
consequences, and possibly a rule certainty factor.
The antecedents of a rule are statements that can
be true or false and that depend on facts that are ei-
ther introduced into the system by a user or derived



PriNCIPLES OF ROBOTICS & ARTIFICIAL INTELLIGENCE

Artificial Intelligence

as the result of a rule being fired. For example, a
fact could be red-wine and a simple rule could be if
(red-wine) then (it-tastes-good). The expert system
also has an inference engine that can apply multiple
rules in an orderly fashion so that the expert system
can draw conclusions by applying its rules to a set of
facts introduced by a user. Although it is not abso-
lutely required, most rule-based expert systems have
a user-friendly interface and an explanation facility
to justify its reasoning.

THEOREM PROVERS. Most theorems in mathematics
can be expressed in first-order predicate calculus.
For any particular area, such as synthetic geometry or
group theory, all provable theorems can be derived
from a set of axioms. Mathematicians have written
programs to automatically prove theorems since the
1950s. These theorem provers either start with the
axioms and apply an inference technique, or start
with the theorem and work backward to see how it
can be derived from axioms. Resolution, developed
in Prolog, is a well-known automated technique that
can be used to prove theorems, but there are many
others. For Resolution, the user starts with the the-
orem, converts it to a normal form, and then me-
chanically builds reverse decision trees to prove the
theorem. If a reverse decision tree whose leaf nodes
are all axioms is found, then a proof of the theorem
has been discovered.

Godel’s incompleteness theorem (proved by
Austrian-born American mathematician Kurt Godel)
shows that it may not be possible to automatically
prove an arbitrary theorem in systems as complex
as the natural numbers. For simpler systems, such as
group theory, automated theorem proving works if
the user’s computer can generate all reverse trees or
a suitable subset of trees that can yield a proof in a
reasonable amount of time. Efforts have been made
to develop theorem provers for higher order logics
than first-order predicate calculus, but these have not
been very successful.

Computer scientists have spent considerable
time trying to develop an automated technique for
proving the correctness of programs, that is showing
that any valid input to a program produces a valid
output. This is generally done by producing a con-
sistent model and mapping the program to the
model. The first example of this was given by English

mathematician Alan Turing in 1931, by using a
simple model now called a Turing machine. A formal
system that is rich enough to serve as a model for a
typical programming language, such as C++, must
support higher order logic to capture the arguments
and parameters of subprograms. Lambda calculus,
denotational semantics, von Neuman geometries, fi-
nite state machines, and other systems have been pro-
posed to provide a model onto which all programs of
alanguage can be mapped. Some of these do capture
many programs, but devising a practical automated
method of verifying the correctness of programs has
proven difficult.

INTELLIGENT TUTOR SYSTEMS. Almost every field of
study has many intelligent tutor systems available
to assist students in learning. Sometimes the tutor
system is integrated into a package. For example, in
Microsoft Office, an embedded intelligent helper
provides popup help boxes to a user when it detects
the need for assistance and full-length tutorials if it
detects more help is needed. In addition to the in-
telligent tutors embedded in programs as part of a
context-sensitive help system, there are a vast number
of stand-alone tutoring systems in use.

The first stand-alone intelligent tutor was
SCHOLAR, developed by ]J. R. Carbonell in 1970.
It used semantic nets to represent knowledge about
South American geography, provided a user inter-
face to support asking questions, and was successful
enough to demonstrate that it was possible for a com-
puter program to tutor students. At about the same
time, the University of Illinois developed its PLATO
computer-aided instruction system, which provided
a general language for developing intelligent tutors
with touch-sensitive screens, one of the most famous
of which was a biology tutorial on evolution. Of the
thousands of modern intelligent tutors, SHERLOCK,
a training environment for electronic trouble-
shooting, and PUMP, a system designed to help learn
algebra, are typical.

ELECcTRONIC GAMES. Electronic games have been
played since the invention of the cathode-ray tube
for television. In the 1980s, games such as Solitaire,
Pac-Man, and Pong for personal computers became
almost as popular as the stand-alone game plat-
forms. In the 2010s, multiuser Internet games are
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enjoyed by young and old alike, and game playing
on mobile devices has become an important ap-
plication. In all of these electronic games, the
user competes with one or more intelligent agents
embedded in the game, and the creation of these
intelligent agents uses considerable artificial intel-
ligence. When creating an intelligent agent that
will compete with a user or, as in Solitaire, just react
to the user, a programmer has to embed the game
knowledge into the program. For example, in chess,
the programmer would need to capture all possible
configurations of a chess board. The programmer
also would need to add reasoning procedures to the
game; for example, there would have to be proce-
dures to move each individual chess piece on the
board. Finally, and most important for game pro-
gramming, the programmer would need to add one
or more strategic decision modules to the program
to provide the intelligent agent with a strategy for
winning. In many cases, the strategy for winning a
game would be driven by probability; for example,
the next move might be a pawn, one space forward,
because that yields the best probability of winning,
but a heuristic strategy is also possible; for example,
the next move is a rook because it may trick the op-
ponent into a bad series of moves.

SOCIAL CONTEXT, ETHICS, AND FUTURE
PROSPECTS

After artificial intelligence was defined by McCarthy
in 1956, it has had a number of ups and downs as
a discipline, but the future of artificial intelligence
looks good. Almost every commercial program has a
help system, and increasingly these help systems have
a major artificial intelligence component. Health
care is another area that is poised to make major use
of artificial intelligence to improve the quality and re-
liability of the care provided, as well as to reduce its
cost by providing expert advice on best practices in
health care. Smartphones and other digital devices
employ artificial intelligence for an array of applica-
tions, syncing the activities and requirements of their
users.

Ethical questions have been raised about trying
to build a machine that exhibits human intelligence.
Many of the early researchers in artificial intelligence
were interested in cognitive psychology and built
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symbolic models of intelligence that were considered
unethical by some. Later, many artificial intelligence
researchers developed neural models of intelligence
that were not always deemed ethical. The social and
ethical issues of artificial intelligence are nicely rep-
resented by HAL, the Heuristically programmed
AlLgorithmic computer, in Stanley Kubrick’s 1968
film 2001: A Space Odyssey, which first works well with
humans, then acts violently toward them, and is in
the end deactivated.

Another important ethical question posed by ar-
tificial intelligence is the appropriateness of devel-
oping programs to collect information about users of
a program. Intelligent agents are often embedded in
websites to collect information about those using the
site, generally without the permission of those using
the website, and many question whether this should
be done.

In the mid-to-late 2010s, fully autonomous self-
driving cars were developed and tested in the United
States. In 2018, an Uber self-driving car hit and killed
a pedestrian in Tempe, Arizona. There was a safety
driver at the wheel of the car, which was in self-driving
mode at the time of the accident. The accident led
Uber to suspend its driverless-car testing program.
Even before the accident occurred, ethicists raised
questions regarding collision avoidance program-
ming, moral and legal responsibility, among others.

As more complex Al is created and imbued with
general, humanlike intelligence (instead of concen-
trated intelligence in a single area, such as Deep Blue
and chess), it will run into moral requirements as
humans do. According to researchers Nick Bostrom
and Eliezer Yudkowsky, if an Al is given “cognitive
work” to do that has a social aspect, the Al inherits
the social requirements of these interactions. The Al
then needs to be imbued with a sense of morality to
interact in these situations. If an Al has humanlike
intelligence and agency, the Bostrom has also theo-
rized that Al will need to also be considered both per-
sons and moral entities. There is also the potential
for the development of superhuman intelligence in
Al, which would breed superhuman morality. The
questions of intelligence and morality and who is
given personhood are some of the most significant
issues to be considered contextually as Al advance.

—George M. Whitson 111, BS, MS, PhD
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AUGMENTED REALITY

SUMMARY

Augmented reality (AR) refers to any technology that
inserts digital interfaces into the real world. For the
most part, the technology has included headsets and
glasses that people wear to project interfaces onto the
physical world, but it can also include cell phones and
other devices. In time, AR technology could be used
in contact lenses and other small wearable devices.

BASIC PRINCIPLES

Augmented reality is related to, but separate from,
virtual reality. Virtual reality attempts to create an en-
tirely different reality that is separate from real life.
Augmented reality, however, adds to the real world and
does not create a unique world. Users of AR will recog-
nize their surroundings and use the AR technology to
enhance what they are experiencing. Both augmented
and virtual realities have become better as technology
has improved. A number of companies (including large
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tech companies such as Google) have made invest-
ments in augmented reality in the hopes that it will be a
major part of the future of technology and will change
the way people interact with technology.

In the past, AR was seen primarily as a technology
to enhance entertainment (e.g., gaming, communi-
cating, etc.); however, AR has the potential to revo-
lutionize many aspects of life. For example, AR tech-
nology could provide medical students with a model of
a human heart. It could also help people locate their
cars in parking lots. AR technology has already been
used in cell phones to help people locate nearby facili-
ties (e.g., banks and restaurants), and future AR tech-
nology could inform people about nearby locations,
events, and the people they meet and interact with.

HISTORY

The term “augmented reality” was developed in the
1990s, but the fundamental idea for augmented re-
ality was established in the early days computing.
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1980 1995 passport 1999

the final products would likely have many dif-
ferences. HoloLens was working to include
“spatial sound” so that the visual images
would be accompanied by sounds that seem
to be closer or farther away, corresponding

2004 with firstborn child| with the visuals. For example, a person could

“Through the Glass, Lightly”, IEEE Technc

e

Mann’s 1999 “EyeTap Digital Eye Glass”

2012,“Google Glass”

Society, Vol. 31, Number 3, Fall 2012, Pages 10-14  S€€ an animal running toward them on the

HoloLens glasses, and they would hear cor-
responding sounds that got louder as the
animal got closer.

Other AR companies, such as Leap Motion,
have designed AR products to be used in con-
junction with technology people already rely

Mann was recognized as “Father of AR” and the “Father of Wearable Computing” (IEEE ISSCC 2000)

on. This company developed AR technology
that worked with computers to change the type

Series of self-portraits depicting evolution of wearable computing and AR over 30 year time of dlsplay people used. Leap Motion’s design

period, along with Generation-4 Glass (Mann 1999) and Google’s Generation-1 Glass. By

Glogger (Own work)

Technology for AR developed in the early twenty-
first century, but at that time AR was used mostly for
gaming technology.

In the early 2010s, technology made it possible for
AR headsets to shrink and for graphics used in AR to
improve. Google Glass (2012) was one of the first AR
devices geared toward the public that was not meant
for gaming. Google Glass, created by the large tech
company Google, was designed to give users a digital
interface they could interact with in ways that were
somewhat similar to the way people interacted with
smart phones (e.g., taking pictures, looking up di-
rections, etc.). Although Google Glass was not a suc-
cess, Google and other companies developing similar
products believed that eventually wearable tech-
nology would become a normal part of everyday life.

During this time, other companies were also inter-
ested in revolutionizing AR technology. Patent infor-
mation released from the AR company Magic Leap
(which also received funding from Google) indicated
some of the technology the company was working on.
One technology reportedly will beam images directly
into a wearer’s retinas. This design is meant to fool
the brain so it cannot tell the difference between light
from the outside world and the light coming from
an AR device. If this technology works as intended, it
could change the way people see the world.

Microsoft’s AR company, HoloLens, had plans for
technology that was similar to Magic Leap’s, though
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allowed people to wear a headset to see the

computer display in front of them. They could
then use their hands to move the parts of the dis-
play seemingly through the air in front of them (though
people not wearing the headset would not see the im-
ages from the display). Other companies also worked on
making AR technology more accessible through mobile
phones and other devices that people use frequently.

THE FUTURE OF AR

Although companies such as Magic Leap and
HoloLens have plans for the future of AR, the field still
faces many obstacles. Developing wearable technology
that is small enough, light enough, and powerful
enough to provide users with the feeling of reality is
one of the biggest obstacles. AR companies are de-
veloping new technologies to make AR performance
better, but many experts agree that successfully re-
leasing this technology to the public could take years.

Another hurdle for AR technology companies
is affordability. The technology they sell has to be
priced so that people will purchase it. Since compa-
nies are investing so much money in the develop-
ment of high-tech AR technology, they might not be
able to offer affordable AR devices for a number of
years. Another problem that AR developers have to
manage is the speed and agility of the visual display.
Since any slowing of the image or delay in the process
could ruin the experience for the AR user, compa-
nies have to make sure the technology is incredibly
fast and reliable.
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AR EdiBear. By Okseduard (Own work)

In the future, AR devices could be shrunk to even
small sizes and people could experience AR tech-
nology through contact lenses or even bionic eyes.
Yet, AR technology still has many challenges to over-
come before advanced AR devices become popular
and mainstream. Technology experts agree that AR
technology will likely play an important role in ev-
eryday life in the future.

—FElizabeth Mohn
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AUTOMATED PROCESSES AND SERVOMECHANISMS

SUMMARY

An automated process is a series of sequential steps to
be carried out automatically. Servomechanisms are
systems, devices, and subassemblies that control the
mechanical actions of robots by the use of feedback
information from the overall system in operation.

DEFINITION AND BASIC PRINCIPLES

An automated process is any set of tasks that has been
combined to be carried out in a sequential order

automatically and on command. The tasks are not
necessarily physical in nature, although this is the
most common circumstance. The execution of the
instructions in a computer program represents an
automated process, as does the repeated execution
of a series of specific welds in a robotic weld cell. The
two are often inextricably linked, as the control of
the physical process has been given to such digital de-
vices as programmable logic controllers (PLCs) and
computers in modern facilities.

Physical regulation and monitoring of mechanical
devices such as industrial robots is normally achieved
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through the incorporation of servomechanisms. A
servomechanism is a device that accepts information
from the system itself and then uses that information
to adjust the system to maintain specific operating
conditions. A servomechanism that controls the
opening and closing of a valve in a process stream, for
example, may use the pressure of the process stream
to regulate the degree to which the valve is opened.

The stepper motor is another example of a ser-
vomechanism. Given a specific voltage input, the
stepper motor turns to an angular position that ex-
actly corresponds to that voltage. Stepper motors are
essential components of disk drives in computers,
moving the read and write heads to precise data loca-
tions on the disk surface.

Another essential component in the functioning
of automated processes and servomechanisms is the
feedback control systems that provide self-regulation
and auto-adjustment of the overall system. Feedback
control systems may be pneumatic, hydraulic, me-
chanical, or electrical in nature. Electrical feedback
may be analog in form, although digital electronic
feedback methods provide the most versatile method
of output sensing for input feedback to digital elec-
tronic control systems.

BACKGROUND AND HISTORY

Automation begins with the first artificial construct
made to carry out a repetitive task in the place of a
person. One early clock mechanism, the water clock,
used the automatic and repetitive dropping of a spe-
cific amount of water to accurately measure the pas-
sage of time. Water-, animal-, and wind-driven mills
and threshing floors automated the repetitive action
of processes that had been accomplished by humans.
In many underdeveloped areas of the world, this re-
petitive human work is still a common practice.

With the mechanization that accompanied the
Industrial Revolution, other means of automatically
controlling machinery were developed, including
selfregulating pressure valves on steam engines.
Modern automation processes began in North
America with the establishment of the assembly line
as a standard industrial method by Henry Ford. In
this method, each worker in his or her position along
the assembly line performs a limited set of functions,
using only the parts and tools appropriate to that task.
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An industrial servomotor. The grey/green cylinder is the brush-type DC mo-
tor, the black section at the bottom contains the planetary reduction gear,
and the black object on top of the motor is the optical rotary encoder for
position feedback. By John Nagle (Own work)

Servomechanism theory was further developed
during World War II. The development of the tran-
sistor in 1951 enabled the development of electronic
control and feedback devices, and hence digital
electronics. The field grew rapidly, especially fol-
lowing the development of the microcomputer in
1969. Digital logic and machine control can now be
interfaced in an effective manner, such that today’s
automated systems function with an unprecedented
degree of precision and dependability.

HOW IT WORKS

An automated process is a series of repeated, identical
operations under the control of a master operation
or program. While simple in concept, it is complex in
practice and difficult in implementation and execu-
tion. The process control operation must be designed
in a logical, step-by-step manner that will provide the
desired outcome each time the process is cycled. The
sequential order of operations must be set so that the
outcome of any one step does not prevent or interfere
with the successful outcome of any other step in the
process. In addition, the physical parameters of the de-
sired outcome must be established and made subject
to a monitoring protocol that can then act to correct
any variation in the outcome of the process.

A plain analogy is found in the writing and struc-
turing of a simple computer programming function.
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The definition of the steps involved in the function
must be exact and logical, because the computer,
like any other machine, can do only exactly what it
is instructed to do. Once the order of instructions
and the statement of variables and parameters have
been finalized, they will be carried out in exactly the
same manner each time the function is called in a
program. The function is thus an automated process.

The same holds true for any physical process that has
been automated. In a typical weld cell, for example, a
set of individual parts are placed in a fixture that holds
them in their proper relative orientations. Robotic
welding machines may then act upon the setup to
carry out a series of programmed welds to join the
individual pieces into a single assembly. The series of
welds is carried out in exactly the same manner each
time the weld cell cycles. The robots that carry out the
welds are guided under the control of a master pro-
gram that defines the position of the welding tips, the
motion that it must follow, and the duration of current
flow in the welding process for each movement, along
with many other variables that describe the overall ac-
tion that will be followed. Any variation from this pro-
grammed pattern of movements and functions will
result in an incorrect output.

The control of automated processes is carried out
through various intermediate servomechanisms. A ser-
vomechanism uses input information from both the
controlling program and the output of the process to
carry out its function. Direct instruction from the con-
troller defines the basic operation of the servomecha-
nism. The output of the process generally includes
monitoring functions that are compared to the desired
output. They then provide an input signal to the servo-
mechanism that informs how the operation must be ad-
justed to maintain the desired output. In the example
of a robotic welder, the movement of the welding tip
is performed through the action of an angular posi-
tioning device. The device may turn through a specific
angle according to the voltage that is supplied to the
mechanism. An input signal may be provided from a
proximity sensor such that when the necessary part is
not detected, the welding operation is interrupted and
the movement of the mechanism ceases.

The variety of processes that may be automated is
practically limitless given the interface of digital elec-
tronic control units. Similarly, servomechanisms may
be designed to fit any needed parameter or to carry
out any desired function.

APPLICATIONS AND PRODUCTS

The applications of process automation and servo-
mechanisms are as varied as modern industry and its
products. It is perhaps more productive to think of
process automation as a method that can be applied
to the performance of repetitive tasks than to dwell
on specific applications and products. The common-
ality of the automation process can be illustrated by
examining a number of individual applications, and
the products that support them.

“Repetitive tasks” are those tasks that are to be car-
ried out in the same way, in the same circumstances,
and for the same purpose a great number of times. The
ideal goal of automating such a process is to ensure
that the results are consistent each time the process
cycle is carried out. In the case of the robotic weld cell
described above, the central tasks to be repeated are
the formation of welded joints of specified dimensions
at the same specific locations over many hundreds or
thousands of times. This is a typical operation in the
manufacturing of subassemblies in the automobile in-
dustry and in other industries in which large numbers
of identical fabricated units are produced.

Automation of the process, as described above, re-
quires the identification of a set series of actions to be
carried out by industrial robots. In turn, this requires
the appropriate industrial robots be designed and con-
structed in such a way that the actual physical movements
necessary for the task can be carried out. Each robot will
incorporate a number of servomechanisms that drive
the specific movements of parts of the robot according
to the control instruction set. They will also incorporate
any number of sensors and transducers that will provide
input signal information for the selfregulation of the au-
tomated process. This input data may be delivered to the
control program and compared to specified standards
before it is fed back into the process, or it may be deliv-
ered directly into the process for immediate use.

Programmable logic controllers (PLCs), first
specified by the General Motors Corporation in
1968, have become the standard devices for control-
ling automated machinery. The PLC is essentially a
dedicated computer system that employs a limited-in-
struction-set programming language. The program
of instructions for the automated process is stored in
the PLC memory. Execution of the program sends
the specified operating parameters to the corre-
sponding machine in such a way that it carries out a
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set of operations that must otherwise be carried out
under the control of a human operator.

A typical use of such methodology is in the various
forms of CNC machining. CNC (computer numeric
control) refers to the use of reduced-instruction-set
computers to control the mechanical operation of
machines. CNC lathes and mills are two common ap-
plications of the technology. In the traditional use of
a lathe, a human operator adjusts all of the working
parameters such as spindle rotation speed, feed rate,
and depth of cut, through an order of operations that
is designed to produce a finished piece to blueprint
dimensions. The consistency of pieces produced over
time in this manner tends to vary as operator fatigue
and distractions affect human performance. In a CNC
lathe, however, the order of operations and all of the
operating parameters are specified in the control pro-
gram, and are thus carried out in exactly the same
manner for each piece that is produced. Operator
error and fatigue do not affect production, and the
machinery produces the desired pieces at the same
rate throughout the entire working period. Human in-
tervention is required only to maintain the machinery
and is not involved in the actual machining process.

Servomechanisms used in automated systems check
and monitor system parameters and adjust operating
conditions to maintain the desired system output. The
principles upon which they operate can range from
crude mechanical levers to sophisticated and highly
accurate digital electronic-measurement devices. All
employ the principle of feedback to control or regu-
late the corresponding process that is in operation.

In a simple example of a rudimentary application,
units of a specific component moving along a pro-
duction line may in turn move a lever as they pass by.
The movement of the lever activates a switch that pre-
vents a warning light from turning on. If the switch
is not triggered, the warning light tells an operator
that the component has been missed. The lever,
switch, and warning light system constitute a crude
servomechanism that carries out a specific function
in maintaining the proper operation of the system.

In more advanced applications, the dimensions of the
product from a machining operation may be tested by
accurately calibrated measuring devices before releasing
the object from the lathe, mill, or other device. The
measurements taken are then compared to the desired
measurements, as stored in the PLC memory. Oversize
measurements may trigger an action of the machinery
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to refine the dimensions of the piece to bring it into
specified tolerances, while undersize measurements
may trigger the rejection of the piece and a warning to
maintenance personnel to adjust the working param-
eters of the device before continued production.

Two of the most important applications of servo-
mechanisms in industrial operations are control of
position and control of rotational speed. Both com-
monly employ digital measurement. Positional control
is generally achieved through the use of servomotors,
also known as stepper motors. In these devices, the
rotor turns to a specific angular position according
to the voltage that is supplied to the motor. Modern
electronics, using digital devices constructed with inte-
grated circuits, allows extremely fine and precise con-
trol of electrical and electronic factors, such as voltage,
amperage, and resistance. This, in turn, facilitates
extremely precise positional control. Sequential posi-
tional control of different servomotors in a machine,
such as an industrial robot, permits precise positioning
of operating features. In other robotic applications, the
same operating principle allows for extremely delicate
microsurgery that would not be possible otherwise.

The control of rotational speed is achieved
through the same basic principle as the stroboscope.
A strobe light flashing on and off at a fixed rate can
be used to measure the rate of rotation of an object.
When the strobe rate and the rate of rotation are
equal, a specific point on the rotating object will al-
ways appear at the same location. If the speeds are
not matched, that point will appear to move in one
direction or the other according to which rate is the
faster rate. By attaching a rotating component to a
representation of a digital scale, such as the Gray
code, sensors can detect both the rate of rotation of
the component and its position when itis functioning
as part of a servomechanism. Comparison with a dig-
ital statement of the desired parameter can then be
used by the controlling device to adjust the speed or
position, or both, of the component accordingly.

SOCIAL CONTEXT AND FUTURE PROSPECTS

While the vision of a utopian society in which all me-
nial labor is automated, leaving humans free to create
new ideas in relative leisure, is still far from reality, the
vision becomes more real each time another process
is automated. Paradoxically, since the mid-twentieth
century, knowledge and technology have changed so
rapidly that what is new becomes obsolete almost as
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quickly as it is developed, seeming to increase rather
than decrease the need for human labor.

New products and methods are continually being
developed because of automated control. Similarly,
existing automated processes can be reautomated
using newer technology, newer materials, and mod-
ernized capabilities.

Particular areas of growth in automated processes
and servomechanisms are found in the biomedical
fields. Automated processes greatly increase the number
of tests and analyses that can be performed for genetic
research and new drug development. Robotic devices
become more essential to the success of delicate surgical
procedures each day, partly because of the ability of in-
tegrated circuits to amplify or reduce electrical signals
by factors of hundreds of thousands. Someday, surgeons
will be able to perform the most delicate of operations
remotely, as normal actions by the surgeon are trans-
lated into the miniscule movements of microscopic sur-
gical equipment manipulated through robotics.

Concerns that automated processes will eliminate
the role of human workers are unfounded. The na-
ture of work has repeatedly changed to reflect the
capabilities of the technology of the time. The in-
troduction of electric street lights, for example, did
eliminate the job of lighting gas-fueled streetlamps,

AuToNOMOUS CAR

SUMMARY

An autonomous car, also known as a “robotic car”
or “driverless car,” is a vehicle designed to operate
without the guidance or control of a human driver.
Engineers began designing prototypes and control
systems for autonomous vehicles as early as the 1920s,
but the development of the modern autonomous ve-
hicle began in the late 1980s.

Between 2011 and 2014, fourteen U.S. states pro-
posed or debated legislation regarding the legality of
testing autonomous vehicles on public roads. As of
November 2014, the only autonomous vehicles used in
the United States were prototype and experimental ve-
hicles. Some industry analyses, published since 2010,
indicate that autonomous vehicles could become
available for public use as early as 2020. Proponents

but it also created the need for workers to produce
the electric lights and to ensure that they were func-
tioning properly. The same sort of reasoning applies
to the automation of processes today. Some tradi-
tional jobs will disappear, but new types of jobs will be
created in their place through automation.

—Richard M. Renneboog, MSc
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of autonomous car technology believe that driverless
vehicles will reduce the incidence of traffic accidents,
reduce fuel consumption, alleviate parking issues,
and reduce car theft, among other benefits. One of
the most significant potential benefits of “fully autono-
mous” vehicles is to provide independent transporta-
tion to disabled individuals who are not able to operate
a traditional motor vehicle. Potential complications or
problems with autonomous vehicles include the diffi-
culty in assessing liability in the case of accidents and
a reduction in the number of driving-related occupa-
tions available to workers.

BACKGROUND

Autonomous car technology has its origins in the
1920s, when a few automobile manufacturers,
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Google driverless car operating on a testing path. By Flckr user jurvetson (Steve
Jurvetson). Trimmed and retouched with PS9 by Mariordo

inspired by science fiction, envisioned futuristic road
systems embedded with guidance systems that could
be used to power and navigate vehicles through the
streets. For instance, the Futurama exhibit at the 1939
New York World’s Fair, planned by designer Norman
Bel Geddes, envisioned a future where driverless cars
would be guided along electrically charged roads.
Until the 1980s, proposals for autonomous ve-
hicles involved modifying roads with the addition of
radio, magnetic, or electrical control systems. During
the 1980s, automobile manufacturers working with
university engineering and computer science pro-
grams began designing autonomous vehicles that
were self-navigating, rather than relying on modifica-
tion of road infrastructure. Bundeswehr University in
Munich, Germany produced an autonomous vehicle
that navigated using cameras and computer vision.
Similar designs were developed through collabora-
tion between the U.S. Defense Advanced Research
Projects Agency (DARPA) and researchers from
Carnegie Mellon University. Early prototypes devel-
oped by DARPA used LIDAR, a system that uses lasers
to calculate distance and direction. In July 1995, the
NavLab program at Carnegie Mellon University pro-
duced one of the first successful tests of an autono-
mous vehicle, known as “No Hands Across America.”
The development of American autonomous ve-
hicle technology accelerated quickly between 2004
and 2007 due to a series of research competitions,
known as “Grand Challenges,” sponsored by DARPA.
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The 2007 event, called the “Urban Challenge,” drew
eleven participating teams designing vehicles that
could navigate through urban environments while
avoiding obstacles and obeying traffic laws; six de-
signs successfully navigated the course. Partnerships
formed through the DARPA challenges resulted in
the development of autonomous car technology for
public use. Carnegie Mellon University and General
Motors partnered to create the Autonomous Driving
Collaborative Research Lab, while rival automaker
Volkswagen partnered with Stanford University on a
similar project.

Stanford University artificial intelligence expert
Sebastien Thrun, a member of the winning team at
the 2005 DARPA Grand Challenge, was a founder
of technology company Google’s “Self-Driving Car
Project” in 2009, which is considered the begin-
ning of the commercial phase of autonomous ve-
hicle development. Thrun and researcher Anthony
Levandowski helped to develop “Google Chauffeur,”
a specialized software program designed to navigate
using laser, satellite, and computer vision systems.
Other car manufacturers, including Audi, Toyota,
Nissan, and Mercedes, also began developing au-
tonomous cars for the consumer market in the early
2010s. In 2011, Nevada became the first state to le-
galize testing autonomous cars on public roads, fol-
lowed by Florida, California, the District of Colombia,
and Michigan by 2013.

TOPIC TODAY

In May of 2013, the U.S. Department of
Transportation’s National Highway Traffic Safety
Administration (NHTSA) released an updated set of
guidelines to help guide legal policy regarding au-
tonomous vehicles. The NHTSA guidelines classify
autonomous vehicles based on a five-level scale of au-
tomation, from zero, indicating complete driver con-
trol, to four, indicating complete automation with no
driver control.

Between 2011 and 2016, several major manufac-
turers released partially automated vehicles for the
consumer market, including Tesla, Mercedes-Benz,
BMW, and Infiniti. The Mercedes S-Class, which fea-
tured automated systems options including parking
assistance, lane correction, and a system to detect
when the driver may be at risk of fatigue.
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Interior of a Google driverless car. By jurvetson

According to a November 2014 article in the
New York Times, most manufacturers are developing ve-
hicles that will require “able drivers” to sit behind the
wheel, even though the vehicle’s automatic systems
will operate and navigate the car. Google’s “second
generation” autonomous vehicles are an exception,
as the vehicles lack steering wheels or other controls,
therefore making human intervention impossible.
According to Google, complete automation reduces
the possibility that human intervention will lead to
driving errors and accidents. Google argues further
that fully autonomous vehicles could open the pos-
sibility of independent travel to the blind and indi-
viduals suffering from a variety of other disabilities
that impair the ability to operate a car. In September
2016 Uber launched a test group of automated cars
in Pittsburgh. They started with four cars that had
two engineers in the front seats to correct errors. The
company rushed to be the first to market and plans
to add additional cars to the fleet and have them fully
automated.

Modern autonomous vehicles utilize laser guid-
ance systems, a modified form of LIDAR, as well as
global positioning system (GPS) satellite tracking,
visual computational technology, and software that
allows for adaptive response to changing traffic con-
ditions. Companies at the forefront of automated car
technology are also experimenting with computer
software designed to learn from experience, thereby
making the vehicle’s onboard computer more re-
sponsive to driving situations following encounters.

While Google has been optimistic about debuting
autonomous cars for public use by 2020, other in-
dustry analysts are skeptical about this, given the sig-
nificant regulatory difficulties that must be overcome
before driverless cars can become a viable consumer
product. A2014 poll from Pew Research indicated that
approximately 50 percent of Americans are not cur-
rently interested in driverless cars. Other surveys have
also indicated that a slight majority of consumers are
uninterested in owning self-driving vehicles, though
a majority of consumers approve of the programs to
develop the technology. A survey conducted two years
later by New Morning Consult showed a similar wari-
ness of self-driving cars, with 43 percent of registered
voters considering autonomous cars unsafe.

Proponents of autonomous vehicles have cited
driver safety as one of the chief benefits of automa-
tion. The RAND Corporation’s 2014 report on auton-
omous car technology cites research indicating that
computer-guided vehicles will reduce the incidence
and severity of traffic accidents, congestion, and de-
lays, because computer-guided systems will be more
responsive than human drivers and are immune to
driving distractions that contribute to a majority of
traffic accidents. Research also indicates that autono-
mous cars will help to conserve fuel, reduce parking
congestion, and will allow consumers to be more pro-
ductive while commuting by freeing them from the
job of operating the vehicle. The first fatal accident
in an autonomous car happened in July 2016 when
a Tesla in automatic mode crashed into a truck. The
driver was killed. A second fatal accident involving a
Tesla in autonomous mode occurred in early 2018.
The first fatal accident involving an autonomous car
and a pedestrian occurred in March 2018, when one
of Uber’s autonomous cars struck and killed a pedes-
trian in Tempe, Arizona. Uber suspended its road
tests after the incident.

In April 2018, the California DMV began issuing
road test permits for fully autonomous vehicles. The
state had previously allowed road testing only with a
human safety operator inside the car.

The most significant issue faced by companies
looking to create and sell autonomous vehicles is the
issue of liability. Before autonomous cars can become a
reality for consumers, state and national lawmakers and
the automotive industry must debate and determine
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the rules and regulations governing responsibility and
recourse in the case of automated system failure.

—Micah Issitt
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AVATARS AND SIMULATION

SUMMARY

Avatars and simulation are elements of virtual reality
(VR), which attempts to create immersive worlds for
computer users to enter. Simulation is the method
by which the real world is imitated or approximated
by the images and sounds of a computer. An avatar
is the personal manifestation of a particular person.
Simulation and VR are used for many applications,
from entertainment to business.

VIRTUAL WORLDS

Computer simulation and virtual reality (VR) have ex-
isted since the early 1960s. While simulation has been
used in manufacturing since the 1980s, avatars and
virtual worlds have yet to be widely embraced outside
gaming and entertainment. VR uses computerized
sounds, images, and even vibrations to model some or
all of the sensory input that human beings constantly
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receive from their surroundings every day. Users can
define the rules of how a VR world works in ways that
are not possible in everyday life. In the real world,
people cannot fly, drink fire, or punch through walls.
In VR, however, all of these things are possible, because
the rules are defined by human coders, and they can
be changed or even deleted. This is why users’ avatars
can appear in these virtual worlds as almost anything
one can imagine—a loaf of bread, a sports car, or a
penguin, for example. Many users of virtual worlds are
drawn to them because of this type of freedom.
Because a VR simulation does not occur in phys-
ical space, people can “meet” regardless of how far
apart they are in the real world. Thus, in a company
that uses a simulated world for conducting its meet-
ings, staff from Hong Kong and New York can both
occupy the same VR room via their avatars. Such vir-
tual meeting spaces allow users to convey nonverbal
cues as well as speech. This allows for a greater de-
gree of authenticity than in telephone conferencing.
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MECHANICS OF ANIMATION

The animation of avatars in computer simulations
often requires more computing power than a single
workstation can provide. Studios that produce ani-
mated films use render farms to create the smooth
and sophisticated effects audiences expect.

Before the rendering stage, a great deal of effort
goes into designing how an animated character or
avatar will look, how it will move, and how its textures
will behave during that movement. For example, a
fur-covered avatar that moves swiftly outdoors in the
wind should have a furry or hairy texture, with fibers
that appear to blow in the wind. All of this must be
designed and coordinated by computer animators.
Typically, one of the first steps is keyframing, in which
animators decide what the starting and ending po-
sitions and appearance of the animated object will
be. Then they design the movements between the
beginning and end by assigning animation variables
(avars) to different points on the object. This stage
is called “in-betweening,” or “tweening.” Once avars
are assigned, a computer algorithm can automati-
cally change the avar values in coordination with one
another. Alternatively, an animator can change “in-
between” graphics by hand. When the program is
run, the visual representation of the changing avars
will appear as an animation.

In general, the more avars specified, the more de-
tailed and realistic that animation will be in its move-
ments. In an animated film, the main characters
often have hundreds of avars associated with them.
For instance, the 1995 film 7oy Storyused 712 avars for
the cowboy Woody. This ensures that the characters’
actions are lifelike, since the audience will focus at-
tention on them most of the time. Coding standards
for normal expressions and motions have been de-
veloped based on muscle movements. The MPEG-4
international standard includes 86 face parameters
and 196 body parameters for animating human and
humanoid movements. These parameters are en-
coded into an animation file and can affect the bit
rate (data encoded per second) or size of the file.

EDUCATIONAL APPLICATIONS

Simulation has long been a useful method of training
in various occupations. Pilots are trained in flight

simulators, and driving simulators are used to pre-
pare for licensing exams. Newer applications have
included training teachers for the classroom and
improving counseling in the military. VR holds the
promise of making such vocational simulations much
more realistic. As more computing power is added,
simulated environments can include stimuli that
better approximate the many distractions and de-
tailed surroundings of the typical driving or flying
situation, for instance.

VRIN 3-D

Most instances of VR that people have experienced
so far have been two-dimensional (2-D), occur-
ring on a computer or movie screen. While enter-
taining, such experiences do not really capture
the concept of VR. Three-dimensional (3-D) VR
headsets such as the Oculus Rift may one day facili-
tate more lifelike business meetings and product
planning. They may also offer richer vocational
simulations for military and emergency personnel,
among others.

—Scott Zimmer, JD
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BEHAVIORAL NEUROSCIENCE

SUMMARY

Behavioral neuroscience is the study of the role of
the nervous system in human and animal behavior.
In approaching behavior from a biological frame-
work, behavioral neuroscience considers not only the
roles of the physical structures of the brain and other
elements of the nervous system in both normal and
abnormal behaviors but also the evolution and devel-
opment of these roles over time.

Behavioral neuroscience is one of several fields
in which biology and psychology intersect. It is dis-
tinguished from neuropsychology primarily in that
while both are experimental fields of psychology,
behavioral neuroscience mostly involves experi-
ments using animals, often those whose biology has
some correlation to that of humans, while neuropsy-
chology deals more with human subjects, typically
with a narrower focus on the structures and func-
tions of the brain and nervous system. Other related
fields include evolutionary psychology, affective
neuroscience, social neuroscience, behavioral ge-
netics, and neurobiology.

BRIEF HISTORY

While biological models of behavior are not a
modern innovation as such, behavioral neuro-
science properly speaking is grounded in both
a modern understanding of biology—including
evolution, the inheritance of genes, and the func-
tions of hormones and neurotransmitters, just for
starters—and the science of psychology. Though
philosophers and scientists have discussed the mind
since ancient times, psychology as an experimental
discipline is a product of the nineteenth century,
growing out of the Enlightenment’s interests in edu-
cation and in finding humane treatments for mental
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illness, both of which were served by seeking a way
to better understand the workings of the human
mind. In a sense, modern biology and modern psy-
chology developed alongside each other: the basic
foundations of each were discovered or formulated
concurrently, and in the mid-nineteenth century
they were brought together in the famous case of
Phineas Gage.

A railroad construction foreman, Gage survived
an accident in which an iron rod was driven through
his head, destroying most of the left frontal lobe of
his brain. It left him blind in the affected eye, but
less predictably, it changed his personality for the re-
mainder of his life. Reports of the changes in his per-
sonality vary, with those dating from after his death
being notably more dramatic than the firsthand ac-
counts written during his life, but they concur in the
broad strokes—namely, that Gage’s behavior after
the accident reflected an absence of social inhibi-
tion and an increased degree of impulsivity. Popular
culture often depicts Gage as becoming violent, de-
praved, even psychopathic after his accident; few
now believe the change to have been this extreme.
Reports from later in his life suggest that he was able
to eventually relearn and adapt to social and inter-
personal mores.

As significant as any change was the simple fact
of Gage’s survival, as well as the fact that his mental
faculties remained intact with so much brain tissue
destroyed. In a sense, the details and degree of
Gage’s personality change are not as important as
the excuse he provided for the scientific community
to newly address the “mind-body problem” that had
concerned the Western intellectual community for
centuries. In modern terms, the mind-body problem
is the problem of explaining the relationship be-
tween the experiences of the nonphysical mind and
those of the physical body within which it resides.
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Behavioral Neuroscience

AREAS OF RESEARCH

Since Gage’s time, biologists have learned more
and more about the brain and related structures,
and psychologists have conducted countless experi-
ments relating to the mind and behavior. Research
in behavioral neuroscience is conducted by ob-
serving the behavior of animals in experimental
conditions in which some aspect of the animal’s
nervous system is measured or altered through
various means. (Numerous such means exist, in-
cluding surgical modifications, psychopharmaceuti-
cals, electrical or magnetic stimulation, and genetic
engineering.) One of the classic methods is lesion
research, which studies animal subjects that have
suffered damage to a particular region of the brain.
The infliction of surgical lesions, in which brain or
other neural tissue is destroyed through surgical re-
moval, has long been a common research method,
while the use of neurotoxins to inflict chemical le-
sions is a more recent development. An even more
recent innovation is the use of special anaesthetics
and other methods to induce “temporary lesions”
by temporarily disabling neural tissue instead of de-
stroying it entirely.

The study of lesions and their effect on be-
havior helps inform scientific understanding of
which structures in the brain contribute to which
of its functions. While early models were based on
simple one-to-one correlation, demonstrated by lit-
eral maps of the brain that showed where various
emotions and mental abilities were believed to be
generated or exercised, behavioral neuroscience
and other disciplines that study the brain have since
shown that its workings are far more complicated
than that.

Areas of research in behavioral neuroscience focus
on broad categories of behavior that humans have in
common with animals, namely needs-motivated be-
haviors, the senses, movement, memory, learning,
sleep, emotion, and the relationships among these
areas. Behavioral neuroscientists working with cer-
tain species—especially cetaceans, cephalopods, and
corvids—may also study consciousness, language, or
decisionmaking, but these are more controversial
areas of inquiry.

Science has always been informed by philos-
ophy. Only in the modern era have science and

philosophy truly been separate disciplines, modern
science having descended from what Aristotle
called “natural philosophy.” That said, although
both the philosophy of science and the philosophy
of biology are esteemed subfields, the philosophy
of neuroscience is more newly developed. Until the
1980s, philosophers in the main proceeded without
having integrated much specific understanding of
neuroscience into their field—and, by extension,
were not equipped to comment or contribute spe-
cifically to neuroscience.

This changed with Patricia Churchland’s
Neurophilosophy (1986), which was aimed specifically
at bridging the gap. Although Churchland included
her own views on the philosophy of neuroscience, she
also took the time to include a primer on philosophy
for neuroscientists and a primer on neuroscience
for philosophers. The interdisciplinary relationship
between the fields has continued to develop since,
and in the twenty-first century, neuroethics became
a prominent field, examining the ethical choices and
ramifications of neuroscience. In recent years, neuro-
ethicists have raised critical questions about human
cognitive enhancements, the ethics of treating neuro-
logical impairments, and animal experimentation in
behavioral neuroscience.

—Bill Kte'pi, MA
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BINARY PATTERN

SUMMARY

The binary number system is the more common
name for the base-2 numeral system. Unlike the
base-10, or decimal system, which uses digits 0-9
to represent numeric values, the binary number
system uses only two symbols, traditionally 0 and 1.
Thus the binary representations of base-10 “I1, 2, 3”
are “1, 10, 11.” The binary system is used in com-
puters and other electronics because of its ease of
representation with two-state devices such as elec-
trical switches. Throughout history, binary systems
have had many uses, including decisionmaking
(coin-flipping returns one of two values), divination
(the I Ching uses yin/yang system), and encryption
(Morse code uses short and long tones), in addi-
tion to mathematical applications. Boolean algebra,
which became integral to the design of circuitry and
computers, was developed by George Boole in 1854
and performs operations with variables assigned the
values true or false.

Binary numbers may be manipulated either
by conventional arithmetic methods or by using
Boolean logical operators in what is usually called a
bitwise operation. Bitwise operations are performed
by the processor on the individual binary numerals,
or bits, of a computer system and are faster and more
efficient than arithmetic methods. When computers
perform binary operations that result in a 32-bit in-
teger, these operations can be used to form images
called binary patterns.

APPLICATION

Despite their underlying simplicity, images formed
by binary patterns may appear quite complex. The
32-bit value is key because 32 bits are used in RGBA
(Red Green Blue Alpha) color space, in which 8
bits are devoted to the amount of red, green, and
blue in an image, with a further 8 bits in the alpha
channel reserved for the image’s degree of trans-
parency. Images displayed on computers, television
screens, and other LCD screens are made up of
pixels, each of which is the smallest physical point
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on the screen. Pixels are not a standard size, how-
ever—in comparing two different same-size screens,
the one with the highest resolution has the smallest
pixels, and thus a greater number of adjustable
points.) These pixels are like incredibly tiny dabs of
paint adding up to make a coherent image. In a 32-
bit RGBA color space, each pixel is associated with
32 bits of information determining its color and
transparency.

Binary patterns can form images that take up
much less space in memory than if each pixel were
encoded individually, by instead storing the formula
or series of binary operations used to form the image.
Many computer operating systems include basic pat-
terns and tiles that take up a fraction of the space of
an image like a photograph, which can’t be recon-
structed by binary operations. They may be simple
repeated shapes, or intricate patterns reminiscent of
murals and mandalas.

—Bull Kte'pi, MA
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BIOMECHANICAL ENGINEERING

SUMMARY

Biomechanical engineering is a branch of science
that applies mechanical engineering principles
such as physics and mathematics to biology and
medicine. It can be described as the connection
between structure and function in living things.
Researchers in this field investigate the mechanics
and mechanobiology of cells and tissues, tissue en-
gineering, and the physiological systems they com-
prise. The work also examines the pathogenesis
and treatment of diseases using cells and cultures,
tissue mechanics, imaging, microscale biosensor
fabrication, biofluidics, human motion capture,
and computational methods. Real-world applica-
tions include the design and evaluation of medical
implants, instrumentation, devices, products, and
procedures. Biomechanical engineering is a multi-
disciplinary science, often fostering collaborations
and interactions with medical research, surgery,

Ultrasound representation of Urinary bladder (black butterfly-like shape)
with a hyperplastic prostate. An example of engineering science and medi-
cal science working together. By Etan J. Tal (Own work)

radiology, physics, computer modeling, and other
areas of engineering.

DEFINITION AND BASIC PRINCIPLES

Biomechanical engineering applies mechanical engi-
neering principles to biology and medicine. Elements
from biology, physiology, chemistry, physics, anatomy,
and mathematics are used to describe the impact
of physical forces on living organisms. The forces
studied can originate from the outside environment
or generate within a body or single structure. Forces
on a body or structure can influence how it grows, de-
velops, or moves. Better understanding of how a bio-
logical organism copes with forces and stresses can
lead to improved treatment, advanced diagnosis, and
prevention of disease. This integration of multidisci-
plinary philosophies has lead to significant advances
in clinical medicine and device design. Improved
understanding guides the creation of artificial or-
gans, joints, implants, and tissues. Biomechanical
engineering also has a tremendous influence on the
retail industry, as the results of laboratory research
guide product design toward more comfortable and
efficient merchandise.

BACKGROUND AND HISTORY

The history of biomechanical engineering, as a dis-
tinct and defined field of study, is relatively short.
However, applying the principles of physics and en-
gineering to biological systems has been developed
over centuries. Many overlaps and parallels to com-
plementary areas of biomedical engineering and
biomechanics exist, and the terms are often used in-
terchangeably with biomechanical engineering. The
mechanical analysis of living organisms was not inter-
nationally accepted and recognized until the defini-
tion provided by Austrian mathematician Herbert
Hatze in 1974: “Biomechanics is the study of the
structure and function of biological systems by means
of the methods of mechanics.”
Greek philosopher Aristotle
term “mechanics” and discussed the movement of
living beings around 322 BCE in the first book about

introduced the
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biomechanics, On the Motion of Animals. Leonardo
da Vinci proposed that the human body is subject
to the law of mechanics in the 1500s. Italian physi-
cist and mathematician Giovanni Alfonso Borelli, a
student of Galileo’s, is considered the “father of bio-
mechanics” and developed mathematical models to
describe anatomy and human movement mechani-
cally. In the 1890s German zoologist Wilhelm Roux
and German surgeon Julius Wolff determined the
effects of loading and stress on stem cells in the de-
velopment of bone architecture and healing. British
physiologist Archibald V. Hill and German physiolo-
gist Otto Fritz Meyerhof shared the 1922 Nobel Prize
for Physiology or Medicine. The prize was divided
between them: Hill won “for his discovery relating to
the production of heat in the muscle”; Meyerhof won
“for his discovery of the fixed relationship between
the consumption of oxygen and the metabolism of
lactic acid in the muscle.”

The first joint replacement was performed on a
hip in 1960 and a knee in 1968. The development of
imaging, modeling, and computer simulation in the
latter half of the twentieth century provided insight
into the smallest structures of the body. The relation-
ships between these structures, functions, and the im-
pact of internal and external forces accelerated new
research opportunities into diagnostic procedures
and effective solutions to disease. In the 1990s, bio-
mechanical engineering programs began to emerge
in academic and research institutions around the
world, and the field continued to grow in recognition
into the twenty-first century.

HOW IT WORKS

Biomechanical engineering science is extremely
diverse. However, the basic principle of studying
the relationship between biological structures and
forces, as well as the important associated reactions
of biological structures to technological and environ-
mental materials, exists throughout all disciplines.
The biological structures described include all life
forms and may include an entire body or organism or
even the microstructures of specific tissues or systems.
Characterization and quantification of the response
of these structures to forces can provide insight into
disease process, resulting in better treatments and
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diagnoses. Research in this field extends beyond
the laboratory and can involve observations of me-
chanics in nature, such as the aerodynamics of bird
flight, hydrodynamics of fish, or strength of plant
root systems, and how these findings can be modified
and applied to human performance and interaction
with external forces.

As in biomechanics, biomechanical engineering
has basic principles. Equilibrium, as defined by
British physicist Sir Isaac Newton, results when the
sum of all forces is zero and no change occurs and en-
ergy cannot be created or destroyed, only converted
from one form to another.

The seven basic principles of biomechanics can be
applied or modified to describe the reaction of forces
to any living organism.

The lower the center of mass, the larger the base
of support; the closer the center of mass to the base
of support, and the greater the mass, the more sta-
bility increases.

The production of maximum force requires the
use of all possible joint movements that contribute to
the task’s objective.

The production of maximum velocity requires the
use of joints in order—from largest to smallest.

The greater the applied impulse, the greater in-
crease in velocity.

Movement usually occurs in the direction oppo-
site that of the applied force.

Angular motion is produced by the application of
force acting at some distance from an axis, that is, by
torque.

Angular momentum is constant when a body or
object is free in the air.

The forces studied can be combinations of in-
ternal, external, static, or dynamic, and all are im-
portant in the analysis of complex biochemical and
biophysical processes. Even the mechanics of a single
cell, including growth, cell division, active motion,
and contractile mechanisms, can provide insight into
mechanisms of stress, damage of structures, and dis-
ease processes at the microscopic level. Imaging and
computer simulation allow precise measurements
and observations to be made of the forces impacting
the smallest cells.
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APPLICATIONS AND PRODUCTS

Biomechanical engineering advances in modeling
and simulation have tremendous potential research
and application uses across many health care disci-
plines. Modeling has resulted in the development
of designs for implantable devices to assist with or-
gans or areas of the body that are malfunctioning.
The biomechanical relationships between organs
and supporting structures allow for improved de-
vice design and can assist with planning of surgical
and treatment interventions. The materials used
for medical and surgical procedures in humans and
animals are being evaluated and some redesigned,
as biomechanical science is showing that different
materials, procedures, and techniques may be better
for reducing complications and improving long-term
patient health. Evaluating the physical relationship
between the cells and structures of the body and
foreign implements and interventions can quantify
the stresses and forces on the system, which provides
more accurate prediction of patient outcomes.

Biomechanical engineering professionals apply
their knowledge to develop implantable medical
devices that can diagnose, treat, or monitor dis-
ease and health conditions and improve the daily
living of patients. Devices that are used within the
human body are highly regulated by the U.S. Food
and Drug Administration (FDA) and other agencies
internationally. Pacemakers and defibrillators, also
called cardiac resynchronization therapy (CRT)
devices, can constantly evaluate a patient’s heart
and respond to changes in heart rate with elec-
trical stimulation. These devices greatly improve
therapeutic outcomes in patients afflicted with
congestive heart failure. Patients with arrhythmias
experience greater advantages with implantable de-
vices than with pharmaceutical options. Cochlear
implants have been designed to be attached to a pa-
tient’s auditory nerve and can detect sound waves
and process them in order to be interpreted by the
brain as sound for deaf or hard-of-hearing patients.
Patients who have had cataract surgery used to have
to wear thick corrective lenses to restore any stan-
dard of vision, but with the development of intraoc-
ular lenses that can be implanted into the eye, their
vision can be restored, often to a better degree than
before the cataract developed.

Artificial replacement joints comprise a large
portion of medical-implant technology. Patients re-
ceive joint replacement when their existing joints no
longer function properly or cause significant pain
because of arthritis or degeneration. Hundreds of
thousands of hip replacements are performed in the
United States each year, a number that has grown sig-
nificantly as the baby boomer portion of the popu-
lation ages. Artificial joints are normally fastened to
the existing bone by cement, but advances in bio-
mechanical engineering have lead to a new process
called “bone ingrowth,” in which the natural bone
grows into the porous surface of the replacement
joint. Biomechanical engineering contributes con-
siderable knowledge to the design of the artificial
joints, the materials from which they are made, the
surgical procedure used, fixation techniques, failure
mechanisms, and prediction of the lifetime of the re-
placement joints.

The development of computer-aided (CAD) de-
sign has allowed biomechanical engineers to create
complex models of organs and systems that can pro-
vide advanced analysis and instant feedback. This in-
formation provides insight into the development of
designs for artificial organs that align with or improve
on the mechanical properties of biological organs.

Biomechanical engineering can provide predictive
values to medical professionals, which can help them
develop a profile that better forecasts patient out-
comes and complications. An example of this is using
finite element analysis in the evaluation of aortic-wall
stress, which can remove some of the unpredictability
of expansion and rupture of an abdominal aortic an-
eurysm. Biomechanical computational methodology
and advances in imaging and processing technology
have provided increased predictability for life-threat-
ening events.

Nonmedical applications of biomechanical en-
gineering also exist in any facet of industry that im-
pacts human life. Corporations employ individuals
or teams to use engineering principles to translate
the scientifically proven principles into commer-
cially viable products or new technological platforms.
Biomechanical engineers also design and build ex-
perimental testing devices to evaluate a product’s
performance and safety before it reaches the mar-
ketplace, or they suggest more economically effi-
cient design options. Biomechanical engineers also
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use ergonomic principles to develop new ideas and
create new products, such as car seats, backpacks, or
even specialized equipment and clothing for elite
athletes, military personnel, or astronauts.

SOCIAL CONTEXT AND FUTURE PROSPECTS

The diversity of studying the relationship between
living structure and function has opened up vast op-
portunities in science, health care, and industry. In
addition to conventional implant and replacement
devices, the demand is growing for implantable tis-
sues for cosmetic surgery, such as breast and tissue
implants, as well as implantable devices to aid in
weight loss, such as gastric banding.

Reports of biomechanical engineering triumphs
and discoveries often appear in the mainstream
media, making the general public more aware of the
scientific work being done and how it impacts daily
life. Sports fans learn about the equipment, training,
and rehabilitation techniques designed by biome-
chanical engineers that allow their favorite athletes
to break performance records and return to work
sooner after being injured or having surgery. The
public is accessing more information about their
own health options than ever before, and they are
becoming knowledgeable about the range of treat-
ments available to them and the pros and cons of
each.

Biomechanical engineering and biotechnology is
an area that is experiencing accelerated growth, and
billions of dollars are being funneled into research
and development annually. This growth is expected
to continue.

—April D. Ingram, BSc

BIOMECHANICS

SUMMARY

Biomechanics is the study of the application of me-
chanical forces to a living organism. It investigates
the effects of the relationship between the body
and forces applied either from outside or within. In
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humans, biomechanists study the movements made
by the body, how they are performed, and whether
the forces produced by the muscles are optimal for
the intended result or purpose. Biomechanics in-
tegrates the study of anatomy and physiology with
physics, mathematics, and engineering principles. It
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Page of one of the first works of biomechanics (De Motu Animalium of
Giovanni Alfonso Borelli). By Giovanni Alfonso Borelli (De Motu Anima-
lium book)

may be considered a subdiscipline of kinesiology as
well as a scientific branch of sports medicine.

DEFINITION AND BASIC PRINCIPLES

Biomechanics is a science that closely examines
the forces acting on a living system, such as a body,
and the effects that are produced by these forces.
External forces can be quantified using sophisticated
measuring tools and devices. Internal forces can be
measured using implanted devices or from model
calculations. Forces on a body can result in move-
ment or biological changes to the anatomical tissue.
Biomechanical research quantifies the movement of
different body parts and the factors that may influ-
ence the movement, such as equipment, body align-
ment, or weight distribution. Research also studies
the biological effects of the forces that may affect
growth and development or lead to injury. Two dis-
tinct branches of mechanics are statics and dynamics.
Statics studies systems that are in a constant state of

motion or constant state of rest, and dynamics studies
systems that are in motion, subject to acceleration or
deceleration. A moving body may be described using
kinematics or kinetics. Kinematics studies and de-
scribes the motion of a body with respect to a specific
pattern and speed, which translate into coordination
of a display. Kinetics studies the forces associated
with a motion, those causing it and resulting from
it. Biomechanics combines kinetics and kinematics
as they apply to the theory of mechanics and physi-
ology to study the structure and function of living
organisms.

BACKGROUND AND HISTORY

Biomechanics has a long history even though the
actual term and field of study concerned with me-
chanical analysis of living organisms was not inter-
nationally accepted and recognized until the early
1970s. Definitions provided by early biomechanics
specialists James G. Hay in 1971 and Herbert
Hatze in 1974 are still accepted. Hatze stated,
“Biomechanics is the science which studies struc-
tures and functions of biological systems using the
knowledge and methods of mechanics.”

Highlights throughout history have provided
insight into the development of this scientific dis-
cipline. The ancient Greek philosopher Aristotle
was the first to introduce the term “mechanics,”
writing about the movement of living beings around
322 BcE. He developed a theory of running tech-
niques and suggested that people could run faster
by swinging their arms. In the 1500s, Leonardo da
Vinci proposed that the human body is subject to
the law of mechanics, and he contributed signifi-
cantly to the development of anatomy as a modern
science. Italian scientist Giovanni Alfonso Borelli, a
student of Galileo, is often considered the father of
biomechanics. In the mid-1600s, he developed math-
ematical models to describe anatomy and human
movement mechanically. In the late 1600s, English
physician and mathematician Sir Isaac Newton for-
mulated mechanical principles and Newtonian laws
of motion (inertia, acceleration, and reaction) that
became the foundation of biomechanics.

British physiologist A. V. Hill, the 1923 winner of
the Nobel Prize in Physiology or Medicine, conducted
research to formulate mechanical and structural
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theories for muscle action. In the 1930s, American
anatomy professor Herbert Elftman was able to quan-
tify the internal forces in muscles and joints and de-
veloped the force plate to quantify ground reaction.
A significant breakthrough in the understanding
of muscle action was made by British physiologist
Andrew F. Huxley in 1953, when he described his fila-
ment theory to explain muscle shortening. Russian
physiologist Nicolas Bernstein published a paper in
1967 describing theories for motor coordination and
control following his work studying locomotion pat-
terns of children and adults in the Soviet Union.

HOW IT WORKS

The study of human movement is multifaceted, and
biomechanics applies mechanical principles to the
study of the structure and function of living things.
Biomechanics is considered a relatively new field
of applied science, and the research being done is
of considerable interest to many other disciplines,
including zoology, orthopedics, dentistry, physical
education, forensics, cardiology, and a host of other
medical specialties. Biomechanical analysis for each
particular application is very specific; however, the
basic principles are the same.

NEwTON’s LAws or MoTION. The development of sci-
entific models reduces all things to their basic level to
provide an understanding of how things work. This
also allows scientists to predict how things will behave
in response to forces and stimuli and ultimately to
influence this behavior.

Newton’s laws describe the conservation of en-
ergy and the state of equilibrium. Equilibrium re-
sults when the sum of forces is zero and no change
occurs, and conservation of energy explains that
energy cannot be created or destroyed, only con-
verted from one form to another. Motion occurs in
two ways, linear motion in a particular direction or
rotational movement around an axis. Biomechanics
explores and quantifies the movement and produc-
tion of force used or required to produce a desired
objective.

SEVEN PRINCIPLES. Seven basic principles of bio-
mechanics serve as the building blocks for analysis.
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These can be applied or modified to describe the re-
action of forces to any living organism.

The lower the center of mass, the larger the base
of support; the closer the center of mass to the base
of support and the greater the mass, the more sta-
bility increases.

The production of maximum force requires the
use of all possible joint movements that contribute to
the task’s objective.

The production of maximum velocity requires the
use of joints in order, from largest to smallest.

The greater the applied impulse, the greater in-
crease in velocity.

Movement usually occurs in the direction oppo-
site that of the applied force.

Angular motion is produced by the application of
force acting at some distance from an axis, that is, by
torque.

Angular momentum is constant when an athlete
or object is free in the air.

Static and dynamic forces play key roles in the
complex biochemical and biophysical processes that
underlie cell function. The mechanical behavior of in-
dividual cells is of interest for many different biologic
processes. Single-cell mechanics, including growth,
cell division, active motion, and contractile mecha-
nisms, can be quite dynamic and provide insight into
mechanisms of stress and damage of structures. Cell
mechanics can be involved in processes that lie at the
root of many diseases and may provide opportunities
as focal points for therapeutic interventions.

APPLICATIONS AND PRODUCTS

Biomechanics studies and quantifies the movement
of all living things, from the cellular level to body sys-
tems and entire bodies, human and animal. There
are many scientific and health disciplines, as well as
industries that have applications developed from this
knowledge. Research is ongoing in many areas to ef-
fectively develop treatment options for clinicians and
better products and applications for industry.

DENTISTRY. Biomechanical principles are relevant in
orthodontic and dental science to provide solutions
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to restore dental health, resolve jaw pain, and manage
cosmetic and orthodontic issues. The design of dental
implants must incorporate an analysis of load bearing
and stress transfer while maintaining the integrity of
surrounding tissue and comfortable function for the
patient. This work has lead to the development of
new materials in dental practices such as reinforced
composites rather than metal frameworks.

Forensics. The field of forensic biomechanical
analysis has been used to determine mechanisms of
injury after traumatic events such as explosions in
military situations. This understanding of how parts
of the body behave in these events can be used to de-
velop mitigation strategies that will reduce injuries.
Accident and injury reconstruction using biome-
chanics is an emerging field with industrial and legal
applications.

BIOMECHANICAL MODELING. Biomechanical mod-
eling is a tremendous research field, and it has po-
tential uses across many health care applications.
Modeling has resulted in recommendations for pros-
thetic design and modifications of existing devices.
Deformable breast models have demonstrated ca-
pabilities for breast cancer diagnosis and treatment.
Tremendous growth is occurring in many medical
fields that are exploring the biomechanical relation-
ships between organs and supporting structures.
These models can assist with planning surgical and
treatment interventions and reconstruction and de-
termining optimal loading and boundary constraints
during clinical procedures.

MATERIALS. Materials used for medical and surgical
procedures in humans and animals are being evalu-
ated and some are being changed as biomechanical
science is demonstrating that different materials, pro-
cedures, and techniques may be better for reducing
complications and improving long-term patient
health. Evaluation of the physical relationship be-
tween the body and foreign implements can quantify
the stresses and forces on the body, allowing for more
accurate prediction of patient outcomes and deter-
mination of which treatments should be redesigned.

PreDICTABILITY. Medical professionals are par-
ticularly interested in the predictive value that

biomechanical profiling can provide for their pa-
tients. An example is the unpredictability of expan-
sion and rupture of an abdominal aortic aneurysm.
Major progress has been made in determining aortic
wall stress using finite elementanalysis. Improvements
in biomechanical computational methodology and
advances in imaging and processing technology have
provided increased predictive ability for this life-
threatening event.

As the need for accurate and efficient evaluation
grows, so does the research and development of ef-
fective biomechanical tools. Capturing real-time,
real-world data, such as with gait analysis and range of
motion features, provides immediate opportunities for
applications. This real-time data can quantify an injury
and over time provide information about the extent
that the injury has improved. High-tech devices can
translate real-world situations and two-dimensional im-
ages into a three-dimensional framework for analysis.
Devices, imaging, and modeling tools and software are
making tremendous strides and becoming the heart
of a highly competitive industry aimed at simplifying
the process of analysis and making it less invasive.

SOCIAL CONTEXT AND FUTURE PROSPECTS

Biomechanics has gone from a narrow focus on
athletic performance to become a broad-based sci-
ence, driving multibillion dollar industries to satisfy
the needs of consumers who have become more
knowledgeable about the relationship between sci-
ence, health, and athletic performance. Funding
for biomechanical research is increasingly available
from national health promotion and injury preven-
tion programs, governing bodies for sport, and busi-
ness and industry. National athletic programs want
to ensure that their athletes have the most advanced
training methods, performance analysis methods,
and equipment to maximize their athletes’ perfor-
mance at global competitions.

Much of the existing and developing technology
is focused on increasingly automated and digitized
systems to monitor and analyze movement and force.
The physiological aspect of movement can be exam-
ined at a microscopic level, and instrumented ath-
letic implements such as paddles or bicycle cranks
allow real-time data to be collected during an event
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or performance. Force platforms are being recon-
figured as starting blocks and diving platforms to
measure reaction forces. These techniques for bio-
mechanical performance analysis have led to revolu-
tionary technique changes in many sports programs
and rehabilitation methods.

Advances in biomechanical engineering have led
to the development of innovations in equipment,
playing surfaces, footwear, and clothing, allowing
people to reduce injury and perform beyond pre-
vious expectations and records.

Computer modeling and virtual simulation
training can provide athletes with realistic training
opportunities, while their performance is ana-
lyzed and measured for improvement and injury
prevention.

—April D. Ingram, BSc

BIOMIMETICS

SUMMARY

Biomimetics is a branch of science that uses observa-
tions in nature to inspire the development of new
products or technologies in fields such as medicine,
engineering, and architecture. By observing aspects
of plant and animal life, researchers can find new
ways to perform tasks or develop designs that can be
adapted for man-made products. Mimicking biolog-
ical life through biomimetics has allowed for many
scientific innovations.

BACKGROUND

The idea of copying nature is not new. The Greek
myth of Icarus, who constructed wings from feathers
and wax in an attempt to fly, illustrates that man has
long sought to imitate wonders found in the natural
world. Centuries after the Greeks told the story of
Icarus, Italian Renaissance thinker, artist, and in-
ventor Leonardo da Vinci used birds as models for
his intricate drawings of human flight devices. In
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the early years of the twentieth century, the Wright
brothers studied the design of bird wings and incor-
porated aspects of them into the design of the first
airplane. For many years, these attempts to mimic
aspects of nature were largely accomplished by indi-
viduals and were not a specific discipline of study.

Velcro tape mimics biological examples of multiple hooked structures such
as burs. By Ryj (Own work)
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That began to change in the 1940s when George de
Mestral, a Swiss engineer, was picking some burrs off
his trousers and his dog after a walk. Intrigued by the
series of small hooks that helped the seed pods cling
so tightly to other surfaces, de Mestral began trying to
replicate them. He envisioned using this technique
in a new clothing fastener. The resulting product—
Velcro—was patented in 1958 and eventually became
a household word after the National Aeronautics and
Space Administration (NASA) used it to help secure
loose items in space capsules. Velcro is a hook-and-
loop fastener that employs two strips of fabric: one
containing tiny hooks and the other containing tiny
loops. The hooks and loops cling to one another until
the two pieces of fabric are pulled apart.

In the 1960s, at about the same time Velcro was
gaining in popularity, an Air Force doctor, Colonel
Jack E. Steele, invented the term bionics. Steele de-
veloped designs for technology that replicated bio-
logical functions, such as artificial limbs. Soon other
researchers began actively looking for ways to adapt
biological forms and functions found in nature to
man-made technology.

By the end of the decade, Otto H. Schmitt, an
American electrical engineer and professor of bio-
physics, coined the term biomimetics. The word was de-
rived from two Greek words, bios, which means “life,”
and mimesis, which means “to imitate.” The term was
first used in a paper delivered at a conference in
Boston in 1969 and first appeared in the dictionary
in 1974. Schmitt applied the concept of biomimetics
when he studied how frogs planned their leaps be-
tween lily pads. He used his findings to develop self-
adjusting electronic feedback circuits that are crucial
to the function of many types of contemporary elec-
tronic equipment.

APPLICATIONS

The biological world has provided scientists and re-
searchers with many ideas to study and copy. Plant
life and animal life have evolved over millennia,
finding ways to overcome many obstacles and prob-
lems and learning to function in various settings.
Sometimes the biological inspirations for man-made
designs are easy to identify, such as when da Vinci
and the Wright brothers studied bird wings. Other
times researchers have to seek out the possibilities

for using concepts found in nature, as de Mestral did
when he used burrs as the inspiration for Velcro. In
some cases, moving from natural concept to man-
made invention requires a combination of know-how
and imagination, such as when Schmitt applied the
frog’s ability to execute a jump to an improvement
for electronic circuits.

The study of biomimetics has applications in
many fields. For example, researchers mimicked the
brain’s neural network when developing patterns
for computer programs and networks. Each smaller
unit performs its own function, much like a neuron
in the brain does. However, these smaller units are
interconnected in a way that allows the completion of
complex tasks. Other biological applications found
in nature include specialized hypodermic needles
that copy parts of a mosquito and the use of spider
web-like material as a wound dressing.

Nature has helped to improve human travel and
propulsion in a number of ways beyond copying bird
wings for flight. The skin folds that allow flying squir-
rels to glide have inspired suits that allow humans
to “fly” horizontally without a vehicle. The fins that
scuba divers wear to help them swim resemble the
webbed feet of water birds such as geese and ducks.
The way sharks, tuna, and other large sea creatures
move has inspired designs that use the ocean’s power
for movement. The multijointed legs of insects
helped scientists find ways to create robotic devices
that can move over uneven and difficult landscapes.

Studying how mollusks adhere to surfaces led
to the development of new types of adhesives.
Sporosarcina pasteurii, a bacterium that can use ele-
ments found in its natural environment to solidify
sand, has helped researchers develop concrete pipes
that can self-repair cracks.

The possibilities of biomimicry are almost end-
less. The natural sensors on insect antennas and the
whiskers of many mammals are models for potential
electronic sensors. The iridescence of bird and but-
terfly wings has applications in the study of optics
and the development of devices such as computer
monitors and windows that are affected by the re-
flection of light. The wide diversity of nature and
its ability to adapt, evolve, and overcome challenges
provides much inspiration for solutions and im-
provements to technologies used in everyday life.

—/Janine Ungvarsky
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B1oNICS AND BIOMEDICAL ENGINEERING

SUMMARY

Bionics combines natural biologic systems with engi-
neered devices and electrical mechanisms. An example
of bionics is an artificial arm controlled by impulses
from the human mind. Construction of bionic arms or
similar devices requires the integrative use of medical
equipment such as electroencephalograms (EEGs)
and magnetic resonance imaging (MRI) machines with
mechanically engineered prosthetic arms and legs.
Biomedical engineering further melds biomedical and
engineering sciences by producing medical equipment,
tissue growth, and new pharmaceuticals. An example of
biomedical engineering is human insulin production
through genetic engineering to treat diabetes.

DEFINITION AND BASIC PRINCIPLES

The fields of biomedical engineering and bionics
focus on improving health, particularly after injury
or illness, with better rehabilitation, medications, in-
novative treatments, enhanced diagnostic tools, and
preventive medicine.
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Bionics has moved nineteenth-century pros-
theses, such as the wooden leg, into the twenty-first
century by using plastic polymers and levers. Bionics
integrates circuit boards and wires connecting the
nervous system to the modular prosthetic limb.
Controlling artificial limb movements with thoughts
provides more lifelike function and ability. This mind
and prosthetic limb integration is the “bio” portion
of bionics; the “nic” portion, taken from the word
“electronic,” concerns the mechanical engineering
that makes it possible for the person using a bionic
limb to increase the number and range of limb ac-
tivity, approaching the function of a real limb.

Biomedical engineering encompasses many med-
ical fields. The principle of adapting engineering
techniques and knowledge to human structure
and function is a key unifying concept of biomed-
ical engineering. Advances in genetic engineering
have produced remarkable bioengineered medica-
tions. Recombinant DNA techniques (genetic engi-
neering) have produced synthetic hormones, such as
insulin. Bacteria are used as a host for this process;
once human-insulin-producing genes are implanted
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Velcro was inspired by the tiny hooks found on the surface of burs. By Zeph-
yris (Own work)

in the bacteria, the bacteria’s DNA produce human
insulin, and the human insulin is harvested to treat
diabetics. Before this genetic technique was devel-
oped in 1982 to produce human insulin, insulin-
dependent diabetics relied on insulin from pigs or
cows. Although this insulin was life saving for dia-
betics, diabetics often developed problems from the
pig or cow insulin because they would produce anti-
bodies against the foreign insulin. This problem dis-
appeared with the ability to engineer human insulin
using recombinant DNA technology.

BACKGROUND AND HISTORY

In the broad sense, biomedical engineering has ex-
isted for millennia. Human beings have always en-
visioned the integration of humans and technology
to increase and enhance human abilities. Prosthetic
devices go back many thousands of years: a three-
thousand-year-old Egyptian mummy, for example,
was found with a wooden big toe tied to its foot. In
the fifteenth century, during the Italian Renaissance,
Leonardo da Vinci’s elegant drawings demonstrated
some early ideas on bioengineering, including
his helicopter and flying machines, which melded
human and machine into one functional unit ca-
pable of flight. Other early examples of biomedical
engineering include wooden teeth, crutches, and
medical equipment, such as stethoscopes.
Electrophysiological studies in the early 1800s pro-
duced biomedical engineering information used to

better understand human physiology. Engineering
principles related to electricity combined with
human physiology resulted in better knowledge of
the electrical properties of nerves and muscles.

X rays, discovered by Wilhelm Conrad Rontgen in
1895, were an unknown type of radiation (thus the
“X” name). When it was accidentally discovered that
they could penetrate and destroy tissue, experiments
were developed that led to a range of imaging tech-
nologies that evolved over the next century. The first
formal biomedical engineering training program, es-
tablished in 1921 at Germany’s Oswalt Institute for
Physics in Medicine, focused on three main areas: the
effects of ionizing radiation, tissue electrical charac-
teristics, and X-ray properties.

In 1948, the Institute of Radio Engineers (later
the Institute of Electrical and Electronics Engineers),
the American Institute for Electrical Engineering,
and the Instrument Society of America held a confer-
ence on engineering in biology and medicine. The
1940s and 1950s saw the formation of professional
societies related to biomedical engineering, such as
the Biophysics Society, and of interest groups within
engineering societies. However, research at the time
focused on the study of radiation. Electronics and the
budding computer era broadened interest and activi-
ties toward the end of the 1950s.

James D. Watson and Francis Crick identified the
DNA double-helix structure in 1953. This important
discovery fostered subsequent experimentation in
molecular biology that yielded important informa-
tion about how DNA and genes code for the expres-
sion of traits in all living organisms. The genetic code
in DNA was deciphered in 1968, arming researchers
with enough information to discover ways that DNA
could be recombined to introduce genes from one
organism into a different organism, thereby allowing
the host to produce a variety of useful products. DNA
recombination became one of the most important
tools in the field of biomedical engineering, leading
to tissue growth as well as new pharmaceuticals.

In 1962, the National Institutes of Health created
the National Institute of General Medical Sciences,
fostering the development of biomedical engi-
neering programs. This institute funds research in
the diagnosis, treatment, and prevention of disease.

Bionics and biomedical engineering span a
wide variety of beneficial health-related fields. The
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common thread is the combination of technology
with human applications. Dolly the sheep was cloned
in 1996. Cloning produces a genetically identical
copy of an existing life-form. Human embryonic
cloning presents the potential of therapeutic repro-
duction of needed organs and tissues, such as kidney
replacement for patients with renal failure.

In the twenty-first century, the linking of machines
with the mind and sensory perception has provided
hearing for deaf people, some sight for the blind,
and willful control of prostheses for amputees.

HOW IT WORKS

Restorative bionics integrates prosthetic limbs with
electrical connections to neurons, allowing an indi-
vidual’s thoughts to control the artificial limb. Tiny
arrays of electrodes attached to the eye’s retina con-
nect to the optic nerve, enabling some visual per-
ception for previously blind people. Deaf people
hear with electric devices that send signals to audi-
tory nerves, using antennas, magnets, receivers, and
electrodes. Researchers are considering bionic skin
development using nanotechnology to connect with
nerves, enabling skin sensations for burn victims re-
quiring extensive grafting.

Many biomedical devices work inside the human
body. Pacemakers, artificial heart valves, stents, and
even artificial hearts are some of the bionic devices
correcting problems with the cardiovascular system.
Pacemakers generate electric signals that improve
abnormal heart rates and abnormal heart rhythms.
When pulse generators located in the pacemakers
sense an abnormal heart rate or rhythm, they pro-
duce shocks to restore the normal rate. Stents are
inserted into an artery to widen it and open clogged
blood vessels. Stents and pacemakers are examples of
specialized bionic devices made up of bionic mate-
rials compatible with human structure and function.

CLONING. Cloning is a significant area of genetic en-
gineering that allows the replication of a complete
living organism by manipulating genes. Dolly the
sheep, an all-white Finn Dorset ewe, was cloned from
a surrogate mother blackface ewe, which was used as
an egg donor and carried the cloned Dolly during
gestation (pregnancy). An egg cell from the surro-
gate was removed and its nucleus (which contains
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DNA) was replaced with one from a Finn Dorset ewe;
the resulting new egg was placed in the blackface
ewe’s uterus after stimulation with an electric pulse.
The electrical pulse stimulated growth and cell du-
plication. The blackface ewe subsequently gave birth
to the all-white Dolly. The newborn all-white Finn
Dorset ewe was an identical genetic twin of the Finn
Dorset that contributed the new nucleus.

RECOMBINANT DNA. Another significant genetic
engineering technique involves recombinant DNA.
Human genes transferred to host organisms, such as
bacteria, produce products coded for by the trans-
ferred genes. Human insulin and human growth
hormone can be produced using this technique.
Desired genes are removed from human cells and
placed in circular bacterial DNA strips called plas-
mids. Scientists use enzymes to prepare these DNA
formulations, ultimately splicing human genes into
bacterial plasmids. These plasmids are used as vec-
tors, taken up and reproduced by bacteria. This type
of genetic adaptation results in insulin production
if the spliced genes were taken from the part of the
human genome producing insulin; other cells and
substances, coded for by different human genes, can
be produced this way. Many biologic medicines are
produced using recombinant DNA technology.

APPLICATIONS AND PRODUCTS

MebpicAL DEVIGES. Biomedical engineers produce
life-saving medical equipment, including pace-
makers, kidney dialysis machines, and artificial
hearts. Synthetic limbs, artificial cochleas, and bi-
onic sight chips are among the prosthetic devices
that biomedical engineers have developed to en-
hance mobility, hearing, and vision. Medical moni-
toring devices, developed by biomedical engineers
for use in intensive care units and surgery or by
space and deep-sea explorers, monitor vital signs
such as heart rate and rhythm, body temperature,
and breathing rate.

EQUIPMENT AND MACHINERY. Biomedical engineers
produce a wide variety of other medical machinery,
including laboratory equipment and therapeutic
equipment. Therapeutic equipment includes laser
devices for eye surgery and insulin pumps (sometimes
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called artificial pancreases) that both monitor blood
sugar levels and deliver the appropriate amount of
insulin when it is needed.

IMAGING SysTEMS. Medical imaging provides impor-
tant machinery devised by biomedical engineers.
This specialty incorporates sophisticated computers
and imaging systems to produce computed tomog-
raphy (CT), magnetic resonance imaging (MRI),
and positron emission tomography (PET) scans. In
naming its National Institute of Biomedical Imaging
and Bioengineering (NIBIB), the U.S. Department
of Health and Human Services emphasized the equal
importance and close relatedness of these subspecial-
ties by using both terms in the department’s name.

Computer programming provides important cir-
cuitry for many biomedical engineering applications,
including systems for differential disease diagnosis.
Advances in bionics, moreover, rely heavily on com-
puter systems to enhance vision, hearing, and body
movements.

BroMATERIALS. Biomaterials, such as artificial skin
and other genetically engineered body tissues, are
areas promising dramatic improvements in the treat-
ment of burn victims and individuals needing organ
transplants. Bionanotechnology, another subfield of
biomedical engineering, promises to enhance the
surface of artificial skin by creating microscopic mes-
sengers that can create the sensations of touch and
pain. Bioengineers interface with the fields of phys-
ical therapy, orthopedic surgery, and rehabilitative
medicine in the fields of splint development, biome-
chanics, and wound healing.

MEebicATIONS. Medicines have long been synthesized
artificially in laboratories, but chemically synthesized
medicines do not use human genes in their produc-
tion. Medicines produced by using human genes in
recombinant DNA procedures are called biologics
and include antibodies, hormones, and cell receptor
proteins. Some of these products include human
insulin, the hepatitis B vaccine, and human growth
hormone.

Bacteria and viruses invading a body are attacked
and sometimes neutralized by antibodies produced
by the immune system. Diseases such as Crohn’s dis-
ease, an inflammatory bowel condition, and psoriatic

arthritis are conditions exacerbated by inflammatory
antibody responses mounted by the affected per-
son’s immune system. Genetic antibody production
in the form of biologic medications interferes with
or attacks mediators associated with Crohn’s and
arthritis and improves these illnesses by decreasing
the severity of attacks or decreasing the frequency of
flare-ups.

CLONING AND STEM CELLS. Cloned human embryos
could provide embryonic stem cells. Embryonic
stem cells have the potential to grow into a variety of
cells, tissues, and organs, such as skin, kidneys, livers,
or heart cells. Organ transplantation from genetically
identical clones would not encounter the recipient’s
natural rejection process, which transplantations
must overcome. As a result, recipients of genetically
identical cells, tissues, and organs would enjoy more
successful replacements of key organs and a better
quality of life. Human cloning is subject to future re-
search and development, but the promise of geneti-
cally identical replacement organs for people with
failed hearts, kidneys, livers, or other organs provides
hope for enhanced future treatments.

Social Context and Future Prospects

Bionics technologies include artificial hearing, sight,
and limbs that respond to nerve impulses. Bionics
offers partial vision to the blind and prototype pros-
thetic arm devices that offer several movements
through nerve impulses. The goal of bionics is to
better integrate the materials in these artificial de-
vices with human physiology to improve the lives of
those with limb loss, blindness, or decreased hearing.

Cloned animals exist but cloning is not a yet a
routine process. Technological advances offer rapid
DNA analysis along with significantly lower cost ge-
netic analysis. Genetic databases are filled with infor-
mation on many life-forms, and new DNA sequencing
information is added frequently. This basic informa-
tion that has been collected is like a dictionary, full
of words that can be used to form sentences, para-
graphs, articles, and books, in that it can be used to
create new or modified life-forms.

Biomedical engineering enables human genetic
engineering. The stuff of life, genes, can be modi-
fied or manipulated with existing genetic techniques.
The power to change life raises significant societal
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concerns and ethical issues. Beneficial results such as
optimal organ transplantations and effective medica-
tions are the potential of human genetic engineering.

—Richard P. Capriccioso, BS, MD and
Christina Capriccioso
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BIOPLASTIC

SUMMARY

Bioplastics are nature-based substances that are soft
enough to be formed or molded but become hard
enough to hold their shape. Unlike conventional plas-
tics, which are derived from nonrenewable fossil fuels
like petroleum, bioplastics are made from fats, oils,
starches, or microbial life-forms obtained from re-
newable sources such as corn, soybeans, seaweed, egg
whites, and shrimp shells. Petroleum-based plastics
decompose so slowly that they are generally consid-
ered nonbiodegradable, but most bioplastics will dis-
integrate relatively quickly under the right conditions.

Bioplastics are commonly used to make items such
as disposable food packaging, egg cartons, water
bottles, and straws. They can also be used to make
grocery store bags, plastic pipes, carpeting, mobile
phone cases, and even some medical implant devices.

HISTORY

British inventor Alexander Parkes developed the ear-
liest known synthetic bioplastic in 1856. His polymer,
Parkesine, was made from a material that came from
cellulose. He showed off his discovery at the 1862
Great International Exhibition in London, England.
Experimentation with bioplastics continued into the
1900s. American automobile pioneer Henry Ford
made car parts out of bioplastics for hisModel-T, and he
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manufactured a car with body parts constructed from
soy-based plastics in 1941. In 1926, French chemist
Maurice Lemoigne discovered that Bacillus megaterium,
a type of bacterium, produced a form of non-synthetic
plastic known as polyhydroxybutyrate (PHB).

Over the next several decades, researchers at-
tempted to identify cheaper, renewable raw materials
to keep up with the growing demand for plastic prod-
ucts, but most plastics were still made from petro-
leum-based polymers. That began to change in the
1980s as concerns about the pollution generated by
nonbiodegradable plastics increased and more scien-
tists began to look into bioplastics.

Knives, forks, and spoons made from a biodegradable starch-polyester mate-
rial. By Scott Bauer
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TYPES OF BIOPLASTICS

There are several types of bioplastics. The most
common bioplastics made in the twenty-first cen-
tury are plant-starch based. Celluloids are a common
form of bioplastics made from plant cellulose,
much like the material used by Parkes in the 1860s.
PHB, the bacteria-produced plastic identified by
Lemoigne, is growing in popularity as well. Polylactic
acid (PLA) is another common bioplastic produced
from corn sugar.

Polyhydroxyalkanoates (PHA) are a form of bio-
plastic generated by a bacterial fermentation process,
much like PHB. For mass production, the microbes
are provided within an environment that encourages
the production of PHA, which is then harvested and
processed. The petroleum-based plastic polyethylene
can also be made as a bioplastic using ethylene gener-
ated from natural sources like sugarcane.

BENEFITS

Bioplastics provide some environmental benefits
over petroleum-based polymers. Most bioplastics
break down quickly with the help of natural mi-
croorganisms. This could help alleviate some of
the problems caused by discarding large amounts
of plastic products, which include water pollu-
tion and overstuffed landfills. Plastic store bags
and food packages that dissolve when exposed to
the elements can also help curtail unsightly litter.

Packaging blister made by bioplastics (Celluloseacetat). By Christian Gahle,
nova-Institut GmbH (Work by Christian Gahle, nova-Institut GmbH)

This protects the natural environment as well as the
health of the animals that live in it.

The use of bioplastics decreases the need for fossil
fuels to produce plastic items. The renewable nature
of the materials used to make bioplastics offers an-
other advantage over plastics produced from nonre-
newable fossil fuels. Also, the process used to make
bioplastics generally has a lower carbon footprint
than the process used to make traditional plastics.

Additionally, bioplastics are often softer than syn-
thetic plastics, with a feel that may be more appealing
to consumers. They are easier to print on, they are
less likely to alter the flavor of any food they contain,
and they are more transparent than plastics made
from petroleum. Some also allow water vapor to pass
through more easily, which can be an advantage in
some applications, such as wrapping fresh bakery
items. Researchers are also developing specialized bi-
oplastics. One example is a bioplastic made from egg
whites that has antibacterial properties and could
have many applications in the medical and food
industries.

Bioplastics are also free of bisphenol A (BPA), a
chemical that many believe has a detrimental effect
on human health when used in plastics that store
food.

CONCERNS

Most but not all bioplastics are biodegradable, and
some, while technically considered biodegradable,
require a specific set of circumstances for decomposi-
tion to occur. In order to decompose, most bioplas-
tics need an environment with moisture and oxygen,
such as a compost pile. A bioplastic item placed in an
airtight landfill will become as nonbiodegradable as
its petroleum-based counterpart. This is also a con-
cern for products that are made of multiple types of
plastic, such as ink pens, which might have a biode-
gradable casing but contain a traditional plastic tube
that holds the ink.

Some researchers are also raising concerns about
by-products from the biodegradation process that
are showing up in water and soil. One problem is the
amount of methane—a greenhouse gas that raises the
temperature of the atmosphere—produced when
bioplastics are placed in landfills.
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Another issue is the cost of producing bioplastics.
Compared to traditional plastics, the bioplastic PLA
costs about 20 percent more to produce. PHA, which
is slightly more biodegradable than PLA, costs twice
as much to produce as a petroleum-based plastic.

—Janine Ungvarsky
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DEFINITION AND BASIC PRINCIPLES

Bioprocess engineering is an interdisciplinary sci-
ence that combines the disciplines of biology and
engineering. It is associated primarily with the
commercial exploitation of living things on a large
scale. The objective of bioprocess engineering is to
optimize either growth of organisms or the genera-
tion of target products. This is achieved mainly by
the construction of controllable apparatuses. Both
government agencies and private companies in-
vest heavily in research within this area of applied
science. Many traditional bioprocess engineering
approaches (such as antibiotic production by micro-
organisms) have been advanced by techniques of
genetic engineering and molecular biology.
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Bioprocess engineering is the use of engineering
devices (such as bioreactors) in biological pro-
cesses carried out by microbial, plant, and animal
cellsin order to improve or analyze these processes.
Large-scale manufacturing involving biological
processes requires substantial engineering work.
Throughout history, engineering has helped de-
velop many bioprocesses, such as the production
of antibiotics, biofuels, vaccines, and enzymes on
an industrial scale. Bioprocess engineering plays a
role in many industries, including the food, micro-
biological, pharmaceutical, biotechnological, and
chemical industries.
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BACKGROUND AND HISTORY

People have been using bioprocessing for making
bread, cheese, beer, and wine—all fermented foods—
for thousands of years. Brewing was one of the first
applications of bioprocess engineering. However, it
was not until the nineteenth century that the scien-
tific basis of fermentation was established, with the
studies of French scientist Louis Pasteur, who discov-
ered the microbial nature of beer brewing and wine
making.

During the early part of the twentieth century,
large-scale methods for treating wastewater were de-
veloped. Considerable growth in this field occurred
toward the middle of the century, when the bio-
process for large-scale production of the antibiotic
penicillin was developed. The World War II goal of
industrial-scale production of penicillin led to the
development of fermenters by engineers working
together with biologists from the pharmaceutical
company Pfizer. The fungus Penicillium grows and
produces antibiotics much more effectively under
controlled conditions inside a fermenter.

Later progress in bioprocess engineering has fol-
lowed the development of genetic engineering, which
raises the possibility of making new products from ge-
netically modified microorganisms and plants grown
in bioreactors. Just as past developments in biopro-
cess engineering have required contributions from a
wide range of disciplines, including microbiology, ge-
netics, biochemistry, chemistry, engineering, math-
ematics, and computer science, future developments
are likely to require cooperation among scientists in
multiple specialties.

HOW IT WORKS

Living cells may be used to generate a number of
useful products: food and food ingredients (such as
cheese, bread, and wine), antibiotics, biofuels, chem-
icals (enzymes), and human health care products
such as insulin. Organisms are also used to destroy or
break down harmful wastes, such as those created by
the 2010 oil spill in the Gulf of Mexico, or to reduce
pollution.

A good example of how bioprocess engineering
works is the development of a bioprocess using

bacteria for industrial production of the human
hormone insulin. Without insulin, which regulates
blood sugar levels, the body cannot use or store
glucose properly. The inability of the body to make
sufficient insulin causes diabetes. In the 1970’s, the
U.S. company Genentech developed a bioprocess
for insulin production using genetically modified
bacterial cells.

The initial stages involve genetic manipulation
(in this case, transferring a human gene into bacte-
rial DNA). Genetic manipulation is done in labora-
tories by scientists trained in molecular biology or
biochemistry. After creating a genetically engineered
bacterium, scientists grow it in a small tubes or flasks
and study its growth characteristics and insulin
production.

Once the bacterial growth and insulin production
characteristics have been identified, scientists in-
crease the scale of the bioprocess. They use or build
small bioreactors (1-10 liters) that can monitor tem-
perature, pH (acidity-alkalinity), oxygen concentra-
tion, and other process characteristics. The goal of
this scale-up is to optimize bacterial growth and in-
sulin production.

The next step is another scale-up, this time to a
pilot-scale bioreactor. These bioreactors can be as
large as 1,000 liters and are designed and built by
engineers to study the response of bacterial cells to
large-scale production. During a scale-up, decreased
product yields are often experienced because the
conditions in the large-scale bioreactors (tempera-
ture, pH, aeration, and nutrient supply) differ from
those in small, laboratory-scale systems. If the pilot-
scale bioreactors work efficiently, engineers will
design industrial-scale bioreactors and supporting
facilities (air supply, sterilization, and process-con-
trol equipment).

All these stages are part of upstream processing.
An important part of bioprocess engineering is the
product recovery process, or so-called downstream
processing. Product recovery from cells often can
be very difficult. It involves laboratory procedures
such as mechanical breakage, centrifugation, filtra-
tion, chromatography, crystallization, and drying.
The final step in bioprocess engineering is testing
of the recovered product, in which animals are
often used.
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APPLICATIONS AND PRODUCTS

A wide range of products and applications of biopro-
cess engineering are familiar, everyday items.

Foops, BEVERAGES, Foob ADDITIVES, AND
SUPPLEMENTS. Living organisms play a major role in
the production of food. Foods, beverages, additives,
and supplements traditionally made by bioprocess
engineering include dairy products (cheeses, sour
cream, yogurt, and kefir), alcoholic beverages (beer,
wines, and distilled spirits), plant products (soy sauce,
tofu, sauerkraut), and food additives and supple-
ments (flavors, proteins, vitamins, and carotenoids).
Traditional fermenters with microorganisms are
used to obtain products in most of these applications.
A typical industrial fermenter is constructed from
stainless steel. Mixing of the microbial culture in
fermenters is achieved by mechanical stirring, often
with baffles. Airlift bioreactors have also been applied
in the manufacturing of food products such as crude
proteins synthesized by microorganisms. Mixing and
liquid circulation in these bioreactors are induced by
movement of an injected gas (such as air).

BroruELs. Bioprocess engineering is used in the pro-
duction of biofuels, including ethanol (bioethanol),
oil (biodiesel), butanol, biohydrogen, and biogas
(methane). These biofuels are produced by the ac-
tion of microorganisms in bioreactors, some of which
use attached (immobilized) microorganisms. Cells,
when immobilized in matrices such as agar, poly-
urethane, or glass beads, stabilize their growth and
increase their physiological functions. Many micro-
organisms exist naturally in a state similar to immo-
bilization, either on the surface of soil particles or in
symbiosis with other organisms.

ENVIRONMENTAL APPLICATIONS. Bioprocess engi-
neering plays an important role in removing pollu-
tion from the environment. It is used in treatment
of wastewater and solid wastes, soil bioremediation,
and mineral recovery. Environmental applications
are based on the ability of organisms to use pollutants
or other compounds as their food sources. One of
the most important and widely used environmental
applications is the treatment of wastewater by mi-
croorganisms. Microbes eat organic and inorganic
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compounds in wastewater and clean it at the same
time. In this application, microorganisms are placed
inside bioreactors (known as digesters) specifically
designed by engineers. Engineers have also devel-
oped biofilters, bioreactors for removing pollutants
from the air. Biofilters are used to remove pollutants,
odors, and dust from air by the action of microor-
ganisms. In addition, the mining industry uses bio-
process engineering for extracting minerals such as
copper and uranium through the use of bacteria.
Microbial leaching uses leaching dumps or tank bio-
reactors designed by engineers.

ENnzymEs. Enzymes are used in the health, food,
laundry, pulp and paper, and textile industries. They
are produced mainly from fungi and bacteria using
bioprocess engineering. One of these enzymes is
glucose isomerase, important in the production of
fructose syrup. Genetic manipulation provides the
means to produce many different enzymes, including
those not normally synthesized by microorganisms.
Fermenters for enzyme production are usually up to
100,000 liters in volume, although very expensive en-
zymes may be produced in smaller bioreactors, usu-
ally with immobilized cells.

ANTIBIOTICS AND OTHER HEALTH CARE PRODUCTS.
Most antibiotics are produced by fungi and bacteria.
Industrial production of antibiotics usually occurs
in fermenters (stirred tanks) of 40,000- to 200,000-
liter capacity. The bioprocess for antibiotics was de-
veloped by engineers during World War II, although
it has undergone some changes since the 1980’s.
Various food sources, including glucose and sucrose,
have been adopted for antibiotic production by mi-
croorganisms. The modern bioprocess is highly effi-
cient (90 percent). Process variables such as pH and
aeration are controlled by computer, and nutrients
are fed continuously to sustain maximum antibiotic
production. Product recovery is also based on con-
tinuous extraction.

The other major health care products produced
with the help of bioprocess engineering are steroids,
bacterial vaccines, gene therapy vectors, and thera-
peutic proteins such as interferon, growth hormone,
and insulin. Steroids are important hormones that
are manufactured by the process of biotransforma-
tion, in which microorganisms are used to chemically
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modify an inexpensive material to create a desired
product. Health care products are produced in tradi-
tional fermenters.

Bromass PRODUCTION. Biomass is used as a fuel
source, as a source of protein for human food or
animal feed, and as a component in agricultural pes-
ticides or fertilizer. Baker’s yeast biomass is a major
product of bioprocess engineering. It is required for
making bread and other baked goods, beer, wine,
and ethanol. Yeast is produced in large aerated fer-
menters of up to 200,000 liters. Molasses is used as a
nutrient source for the cells. Yeast is recovered from
the fermentation liquid by centrifugation and then
is dried. People also use the biomass of algae. Algae
are a source of animal feed, plant fertilizer, chemi-
cals, and biofuels. Algal biomass is produced in open
ponds, in tubular glass, or in plastic bioreactors.

ANIMAL AND PLANT CELL CULTURES. Bioprocess en-
gineering incorporating animal cell culture is used
primarily for the production of health care products
such as viral vaccines or antibodies in traditional
fermenters or bioreactors with immobilized cells.
Antibodies, for example, are produced in bioreac-
tors with hollow-fiber immobilized animal cells. Plant
cell culture is also an important target of bioprocess
engineering. However, only a few processes have
been successfully developed. One successful process
is the production of the pigment shikonin in Japan.
Shikonin is used as a dye for coloring food and has
applications as an anti-inflammatory agent.

CueMmicALS. There is an on-going trend in the chem-
ical industry to use bioprocess engineering instead of
pure chemistry for production of a variety of chemi-
cals such as amino acids, polymers, and organic acids
(citric, acetic, and lactic). Some of these chemicals
(citric and lactic acids) are used as food preserva-
tives. Many chemicals are produced in traditional fer-
menters by the action of microbes.

SOCIAL CONTEXT AND FUTURE PROSPECTS

The role of bioprocess engineering in industry is
likely to expand because scientists are increasingly
able to manipulate organisms to expand the range

and yields of products and processes. Developments
in this field continue rapidly.

Bioprocess engineering can potentially be the an-
swer to several problems faced by humankind. One
such problem is global warming, which is caused by
rising levels of carbon dioxide and other greenhouse
gases. A suggested method of addressing this issue
is carbon dioxide removal, or sequestration, based
on bioprocess engineering. This bioprocess uses mi-
croalgae (microscopic algae) in photobioreactors to
capture the carbon dioxide that is discharged into
the atmosphere by power plants and other indus-
trial facilities. Photobioreactors are various types of
closed systems made of an array of transparent tubes
in which microalgae are cultivated and monitored
under illumination.

The health care industry is another area where
bioprocess engineers are likely to be active. For ex-
ample, if pharmaceutical applications are found for
stem cells, a bioprocess must be developed to pro-
duce a reliable, plentiful source of stem cells so that
these drugs can be produced on a large scale. The
process for growing and harvesting cells must be stan-
dardized so that the cells have the same characteris-
tics and behave in a predictable manner. Bioprocess
engineers must take these processes from laboratory
procedures to industrial protocols.

In general, the future of bioprocess engineering is
bright, although questions and concerns, primarily
about using genetically modified organisms, have
arisen. Public education in such a complex area of
science is very important to avoid public mistrust of
bioprocess engineering, which is very beneficial in
most applications.

—Sergei A. Markov, PhD
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C

SUMMARY

C is a programming language that is used to create
computer programs. At the most basic level, com-
puter programming involves writing code that tells a
computer what to do. Computers are not very useful
without codes that tell them which operations to per-
form. Programmers use different languages, including
the C programming language, to tell computers what
to do. Although the C programming language has been
used since the 1970s, programmers still learn C today.
Many advanced programming languages have been de-
veloped over the years, but some programmers find in-
stances where they prefer to use C for specific functions.

HISTORY OF C

A computer scientist named Dennis Ritchie was working
at Bell Laboratories in the 1970s when he started to de-
velop C. The C programming language was based on
other programming languages, butitwas unique because
it was simpler. In 1978, Ritchie and Brian Kernighan
wrote a book that introduced the fundamental elements
of the C programming language. The version of C that
Ritchie and Kernighan wrote about was called the K&R
(for Kernighan and Ritchie) version of C.

C became an important programming language
during the 1980s, and an improved version of the
program was eventually adopted by the American
National Standards Institute (ANSI). This improved
version of the program became known as ANSI C.
The ANSI adopted one version of C because sev-
eral versions existed and accepting one version (or
other very similar versions) created a standard in
the industry. Having a standard version of C allowed
people to write programs that were compatible with
one another, and this encouraged people to use the
language and develop software with it.

Some programmerswho use the language use “non-
standard dialects” of C that are somewhat different

from the K&R and ANSI C versions. However, these
dialects (much like dialects of a spoken language) are
based on the same basic ideas and functions. Many of
these dialects can be translated into Standard C (an-
other name for ANSI C) using Standard C translators.

C remained an important and popular program-
ming language in the twenty-first century, though it
had undergone three major revisions and faced com-
petition from other languages. Even parts of some
computer operating systems, such as Windows and
Linux, were written using C. Although the language
is still used today, it is difficult for programmers to
find jobs in which they only program in C. Many C
programmers also use C++ (which was based on C),
Java, and similar languages.

WORKING WITH C

C is a high-level computer programming language,
which means that it is often used to develop new soft-
ware programs (e.g., computer operating systems,
word processing software, etc.). Even though it is a
high-level language, C was designed to be somewhat
simplistic. Because the language is so simple, it is very
flexible and allows programmers to develop many
types of programs and commands.

R
\Z\\\.

Ken Thompson (left) with Dennis Ritchie (right), the inventor of the C
programming language.

51



PrINCIPLES OF ROBOTICS & ARTIFICIAL INTELLIGENCE

C is different from some programming languages
because it has to be put through a compiler program.
A programmer must write the C program in a text
editor, and the finished program has to be passed
through a compiler. A compiler is a computer pro-
gram that translates the C language into machine
code. The compiler creates an executable file that
will run on a computer.

The C programming language contains functions
and variables. These functions and variables tell a
computer what to do. Programmers use the func-
tions and variables to string together different com-
mands. Together, these commands form a computer
program. C also uses some words and characters for
special purposes. Key words are grouped into catego-
ries (e.g., labels, operations, and storage class) and
can be used in the code only for one unique purpose.
C also has a number of operations that are repre-
sented by one or more symbols.

ADVANTAGES AND DRAWBACKS OF C

Using the C language for programming has a few ad-
vantages. One of the advantages is that C is used in
many places. Some operating systems include C pro-
gramming, and many web-based programs use the
language. C is also fairly portable, which means it can
be used on different machines without having to be
recompiled. Nevertheless, other programs—such as
Java—are even more portable. Another advantage of
the Clanguage is that it is simplistic, though this does
not necessarily mean that the language is simple to
learn or use. The simplicity of C makes it flexible and
gives programmers many options when using it. A
third advantage of the C language is that it has been
used in different forms since the 1970s.

There are some drawbacks to using C. One of the
major disadvantages of the language is that some
of the functions can make it possible for malware to
penetrate programs written using C. When C was de-
veloped, programmers did not anticipate people cre-
ating malware that could hack C programs. Due to this
threat, programmers currently avoid some C functions.
Another drawback of C is that it is easy to program er-
rors and bugs into the code. Cis a concise and simple
language, but it does not contain the functions that
other languages have to correct errors in code. Many C
programmers learn to check their work periodically to
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ensure that it does not contain bugs, but it is still dif-
ficult to make C free of errors. Because of this, C can
sometimes be more difficult for beginning program-
mers, even though it is a simple language.

—FElizabeth Mohn
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C++

SUMMARY

C++ is an object-oriented programming language
based on the C programming language. Pronounced
“C plus plus,” C++ was developed in the late 1970s,
though it originally was given a different name. C++
standards later followed. Some of the main features
of C++ are its power, portability, and simplicity. C++
is one of the most popular programming languages
in use today.

APPLICATIONS

The C++ programming language was developed
by computer scientist Bjarne Stroustrup in 1979.
Stroustrup was working with a language known as
Simula, which many consider the first object-oriented
programming language. Object-oriented program-
ming is a type of programming that defines both the
data types and the types of functions of a data struc-
ture, thereby making the data structure an object. A
data type is a classification of information. A function
isanamed procedure that performs an action. A data
structure is a format for organizing information. An
object is an item that can be manipulated.
Stroustrup discovered that object-oriented pro-
gramming could be used for software development,
but Simula was not fast enough. So Stroustrup set out
to take another existing language, the C language,
and incorporate object-oriented programming into

Photo of Bjarne Stroustrup, creator of the programming language C++.

AT&T Bell Labs, Holmdel, N.J. By derivative work: Lee Beaumont (Bell_Labs_
Holmdel,_The_Oval2.png) , via Wikimedi

it. C with Classes was soon born. This new language
was so named because it combined the feature of
classes with all of the features of the C language. A
class is a category of objects. Furthermore, a class de-
fines the commonalities of its objects.

In 1983, C with Classes was renamed C++. In 1985,
C++ was released for commercial use. That same year,
Stroustrup published the book The C++ Programming
Language, which is a reference guide for GC++. The
Annotated C++ Reference Manualfollowed in 1990. C++
standards also were developed, including one in 1998
(informally called C++98), another in 2005 (infor-
mally referred to as C++0x), and one in 2011 (infor-
mally named C++11).

C++ is known for its power, simplicity, and porta-
bility, among other features. Its power can be seen
in its wide range of data types, functions, and state-
ments. A statement is an instruction that performs an
action. Some of the statements that C++ includes are
control statements and decisionmaking statements.
As for simplicity, C++ programs are able to be written
in simple language that can be easily understood.
The portability of C++ is evident because it can be
used on a variety of platforms.

C++is awidely used programming language. Many
programs have been written in G++. These include
Adobe applications, Microsoft applications, parts of
the Mac OS/X operating system, and MongoDB da-
tabases. According to Katie Bouwkamp of a program-
ming boot camp called Coding Dojo, as of 2016, C++
was among the most in-demand programming lan-
guages based on the number of programming jobs

53



Central Limit Theorem

PrINCIPLES OF ROBOTICS & ARTIFICIAL INTELLIGENCE

available. Only five other programming languages
had more programming jobs available: SQL, Java,
JavaScript, C#, and Python, in that order.

—Michael Mazzei
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CENTRAL LiMiT THEOREM

SUMMARY

The central limit theorem is a concept in statistics that
states that the distribution of the statistical mean in
a sample of the population will approach normal
distribution as the sample size gets larger. In other
words, even if data obtained from indepen-
dent random samples seems skewed to one
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those samples to determine the probability that they
represent a larger whole. If a statistician wanted to
discover the average height of every person in the
United States, it would be a near impossible task to
measure more than three hundred million people.
Therefore, a researcher would measure a smaller
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Statistics is a mathematical science that col-
lects numerical data samples and analyzes

This chart shows the mean of binomial distributions of different sample sizes simulations

to show as it increases the sample, it converges toward the real mean. By Daniel Resende
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sample size of people chosen at random so as not to
unintentionally influence the results. Taking the sum
of all the heights in the example and dividing it by
the number of people sampled would reveal the sta-
tistical mean, or average.

Because the statistician is only measuring a segment
of the population, there are several variable factors
that need to be taken into consideration. The vari-
ance measures the distance each number in a data set
is from the mean. Mathematically, variance is deter-
mined by taking the distance each point is from the
mean and squaring that number, or multiplying the
number by itself. The variance is the average of those
results. The standard deviation is a measure of the dis-
persion of the data set from the mean. This means the
further the data points are from the mean, the higher
the standard deviation will be. Standard deviation is
measured as the square root of the variance. For ex-
ample, if a sample size of four people reveals their
heights to be 50 inches, 66 inches, 74 inches, and 45
inches, then the mean would be 58.75 inches. The
variance in this case would be 137.82, and the standard
deviation would be 11.74.

Normal distribution is the probability distribu-
tion of data points in a symmetrical manner with
most of the points situated around the mean. This
can be illustrated in the common bell curve that is
a graphic with a rounded peak in the center that
tapers away at either end. In a graph representing
normal distribution, the mean is represented by the
central peak of the curve, while the standard devia-
tion determines the peak’s height.

PRACTICAL APPLICATIONS

Using height as an example is fairly straightforward,
as most people in a population tend to be at or close
to average. The central limit theorem comes into
play when the data from a sample size does not fit
the normal distribution and seems to misrepresent
the statistical probability of the data. In an analysis
of average height, recording the measurements of
eight people may be able to yield reliable data that
can lead to an accurate result. If a statistician is
trying to measure wealth by recording the incomes
of eight people, however, a disparity in one respon-
dent’s income may skew the results. For example,
seven of the eight people may earn between $30,000
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This figure demonstrates the central limit theorem. It illustrates that increasing
sample sizes result in sample means which are more closely distributed about
the population mean. It also compares the observed distributions with the dis-
tributions that were estimated. By Gerbem (Own work)

and $100,000, but if the eighth person is a million-
aire, then the statistical mean would calculate to far
more than the second wealthiest respondent. The
central limit theorem holds that if the sample size is
increased, then the results will move closer to normal
distribution, and a more accurate depiction of the av-
erage household wealth. Many statisticians say that a
sample size of thirty or more is enough to achieve ac-
curate results; however, some insist on a size of more
than forty or fifty. In cases where the data points are
unusually irregular, a statistician may need to utilize a
larger sample size.

In practice, statisticians often take repeated
random samples of the same size from the same pop-
ulation. These individual samples are then averaged
together to get a data point. The process is repeated
a number of times to arrive at a data set. If, in the
wealth example, the sample size is three people, then
the incomes of three people would be recorded, av-
eraged to find the mean, and that figure would be-
come a data point. Therefore, if a random sampling
of three people asked for their income, and they re-
sponded with $21,000, $36,000, and $44,000, then
their mean income would be $33,667.

For comparison’s sake, assume the average salary in
the United States was $45,000. If the survey was done
correctly, the normal distribution should be near this
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figure. A group of five data points that yielded income
numbers of $33,000, $39,000, $44,000, $351,000, and
$52,000 would result in a mean value of $103,800,
more than double the national average. The numbers
are obviously affected by the income in the fourth
data point. If the sample size is increased to ten re-
spondents, the likelihood increases that they are more
representative of the true average salary in the United
States. Assuming the other values stayed the same, if
the fourth figure dropped to $118,000, then the mean
would be $57,200, more in line with the normal distri-
bution. Moving the sample size to fifteen, twenty, or
thirty would bring the results increasingly closer to the
normal distribution.

—Richard Sheposh
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CHARLES BABBAGE’S DIFFERENCE AND ANALYTICAL ENGINES

SUMMARY

Charles Babbage invented the Analytical Engine
in the mid-nineteenth century. In computer his-
tory, Babbage’s Analytical Engine is considered
to be one of the first computers. For a variety
of reasons, the machine never came to fruition
as an engine that was actually built, not least of
which that it was thought to be a grandiose idea
at that time. Instead, the Analytical Engine re-
mained a complex design that preempted the
creation of other general purpose computers by
a century. The Analytical Engine was designed as
a mechanical type of modern computer, without
being electronic. Some of the internal functions
are remarkably similar to microprocessors and
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programmable computers of the modern age. The
London Science Museum has exhibits of parts of
Babbage’s machinery.

BRIEF HISTORY

CHARLES BABBAGE. Charles Babbage (1791-1871)
rose to prominence as an English mathematician and
mechanical engineer who invented the Analytical
Engine. Babbage was also known as a philosopher
and as someone proficient in code-breaking. He
studied mathematics at Cambridge University and
subsequently gained the position of professor of
mathematics there. Babbage is considered inventor
of the first mechanical computer.
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ApA LoOVELAGE. Augusta Ada King (1815-52),
daughter of the poet Lord Byron, was the Countess
of Lovelace. Ada Lovelace was an English writer
who described Babbage’s Analytical Engine. Her
translation of Luigi Menabrea’s Italian essay on the
Analytical Engine was a significant step in computer
history. She wrote detailed annotations that com-
prised a method of calculating Bernoulli numbers.
This first algorithm method appears as an early type
of computer programming. Lovelace is also recog-
nized as having seen beyond Babbage’s focus on the
mathematical calculation capacities of the Analytical
Engine, perceiving the possibility of computers to do
even more than that.

DIFFERENCE AND ANALYTICAL ENGINES. The
Difference Engine was Charles Babbage’s first com-
puter design, which he began working on in 1821.
The primary function of the Difference Engine was
as a calculator, able only to work with the addition
principle of mathematics via the differences method,
rather than performing more complex arithmetical
calculations. The Analytical Engine, on the other
hand, has an increased capacity. It does not function
merely to calculate arithmetic in a mechanized way,
but rather acts as general-purpose type of computer.
The Analytical Engine went through numerous ex-
perimentations and progressions until it reached its
completed design in 1840.

Numerous obstacles prevented the Analytical
Engine from being built. The machine was designed
in an extremely complex way, even though the basis
of the conceptualization was logical. Production
would have been very expensive, and Babbage lacked
these funds or the project foundation and manage-
ment abilities to actualize seeing the creation move
from idea to actualization. Moreover, had Parliament
been prepared to finance the construction of the
Analytical Engine, this would have been advanta-
geous. This was not to be, however, as there were
many other projects advocating for funds, and it was
challenging to raise awareness and determine the
value of the Analytical Engine project.

APPLICATION AND FUNCTION

The Analytical Engine was created as a machine that
could process arithmetical calculations. Within the

Victorian era context, Babbage’s invention was part
of the industry of machines. His mathematical genius
took the concept of a machine being able to do phys-
ical things to a higher level, that of mental type calcu-
lations. His fascination with numbers and the desire
for accuracy in computing tables of sums led to the
calculating functionality of his experiments. Printing
out the tables was a further step in avoiding errors by
human hand. Babbage’s desire was that his Analytical
Engine was not restricted to one method of calcula-
tion, but that the possibilities of calculating and com-
puting mathematical numbers would be limitless. A
profound innovation was the idea of the machine’s
user controlling what data he or she wished to put
in and to assess and ascertain outcome. Generally,
machines had functioned to do a specific task, rather
than being controlled by the person using it in a gen-
eral way.

MEeTHODOLOGY. The Analytical Engine was de-
signed to utilize punch cards, an idea generated
from their usage in French Jacquard textile weaving
looms. These were to be used for data input to de-
liver instructions, in addition to allowing running of
the operational program. A system of output devices
was also put in place, foreseeing a similar mecha-
nism in electronic computers of the future. Babbage
devised internal functional systems that appear to
be uniquely modern, albeit that he thought of these
ideas in the middle of the nineteenth century. The
Analytical Engine contained a data storage capacity
for memory purposes, as well as a unit of arithmetic.
Punch cards remained popular in the twentieth cen-
tury for data storage and input and for processing
purposes. These remained in use in early digital
computers.

Similarities to modern digital computers: The
Analytical Engine possessed a storage space, a
“store” and a “mill,” as two units with different func-
tional services. The store held numbers and inter-
mediate math results, whereas the mill processed
the arithmetic. These correspond to the memory
bank and central processor with which later com-
puters are known. The notion of data input and
output was also part of the mechanism and func-
tion of the Analytical Engine. Hardcopy printing
out from the engine was also in place. Although
Babbage had not conceived the terminology
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associated with modern computers, the engine’s
capacity to perform modern-day functions was
apparent. These include aspects related to condi-
tional branching, looping, and microprogramming.
Latching, iteration, and polling, as well as parallel
processing, are further capabilities inherent in his
machine. While Babbage intended the user of the
Analytical Engine to be able to perform general-
ized actions, the notion of the specific was to be fo-
cused on later. This would manifest in future devel-
opments as the kind of software with which modern
day computer users are familiar.

Charles Babbage did not live to see his inven-
tions constructed in. A certain part of his first
Difference Engine was completed. Construction
of the Analytical Engine was not accomplished. At
the time of his death, he had been working on an
experimental section of the engine. His legacy has
become increasingly evident as the forerunner of
computer engines. His drawing designs are studied,
as are the pieces of equipment that he left behind.
The design of the Analytical Engine is perceived as
revolutionary, particularly his conceptualization of
the memory storage, central processing unit, and
programmable performance capabilities.

—Leah Jacob, MA

BIBLIOGRAPHY

“Ada Lovelace.” History Mesh. History Mesh, n.d.
Web. 15 June 2016.

“The Analytical Engine.” History Mesh. History Mesh,
n.d. Web. 15 June 2016.

CLIENT-SERVER ARCHITECTURE

SUMMARY

Client-server architecture is a computing relationship
used to share files across one or more computers,
known as clients, and a central computer system,
known as a server.

Client-server architecture sometimes is called a
networking computing model because a network
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is used to relay all requests and services between a
client and server. A networkis a group of two or more
connected computer systems or devices. Client-
server architecture also is known as producer-con-
sumer architecture, in which a server is the pro-
ducer and the client is the consumer. In this case,
the producer provides services that are in demand
by the consumer.
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Client-server Architecture

WHAT IS CLIENT-SERVER ARCHITECTURE?

Essentially, a client-server architecture relationship is
one in which a client links to a server, typically by way
of an Internet connection, to complete specific tasks.
Some of these tasks include access to applications, ac-
cess to the server’s processing power, database man-
agement, file sharing, printing, and storing files.

Architecturerefers to the hardware and software on
a computer. Hardware refers to physical items on a
computer such as the display screen, keyboard, and
disk drive, and software includes the programs, in-
structions, and data stored on a computer.

A client is considered an application, or program,
that runs on a range of devices such as a personal
computer (PC), laptop, tablet, and cell phone or
smartphone. These devices must have the capability
to connect to the Internet to link to a server. Once cli-
ents link to a server, they can obtain files, processing
power, and more. An e-mail client, an application
that enables a person to send and receive e-mails on a
computer, is an example of a client in a client-server
architecture relationship.

A server is a computer that manages certain net-
work tasks and contains any files the computers in
the network may need to access. It can be thought of
as a central hub. However, a server can only commu-
nicate with so many computers at once. If the server
is overloaded with connections, the connections will
slow down or stop. This means that computers in the
network will lose access to the server. Additionally,
each computer in the network has just one path to
communicate with the server. This path is limited
by bandwidth, which is how much data can be trans-
ferred along the connection at one 