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Short Preface

The energy transition so coveted by the entire world would be effective only
through the increased integration of renewable energies in the advent of the concept
of the smart city. This book aims to showcase trends in deployed technologies and
research niches in the context of the considerable development of information and
communication technologies at both the domestic and urban levels. The smart city
makes it possible to efficiently and sustainably use all the renewable energy
resources available to it in order to generate an added value in the proposed service
and/or a reduction of the costs for the citizens while adopting a decentralized and
open dimension to all citizens. The end goal of a smart city promises to improve the
quality of life of all citizens in the city and in the countryside, in a sustainable way
and respectful of the environment. Renewable energies are an indispensable answer
in the supply of a smart city. From an environmental and technological point of
view, renewable energies allow an optimal supply of the electricity network while
emitting little or no pollution. Renewable energy innovations subject to the use of
artificial intelligence technologies are more than likely to bring multiple benefits to
the deployment and growth of smart, sustainable cities. Artificial intelligence is as
useful for energy suppliers as it is for consumers. The latter can know in real time
the price of electricity and adapt according to their consumption. The use of
artificial intelligence today makes it possible to improve decentralized energy
management by optimizing flows. The authors of this book have sought to clarify
the issue of renewable energy related to the development of information and
communication technologies, especially to the Industrial Internet of Things (IIoT)
which is becoming increasingly important.
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The Approach Used for Comfortable and High
Efficient Buildings in Sustainable Cities

by Different Actors

Ouahiba Tizouiar(&) and Aicha Boussoualim

Architecture and Environment Laboratory (LAE),
Polytechnique School of Architecture and Urbanisme (EPAU), Algiers, Algeria

{o.tiziouar,a.boussoualim}@epau-alger.edu.dz,

otizouiar@yahoo.com, a_boussoualim@hotmail.com

Abstract. In the aim of developing new methods to ensure construction quality
and improve the living conditions of inhabitants. Awareness of extent for
innovative techniques, tools and building materials is needed. This in view of
their integration into new projects with an eco-construction spirit that leads to
buildings and neighbourhoods that are less polluting and that can serve sus-
tainable development. Relationship between the sustainable and comfortable
built environment with intelligent lifestyle, can be ensured through the adopted
technologies, but also the passive architectural devices and materials used.
In this sense, we verify in this paper if conceptors ensure comfort and energetic

efficiency for their projects, this is by using two surveys. The first survey is
intended for researchers to get their opinions about the question of environmental
approach in architecture. These opinions are grouped and synthesized, then
completed by another survey conducted with some actors of building such as
designers, engineers, promoters and owners of projects, on the performance of
their buildings and the environmental approach followed by them.
It is then the impact of a good mastery in this field by doing trainings and

providing materials resources, this about intelligence on the building’s energy
consumption that has to do with sustainable building and also to ensure both
comfortable and sustainable living without negative consequences on the energy
performance and the environmental quality of the area.

Keywords: High performance building � Comfort � Energy efficiency
Environmental quality � Renewable energies

1 Introduction

In Horizon 2040, the Mediterranean region will face a threefold challenge: demo-
graphics with a minimum doubling of the urban population. Energetic due to an
increase in energy demand of nearly 60%. And climate change due to an increase in
greenhouse gas emissions in the order of 50% [1]. Thus, and like the countries of this
region, Algeria should have a showcase in the field of green building technology,
environmental preservation, sustainable development and scientific research applied to
the construction and energy saving.

© Springer Nature Switzerland AG 2019
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In this context, we are helping to change the energy-saving uses in building sector,
which is considered to be the most energy-consuming sector. This is through a process
of design and environmental-conscious realization, by optimally exploiting natural
resources, modifying building materials and replacing gas and electricity with solar
energy. We are also interested about concepts related to bio-climate, environmental
quality, intelligent building, with their management. More precisely also the approach,
the culmination and success of efficient buildings. A project that deserves a search for
control and approach to design, realization and exploitation.

In addition, efficient and intelligent buildings are both a key to sustainable devel-
opment, and also a challenge for the architect, the engineer and the planner; who must
bring to users the conditions of hygiene and comfort required, while saving energy and
preserving the environment [2–4].

2 Problematic

The main problems that arise about the subject studied are the following:
«How do the different building actors work to create an energy efficient and

environmental quality projects in sustainable cities? What is their level of master about
environmental process and what are the constraints encountered.»

3 Methodological Approach

We studied the subject by adopting the method of surveys and interviews [5]. The first
survey is launched on an online discussion platform (researchGate.net), and intended
for researchers to get their opinions about the question of environmental approach in
architecture. These opinions are grouped, synthesized, then completed by another
survey conducted with some actors of building, such as designers, engineers, promoters
and owners of projects, on the performance of their buildings and environmental
approach followed by them.

From a set of answers recovered from these interviewers; they have been grouped,
structured and analyzed in order to estimate the current state of involvement of these
actors in taking into account the environmental and energy aspects in development and
implementation of their projects. Questions asked revolve around three main themes;
first the environmental and bioclimatic approach, second the energy aspect of the
buildings, and third the tools for realization of such objectives. Namely the definition of
environmental approach and its consideration in the project implementation process,
and this in design, implementation and operation of indoor and outdoor spaces. The
method used and by which projects are bioclimatic and take advantage of natural
factors such as sun, light, wind, humidity… etc. The level of staffing buildings by
intelligent systems for the comfort control, safety, management and energy con-
sumption… etc. as well as the attempts and constraints encountered in integrating
renewable energies into their buildings. Also on the use of BIM (Building Information
Modeling) including the adoption of its sixth dimension related to energy analysis and
management of pluridisciplinarity through this tool. In addition, an open question was

4 O. Tizouiar and A. Boussoualim



asked about the prospects and expectations for uninsured performance that are usually
expected to materialize in future projects. The choice of questions asked do not concern
a single typology of buildings. This in order to define a global approach and not
specific or contextualized recommendations (Fig. 1).

Fig. 1. First survey launched on (researchGate.net) and intended for researchers.

Fig. 2. Appreciation about answers related to the environmental approach

The Approach Used for Comfortable and High Efficient Buildings 5



Second survey conducted with some building actors about performance of their
projects and environmental approach.

4 Results and Discussion

4.1 Advice of Certain Researchers on Questions Launched
on (researchGate.net)

The questions revolve around the following issues:
“What is the environmental approach? How is it taken into account in the process

of realization of architectural projects?”
“Do you think that current projects are performing? If not, what are the perfor-

mances that are lacking and which must be ensured in the future?”
“How is pluridisciplinarity managed through BIM? And how is the 6th dimension

related to energy analysis addressed?”
Answers to these questions asked to researchers through the researchGate.net

platform can be summarized as follows:
Some researchers define environmental approach as minimizing negative envi-

ronmental impact and maximizing functionality to respond to people’s needs, they are
two major principle that sustainable and environment friendly architecture should
follow. It is crucial to take into account resource efficiency (using less to produce
more), minimizing GHG emissions through careful life-cycle assessment in all stages
of architectural projects (from initial design to demolishing a structure). Also It
depends to the integration of sustainable elements into the building design. So, they
recommended to refer to those passive design strategies stipulated in the green building
rating tools, such as LEEDS, BREEAM, GBI, Green Mark etc. Passive design
strategies such as thermal mass, external shading, building orientation, cross ventila-
tion, and better insulation in buildings, are the key element of sustainable building. they
find that It is not easy to answer because environmental has its potency to be a
hazardous for architecture. So that, environmental approach is limited by current
conditions. we cannot understand how environmental change in the future.

Others researchers consider that It is very much depends on the context - there are
many integrated approaches/models that can be considered. Meanwhile and in addition
to established “scientific” approaches such as “Green Building Methods”, “LEED”, etc.,
they has supported established, proven, traditional design practices. One of the criticisms
of Modernism as a “modern mode of conception” has been its dissociation and non-
adaptation with nature, and beyond its principles and components. Humans have con-
sidered most natural resources as infinite and always available. The sense of “depletion”
of resources reintroduces the retrospection of our old and common-sensual practices.
Thus, they consider that one can begin to look at the holistic aspects of sustainability in
the environment such as history, culture, people, ecology and the economy.

According to others, Green Building Rating Systems are a good place to start. But
they think that these need modification, especially when applied to architectural pro-
jects in developing countries. They do not evaluate the social, economic and envi-
ronmental impacts on existing communities. In such contexts, they believe that being
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“green” is not enough and that environmental considerations should be integrated with
socio-economic and cultural considerations. For example, can a “net positive energy
building” be used as a mini power plant, so that it can share energy with neighboring
communities? Can the design use local materials and involve the local community in its
design, construction and ongoing management, thus creating more jobs. Can passive
heating and cooling be used without the need for expensive HVAC equipment and the
problem of its maintenance and replacement?. So, they prefers to approach the issue
holistically. The areas of sustainability are important in any environmental approach to
architecture. The importance may depend on how we view and theorize the built
environment. The point of view of the researcher plays an important role here. He
would like to stress the rhetoric of Sitte (1965): “Is it enough then to place this
mechanical project, designed to adapt to any situation, in the middle of an empty place
without organic relationship with its environment or with the dimensions of a particular
building?”.

In the complexity thinking the main goal is to take consciousness about everything
that surrounds the object of research, in this case an architectural project. Therefore, as
has been said in the previous answers, it is kind of a speciality in modern architecture,
but they would recommend to look into the history and theory of architecture because
all the mayor parts of those designs have two main goals: (1) respond to the charac-
teristics of the site (weather, soil, topography, etc.) and (2) be a symbolic reference for
the people who live around. Nevertheless, at the 19th century the mechanical and
dynamic development grave to the world the technic and technological progress we all
know for the construction of contemporary architecture, but the sensibility of caring
about the environment as part of the design was getting lost in the way until the 70’s
when it was taken back, but it was seen more as an obstacle. Now, these days are more
aware of it, but in some cases sustainability it’s presented more like a shopping list of
machines and certain materials.

4.2 Interpretation of the Answers to Interviews Conducted with Some
Actors of Buildings on the Performance of Their Projects
and Environmental Approach Followed

First, for the questions related to environmental and bioclimatic approach, answers are
summarized as follows:

“Question 01: What is the environmental approach for you? Can you define how is
it taken into account in realization process of your projects, during design, realization
and exploitation (interior and exterior spaces are concerned)?”

(30%) of interviewers give a positive answer (yes), they consider that the envi-
ronmental approach is taken into account in realization process of their projects,
whether it is outside by the control of their impacts on environment and by offering
green spaces, or inside by creation of a healthy, comfortable and energy efficiency
interior environment.
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(50%) of them say that they cannot speak of a 100% environmental approach
(partially), but they try every time to reduce the environmental impact, especially
during the implementation phase. For example, the management of site’s waste and the
reduction of nuisances is of major importance described and respected in specifications
of load notebook’s projects. For exploitation, the environmental approach is practically
absent. However, it has been noted that some building owners require instructions
regarding energy management, especially in the home, (choice of plaster, types of
joinery, etc.). Others complete by saying that it is respected only in the design, for
realization the environmental approach remains theoretical. Their environmental
approach is essentially based on integration into the immediate environment, by
introducing spaces developed from private to collective, such as relaxation areas,
sports, parking, green spaces setting.

The rest of interviewers (20%) give a negative answer (no). The environmental
approach for them is almost absent in the process of realization of their projects, and
this is due mainly to the requests of customer who gives importance to quantity and not
to spaces environmental quality (as is the case for several promoters). On one hand, it
means that we do not take into account the location of rooms as well as the dimensions
of windows that were never made in relation to the dimensions of rooms but the most
important it is that each room has a window for lighting and ventilation. On the other
hand, even if the environmental dimension is taken into account in various stages of
studies, it will be neglected during the realization by the entrepreneurs, this for the
purpose of economy and sometimes lack of knowledge and expertise. And so, very
little importance is given to the question of energy and its consumption, especially with
the arrival of the economic crisis and particularly that of housing (Fig. 2).

�Question 02: How your projects are bioclimatic and take advantage of natural
factors (sun, light, wind, humidity…)?�

Regarding to the bioclimatic aspect [6], (62.5%) of the interviewers give a positive
answer (yes), they consider that the architecture of their projects is bioclimatic, HQE
high environmental quality and that outdoor landscaping and location of their projects
allows that. The consideration of natural factors is very important to ensure comfort and
well-being of the customers, this is achieved by the orientation of buildings to have the
most of the sun, also by the type, position and dimensions openings, overhangs, as well
as the treatment of the envelope to ensure thermal and acoustic comfort. They take then
into account these factors during design and during realization. So, the choice of
openings, their size and layout are managed in relation to the Sun’s trajectory and urban
easements. Also, architectural features are set up to protect against prevailing winds,
moisture management especially indoors is well thought out by separations in double
bulkheads and waterproof coatings. Therefore their approaches offer bioclimatic pro-
jects, this by the establishment and the orientation of buildings in relation to the site and
its specific bioclimatic and creation of intermediate spaces, this to ensure comfort and
economy.

(25%) of them take into account the approach partially, their projects are not
studied in relation to the factors (wind and humidity), on the other hand the sun and
light are considered only for lighting and aeration of the parts. They think that for
bioclimatic architecture most architects keep a definition of school without really
grasping it.

8 O. Tizouiar and A. Boussoualim



(12.5%) of the interviewers found that nowadays we do not talk about architecture,
we talk about construction and therefore this field of bioclimatic architecture is
neglected in most cases by public authorities. The big worries is to house as many
people as soon as possible (Fig. 3).

Second, for the questions related to energy aspect of buildings, answers are sum-
marized as follows:

�Question 03: Are your buildings equipped with intelligent systems for the control
of comfort, safety, management and energy consumption… etc.? If so which ones?�

(12.5%) of the interviewers consider that intelligent systems [7] concern the
decrease of energy consumption by the establishment of photovoltaic solar panels on
the roof of buildings, the setting up of heat pumps which exploits in large part of the
ground energy, then the heating or air conditioning equipment will only have to pro-
vide a small Delta difference to ensure a better energy comfort. As well as by insulation
of the buildings preferably by the outside to reduce the losses by thermal bridges,
adequate insulation according to the thermal regulations.

(62.5%) have projects whose intelligence is only limited to smoke detectors and
CO, to certain systems for the control of comfort and safety such as remote controlled
gates and gates, remote monitoring system in all common areas, digicode and video-
phone, car parks with smoke and fire system safety, fire doors and semi-armoured
entrance door. The interior comfort is ensured by the air conditioning and central
heating, thus staffing of the buildings by these systems remains partial and to be
completed by studies of energy saving and above all the impact on environment.

In some replies, it is specified that only equipments such as hotels, administrative
buildings and hospitals that are equipped with intelligent systems, for control of access,
management of fire networks, air conditioning… etc.

(25%) find that these systems require an interesting financial envelope, and that
despite they offer them to the customers, they refuse to install them because they do not
manage to cover all these Charges. Architecture of intelligent buildings has not yet
been born in Algeria and this is due to several parameters such as the need of a certain
knowledge bases for manoeuvers on the techniques of implementation as well as the
proceeds of understanding and functioning (Fig. 4).

Fig. 3. Appreciation about answers related to bioclimatic architecture
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�Question 04: are there any attempts to integrate renewable energies into your
buildings? If (no) what are the constraints for this use?�

(12.5%) integrate renewable energies, except that the costs of the facilities remain
high and the depreciation periods relating to this investments are lengthened.

Fig. 4. Appreciation about answers related to intelligent systems in building

Fig. 5. Appreciation about answers related to the use of renewable energies into building

Fig. 6. Appreciation about answers related to the use of tools for energy analysis
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(87.5%) made no attempt to integrate renewable energies into their buildings,
because the integration of renewable energy is initially very costly, in addition it
requires and a very developed techniques and knowledge.

So generally their integration is not used very much in projects, because even if
they advise customers of the importance of these systems of energy saving, customers
do not have culture and awareness in the matter. On the other hand they are expensive
on the market. Also, the construction remains governed by the need in terms of number
of dwellings and equipment.

They consider that renewable energies is phantom sector in our country, how can
we integrate it without control and lack of appropriations allocated by manoeuvers of
projects (Fig. 5).

Third, for the questions related to environmental integration tools, answers are
summarized as follows:

�Question 05: are your projects being done using BIM (Building Information
modeling)? If so, how do you manage the pluridisciplinarity through this tool? And
how do you approach its 6th dimension related to energy analysis?�

(12.5%) are interested in the energetic analysis of buildings during the development
of the studies, using computer tools. (37.5%) use them only for certain types of
buildings, especially sanitary equipment. On the other hand (50%) operate as tradi-
tional multidisciplinary consultancies reinforced by a network of consultants.

Fourth, for the questions about the prospects and expectations for the performance
to be ensured in their future projects, answers are summarized as follows.

�Question 06: Do you think your projects are performing? If so, which and how
else are the performances lacking that you intend to ensure in your future projects?�

(12.5%) of the interlocutors confirm that their projects are energy efficient, bio-
climatic (passive buildings) and that they are artificially intelligent buildings and that
the thermal aspect is always taken into account (calculation Automatic temperature
differences between the interior and the outside.

(25%) try to design with environment in accordance with the request of the owner,
and propose projects that ensure good acoustic, visual and thermal comfort, thanks to
the insulation (walls, floors, roof, windows in double glazing… etc.). Good ventilation
which allows to regulate the humidity and the energy performance thanks to the solar
inputs in heat and light.

However, They find that there is a lack in relation to the improvement of energy
performance to minimize the energy used for heating and air conditioning (for example
by the use of local materials that suit the climatic conditions of each region, or the
improvement of insulation).

(37.5%) say that projects are studied functional, structural, performance and aes-
thetic but lacks about thermal, environmental and energy performance above all
renewable energies and sustainable development that are not respected and supported
when designing and carrying out projects. They think that it is unfortunate to learn
during the study course the importance of these systems of energy saving and the
environmental dimension in the building but in the professional field we are faced with
several constraints whether it is the demands of the customers, the regulations and the
requirements of the various organizations that require us to neglect this dimension.
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The question for (25%) of the interviewers is not understood, they speak of another
thing which concern rather the optimization of spaces, quality, cost and delays and the
incoherent development policy (Fig. 6).

5 General Conclusion

Energy efficiency of buildings is an important lever in the fight against global warming;
because this concept has become an indispensable step in the efficiency of construction
worldwide. Developing countries, particularly Algeria, need to put a special emphasis
on this concept and integrate various passive and technological techniques at the level
of all these sectors, particularly housing.

Indeed, and according to the researchers interviewed in our study, being “green” is
not enough and environmental considerations should be integrated with socio-
economic and cultural considerations. Such as the sharing of energy, the use of local
materials and involvement of the local community…

However, how can these considerations and these holistic aspects be taken in the
case of realization of durable, efficient and environmental quality buildings on a virgin,
isolated site, without any existing fabric nor history aside from its landscape, mening a
new city who wants to be smart and sustainable?

And that through the environmental approach that must take into account all these
considerations, how can the projects be efficient and what are the priority performances
to ensure, during the conception, realization and exploitation that it is for the interior
and external spaces?

For Algeria, the initial causes of the flagrant lack about efficient and intelligent
buildings is that we remain in the initial stage; and few studies on these architectural
devices and implementation techniques exist. This is certainly due to the various
deficiencies and difficulties encountered in the construction of this type of building;

The major problem cited by the architects interviewed was the question of need in
terms of housing and equipment (construction is governed by need). Nowadays we do
not talk about architecture, we talk about construction and so this field of home
automation, performance and renewable energy seems to be neglected. In addition, it
requires a certain knowledge base in terms of manoeuvers on the techniques of
implementation as well as on the understanding and operation procedures. Adding to
this, these buildings are subject to enormous costs and conditioned by the will of
owners, which until now does not give it a great importance.

So this concept remains in the initial stage of application, and our country is far
from completely applying this kind of concept on all types of construction including
the residential sector; and especially with the arrival of the economic crisis and par-
ticularly that of housing.

As prospects and in the future, we will contribute to propose a new approach for a
project case that wants to be sustainable, efficient and environmental quality at the level
of an existing site.
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Abstract. With the objective of reducing costs and resource consumption in
addition to more effectively and actively engaging with their citizens, smart
cities can use multiple technologies to improve the performance of the business,
health, transportation, energy, education, and electric and water services leading
to higher levels of comfort of their citizens. One of the recent technologies that
have a huge potential to enhance smart city services is social big data analytics.
Also, one of the current main challenges in data mining related to big data
problems is to find adequate approaches to analyzing huge amounts of data. As
we know, a social media become an important part of everyday life of people
and collected data has resulted in the accumulation of huge amounts of data that
can be used in various beneficial application domains. Effective analysis and
utilization of social big data is a key factor for success in many service domains
of the smart cities. Thus, we think that for building smart cities, we have to hear
what citizens talk in social media about parking, lighting, incidents, waste and
many others. In this paper, we will review the utilization of social big data to
build of smart cities. And, we will propose a smart model which permits to
analyze huge data collected from the social networks to predict future events, as
crime, incidents and public opinions for politic or business purposes. In addi-
tion, we will identify the requirements that support the implementation of big
data applications for smart city services. Finally, we implement our smart
model.

Keywords: Smart city applications � Data mining � Social big data
Social media

1 Introduction

The social network has created a special regional feeling of citizens and is helping to
boost the local economy of any country. Thus, we think that social media represent the
main tool to see the advantage and disadvantage of the application of such strategies in
such city. Cities can use twitter, google+, and YouTube and Facebook platforms to
improve the communications between the citizens and decision-makers, and also
improve services, in the objective of creating smart city.

The social media can represent a convivial environment to listen to the insuffi-
ciencies which can found in such city. Much social media as Facebook or twitter use
geo-tagged posts to locate the urban areas which represent valuable information for
decision makers to define the location of such event. This information can be used by
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predictive models that enable decision support and should be a vital part of any smart
city application.

Actually, smart cities use different technologies to gather data as sensors, Wi-Fi,
Bluetooth, etc. Nevertheless, the price of these technologies is very expensive and their
configuration is delicate. In other hand, we can confirm that smart cities are not the
infrastructures or architectures it offers, but the ways in which its citizens interact with
these systems as well as each other. Thus, we think that the big data generated from the
social media can be used to build smart cities. We have to listen in real time, what are
people saying for marketing, tourism, healthcare, incidents, education and waste
management, in Facebook, Twitter, Google+, YouTube, etc.

The decision-makers can use the social networks to notify users in the different
domain, business, health, water and electric service, energy, transportation, and edu-
cation. For example, to facilitate the management of congestion on the road, we can
notify drivers to change bus routes and we can modify traffic light sequences. We can
also deliver information to drivers via a mobile application which indicates approxi-
mate driving times and giving alternative routes. also, decision makers can analyze
social media in real-time using big data technologies, computational intelligence and
data mining, which able us to measure public opinion on important issues and services
such as business, transportation, waste management or security allowing us to define
the politic strategies, clean the city and discover crimes in real-time.

Figure 1 shows the employment of social big data to build smart cities. Social big
data generate huge amounts of date while big data systems use this data to provide
information to enhance smart cities applications, as transportation, healthcare, energy,
education, and business. The big data systems will store, process, and mine smart cities
applications information in an efficient manner to produce information to enhance
different smart city applications. In addition, the social big data will help decision-
makers to plan for any expansion in smart city services, resources, or areas.

Citizens and their social relation must be integrated into smart cities applications
because the citizens who live there represent an important part that must be served by
the smart cities applications to achieve their maximum work. We think that a city
cannot be smart without taking into account citizens factors and their social relations;
the interaction between person and computer, the study of the user’s experience. For
example, we can measure the user’s opinion about such product. We can also add the
psychological, social, cultural variables and everything related to the human live. The
intersection between social domain and knowledge engineering is now essential to
understand the world in which we live. Thus, a conceptual model that combines big
data application, behavioral sciences and social sciences with knowledge engineering
will be the suitable area, which can support smart city application.

Today, society lives in a connected world in which communication networks are
intertwined with daily life. For example, social networks are one of the most important
sources of social big data; for example, Twitter generates over 400 million tweets every
day [1]. In social networks, individuals interact with one another and provide infor-
mation on their preferences and relationships, and these networks have become
important tools for collective intelligence extraction. These connected networks can be
represented using graphs, and network analytic methods [2] and can be applied to them
different techniques for extracting useful knowledge.
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Figure 2 shows the Conceptual Representation of the Three Basic smart city
applications: social media as a natural source for smart city applications; big data as a
parallel and a massive processing paradigm; and city services, as transportation, edu-
cation, tourism, healthcare, and marketing.

In this paper, we explore the different works related to social big data analytics. In
Sect. 3, we propose a conceptual model for social big data and smart cities. Then, we
discuss the different applications of social big data to support smart cities. In Sect. 4,
we explore the challenges and benefits of incorporating social big data applications for
smart cities. Finally, we present a conclusion.

2 Related Works

Social Big data is certainly enriching our experiences of how to build smart cities, and
it is offering many new opportunities for social interaction between citizens and more
informed decision-making with respect to our knowledge of how best to interact in
cities. The methods of big data analytics can be applied to social big data for dis-
covering relevant knowledge that can be used to improve the decision making in the
smart city. Smart city applications include methodologies that can be applied in dif-
ferent areas such as shopping, healthcare, security, and many others; more recent
methodologies have been applied to treat social big data. This section provides short
descriptions of some works of these methodologies in domains that intensively use
social big data.

In [2], the authors propose to use graphs and network analytic methods for
extracting useful knowledge from big data of social network, because in social

Fig. 1. The relation between social big data and smart city applications.
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networks, individuals interact with one another and provide information on their
preferences and relationships. They present these connected networks using graph.

In [3], the authors present three models, along with three algorithms for selecting
the best individuals to receive marketing samples. These models can diffuse both
positive and negative comments on products or brands in order to simulate the real
opinions within social networks. Moreover, the author’s complexity analysis shows
that the model is also scalable to large social networks.

In [4], the authors propose to use a graph-based dataset representation that allows
extracting patterns from heterogeneous a real aggregated dataset and visualizing the
resulting patterns efficiently. They present a crime data analysis technique that allows
for discovering co-distribution patterns between large, aggregated and heterogeneous
datasets. In this approach, aggregated datasets are modeled as graphs that store the
geospatial distribution of crime within given regions, and then these graphs are used to
discover datasets that show similar geospatial distribution characteristics.

Fig. 2. The conceptual representation of our model.
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In [5], the authors present an approach which using spatiotemporal tagged tweets
for crime prediction. He uses Twitter as social networks. He applies a linguistic
analysis and statistical topic modeling to automatically identify discussion topics across
a city in the United States.

In [6], the authors explore how “Facebook ads” placed on users social streams that
have been generated by the Facebook tools and applications can increase the number of
visitors. In addition, the authors present an analysis of real-time measures to detect the
most valuable users on Facebook.

In [7], the authors use document classifier to identify relevant messages. In this
work, Twitter messages related to the flu were gathered, and then a number of clas-
sification systems based on different regression models to correlate these messages with
CDC statistics were compared; the study found that the best model had a correlation of
0.78 (simple model regression).

In [8], the authors apply mining techniques for user-generated content, generally
relies on a descriptive analysis derived by analyzing keywords and link structures.
They track the mood of the blogosphere by tracking frequencies of terms like tired or
happy on the web.

In [9], the authors propose to use the online spherical k-means algorithm, which is a
segment-wise approach that was proposed for streaming data clustering. This technique
splits the incoming text stream into small segments that can be processed effectively in
memory. Then, a set of k-means iterations is applied to each segment in order to cluster
them. This means that it is necessary to perform data mining tasks online and only one
time as the data come in.

In [10], the authors use Cloud computing to process a large amount of data. It uses
data mining techniques, as clustering to analysis social big data, which generated from
the social network. Cloud computing can provide the virtual infrastructure for utility
computing that integrates monitoring devices, storage devices, analytics tools, visual-
ization platforms and client delivery.

3 Proposed Model for Social Big Data and Smart Cities

The huge amount of data which collected from social networks can play an important
role in developing a smart model for cities. Uncovering hidden patterns, correlations,
and other insights from large amounts of social data can enable decision-makers to
improve citizens’ life. The analytics of very large of data collected from the social
networks can assist in acquiring knowledge to predict future events, as crime, incidents
and public opinions for politic or business purposes, analytic methods can help in
strategically placing an advertisement, enabling people to make a valuable decision in
terms of understanding customers and products, and can help in identifying the
potential risks and opportunities for a company. Moreover, analytic methods can help
enterprises make smart strategies after analyzing employee data from social networks.
Analyzing the products that people search for and buy can help business owners
increase their income by satisfying the demands of the customers based on their needs.
After analyzing the datasets of customers in social networks, companies can analyze
the products that lead to revenue loss. Also, companies can analyze the huge amounts
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of data collected from social networks to get out hypotheses which can be proposed to
be used later when experimentally verified.

We know that social media contain millions of comments about products, politic,
education, incidents and many others. Data can be gathered from multiple sources and
are stored in multiple databases. Such data can be used by the smart city applications
and big data analytic methods to predict future behaviour in transportation, healthcare,
education, crime, security and many others. The outcomes of the analysis can be shown
in a form of reports, graphs or alerts. The data mining techniques can play a great role
in extracting knowledge from the unstructured big data. The ideal conceptual model
requires a security model throughout the processes and examines security issues from a
system perspective to provide secure value to an organization.

Figure 3 represents the conceptual model for social big data and smart cities.

4 Experimentation and Results

In this experiment, we use principally open public data inspired by Facebook. Such
data can be accessed by two types of users, customers, and decision-makers. We use,
more than 100 databases were made available that cover a wide range of El-Oued
regions, such as transport, business, security, news, health, and accommodation. To
implement our agent we use Jade (http://jade.tilab.com) platform and we use Java
(https://www.java.com/) to implement the different algorithms and functions.

In the implementation, we use two experiments. These experiments are

Fig. 3. The conceptual model for social big data and smart cities.
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Experiment 01: In this experiment, one agent was used to control and optimize the
different extractions, analysis, and visualization of data.

Experiment 02: In this experiment, we use Multi-Agents, which assigned to the
business, security, and disaster management, news and accommodation. Each agent is
used to control and manage the extraction, the analysis and the visualization of its
specific domain. These experiments permit us to evaluate the performance of our
proposed approach MAS-K-means.

In Fig. 4, we show the distribution of document data according to the topic, in El-
Oued region. We use a Facebook data of El-Oued region for 4 weeks.

In Fig. 5, when we use the approach with MAS-K-means, each agent can be
assigned to specific domains, and each agent can perform the k-means algorithm to
carry out the classification of information from the big date. We observe that the time
of treatment decreases according to the document size.

In Fig. 6, we present the classification ratio of documents of big data when we use
multiple agents and when we use one agent to manage and control the extraction,
analysis and visualization operations of knowledge from big data. Thus, when we
multi-agent, when each agent can manage and control the extraction, the analysis and
the visualization operations and each agent can perform the K-means algorithm to
discover the optimal classification, we observe that the classification ratio increases
according to document size. But, when we use one agent, we observe that the classi-
fication ratio decreases according to document size.
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5 Conclusion and Future Works

In the last decade, social big data has become an important research topic because of
the large number and rapid growth of social media systems and applications. The aim
of this study has been to propose a conceptual model helping decision makers and
customers to find the most relevant solutions that are currently available for extracting,
managing, controlling, analysis and visualize knowledge in social media for better user
experiences and services. In this paper, we present a framework for treating large
volume social media content. This paper aims to offer a comprehensive view of the role

Fig. 5. Treatment time according to the size of the documents.

Fig. 6. Classification ratio according to documents size.
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of data mining and MAS (Muti-Agent Systems) for extracting meaningful knowledge
from social big data. In this context, the conceptual model and architecture of the
system with the aim of managing social big data were proposed, and the applications of
data mining and MAS in which social big data analytics can play an important role
were discussed. Different case studies were also outlined. Then, several open research
challenges were explained. Finally, we conclude that social big data can play an
important role in terms of gaining valuable information and for decision-making
purposes. However, big data research in a social network is in its infancy and solution
of the discussed challenges can make it a practical field of research.

This work can open multiple and varied topics of research, we can cite

• It appeared that the main advantage of K-means is that is easy to implement, but it
has two big problems. Firstly, it can be very slow since, in each step, the Euclidean
distance between each point to each cluster has to be calculated, which can be really
expensive in term of time, especially that we use the large volume of datasets.
Secondly, this method is really sensitive to the initial clusters, however, in this
paper, we will improve the efficiently of this algorithm using the genetic algorithm
or swarm optimization.

• The movement of people and objects at a large scale need to record such data about
with the geo-location of these data, especially in the crime and tourism domain.
Also, we need to integrate GIS application with our proposed model to analyse
spatiotemporal data and solve spatiotemporal problems in social media. Thus, an
Efficient GIS is critical to analysis and visualization application because it can
provide interactive and easy-to-use platforms for the users; customers and decision
makers. These platforms, however, call for the integration of 3D and touchscreen
technologies to flow for example a criminal person. Such integration can enable
policymakers to convert data into knowledge, which is critical in fast decision
making [11]. The information extracted from the modeled data will be represented
based on the user’s need.
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Abstract. Since the invention of computers and machines, Architects have
continually pursued new and innovative processes to design intelligent build-
ings. Recently, many of these processes depend on artificial intelligence to
produce smart designs. These processes are based on mathematical and algo-
rithmic systems that implicitly follow a certain logic to come out with the final
rendering production of the model. Moreover, the escalated evolution of digital
technology in the field of parametric modelling and artificial intelligence is a
massive advantage that could be integrated in architecture as a new way of
optimizing the design of buildings, where the relationships between parametric
elements are used in an artificially intelligent environment to manipulate a
sustainable design. Instead of applying minor and repetitive changes, a prede-
termined algorithm will do the job saving a lot of time and effort.

Keywords: Parametric systems � Artificial intelligent � Sustainable design
Intelligent buildings

1 Introduction

Artificial intelligence is an interdisciplinary science and technology founded on many
disciplines such as Computer Science, Biology, Psychology, Linguistics, Mathematics,
and Engineering. According to the leader of Artificial Intelligence, John McCarthy, it is
“The science and engineering of making intelligent machines, especially intelligent
computer programs”. Artificial Intelligence is a way that we can through it; make a
computer, a computer-controlled machine, or a software that thinks intelligently, in a
similar manner to how human intelligence works. AI is accomplished by studying how
the human brain thinks and how humans learn, decide, and work in order to solve a
problem, and then using the generated outcomes as a basis to develop intelligent
solutions and systems to bypass a certain obstacle.

This approach can be assimilated in architectural design of intelligent buildings to
give them a perception of modernity and to create interactive models susceptible to
modification according to a set of provided conditions.
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2 The Philosophy of AI and Architecture

In the field of architecture, there are many designs and concepts that are created by
imitating and modeling forms based on algorithms and equations (Fig. 1). Most of
these processes are characterized by their innovative geometry, structure, and con-
struction techniques, and have resulted in developments in many fields through
groundbreaking, new and successful designs (Marble 2013). The implementations of
the concept of parametrization as a method and artificial intelligence as a work envi-
ronment in the field of architecture are mostly observed in the High-tech architectural
design (Jabi 2013).

In the proposed study, besides those forms, structural behavior and the optimized
response to internal and external agents, together with their geometrical configura-
tions, have been studied to provide a methodology to understand logical and math-
ematical relationships to optimize structures and the design system in general.

3 Method

The modeling approach of the research (Fig. 2) is built around the idea of mathematical
system that has been examined according to a set of parameters and developed to
generate a mathematical model (Hahn 2012). A program has been written to generate
the computational model of the selected system. Through a series of abstractions and
assumptions, first mathematical then computational, a model of the actual concept has
been obtained to explore the behavioral properties of its rotating structure.

Through this perception/thinking/designing/manufacturing method, an intelligent
platform is formed to contain the new architectural concept.

As described by Howard Gardner, an American developmental psychologist, the
Intelligence manifests in different forms: Linguistic intelligence, Musical intelli-
gence…, this concept aims to make use of the logical-mathematical intelligence, which

Fig. 1. A script that generates different iterations from a single form.
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is the ability to use and understand relationships in the absence of action, or objects. In
addition to the spatial intelligence characterized by the ability to perceive visual or
spatial information, change it, and re-create visual images without reference to the
objects, construct 3D images, and to move and rotate them. This contribution consists
of three essential steps (Fig. 3).

Fig. 2. Parametric design process.

Fig. 3. The phases where different platforms are integrated into the virtual rendering process.
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3.1 The Analysis Phase

The analysis phase of Rhino/Grasshopper and Ecotect, which can provide an analysis
of the overall site conditions and the study parameters such as sunlight, shadows and
weather condition. These entries can be integrated in the analysis phase because they
focus mainly on identifying the elements of the site used in the sketching phase.

3.2 The Sketching Phase

In the sketching phase, Rhino/Grasshopper are integrated with Archicad and the study
focuses on both the treatment of facades and internal parts and all the main aspects of
the exoskeleton of the construction. The modeling with Rhino/Grasshopper and
ARCHICAD in the sketching phase becomes more detailed and concerns the interior of
the model, not only the form can be calculated and evaluated, but also and the different
model functions and parts (Brian 2016).

3.3 The Synthesis Phase

Rhino/Grasshopper can be used with other BIM tools because the level of detail
becomes so high that the calculation methods in ordinary tools are not precise enough,
so we need to translate it into a percolated algorithm to bypass the intrication of form.

4 Results

The use of a parametric method (Fig. 4) of modeling and customization allows for an
efficient design process to be realized (Woodbury 2010). A complex set of coupled
parameters interact in a predetermined manner to generate a shape with different
variations and outcomes that is the “best” possible in relation to the chosen parameters
and the laws of the coupling (Benjamis 2001). The process of mass customization and
modulation could be used in a way to design intelligent buildings paradigms by
allowing a set of configurations to be simultaneously analyzed and solved according to
the multitude of conditions determined previously by the designer like: the shape of the
building, number and area of floors, structural system, etc. The nature of the archi-
tectural model provides a good opportunity to design systems that allow for diverse and
interactive ideas that modify specific zones of the design, a complementary system
allowing for a vast diversity in forms and functions. In this method, parametric tools
can come out with systems where, a little bit of effort and time are invested into
creating a much better model, a more sophisticated product of this way of design
(Scheurer 2012). An algorithm is defined by connecting a parameter to a component
input node via connecting wires. Then the component processes this data and it
transfers it to its output node. In a fully connected parametric system, a line parameter
input connects to a rotation component. A slider parameter is used to define the rotation
angle of the model. Finally, a point parameter is used to define the center of rotation.

The new form is therefore the result of the parametric relationship between the two
concepts (parametrization and intelligent design) for the purpose of creating a
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cooperative process where the two are mutually beneficial in both process of design
and final result of this design method (Tuba et Benachir. 2011). The process of gen-
erative modeling is an effective technique for form exploration that consists of
developing geometries based on parameters derived algorithms (Fig. 5) to create a
prototype geometric profile for constructions (Kostas 2016). Moreover, to analyze the
impact of the methods of parametric and generative modeling in the development of
sustainable architecture.

The parameterization allows for a flexible design dotted with private garden ter-
races to provide oxygenation and sweeping views, balconies allow for expansion and
induce wind turbulence to aid ventilation and curtain wall glazing offers clear and
panoramic view. Concepts like organic tessellation (Fig. 6) and triangulation patterns
are used to shape the envelope and to generate automatically openings and windows for
each floor without the need to repeat the operation every time with the rest of the
building floors (Daniel 2013).

Fig. 4. Parametric input flow chart.

Fig. 5. Mathematical expression integrated in the parametric system.
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The use of double skin facade system to give that transparency effect to the en-
velope and as buffer zone to optimize the heat distribution of the building. The double
skin system is designed to possess an energy efficient benefit as well as to offer to
designers a free space for aesthetic articulation (Yeang 2002). In most cases, the double
skin also features shading systems and air exchange systems to help prevent glare and
heat gain/loss. It has also improved sound insulation performance, and inner air quality
(Yeang 1996). The use of custom curtain wall systems is due to the glass material and
its detailing of connections that provide a high degree of flexibility and versatility when
shaping it (Murray 2009). Heavy glass and other materials such as stone may require
additional means of attachment to support their weight.

5 Conclusion

Parametric modeling tools and methods may offer some interesting potentials and
opportunities in the field of architecture because there are often elements and features
that are repeated frequently and always must adhere to certain pattern that can be
translated parametrically (steps, ramps, handrails, etc.) (Jillian et Heike. 2016).
Therefore, by utilizing this approach we convert architectural elements and a variety of
building functions into controllable parameters, configured easily and efficiently
throughout the design process. In this case, the model can create diverse and dynamic
environment either internally or externally. This sustainable approach, in the form of a
an intelligent building utilizing the parametric method with the artificial intelligent
principles, will test, analyze, and modify the elements of the research to create durable
solutions programmatically, functionally, and formally and to classify the complex
propositions in multifold layers susceptible to modification.

Fig. 6. Model with organic curtain wall realized parametrically.
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Abstract. The mobile ad hoc wireless networks are characterized by the
absence of central administration and any network element may be very mobile.
There is no fixe element within an ad hoc network. In fact, within these net-
works, all elements must cooperate so as to create a temporary topology which
facilitates communication. To create this topology and carry data, ad hoc net-
works must use efficient routing protocols.
In this paper, we propose a multipath routing protocol with low energy

consumption in order to improve the performance of mobile ad hoc wireless
networks. Our protocol ESMRsc (Energy aware and Stable Multipath Routing
Protocol in smart city) uses a path selection strategy which is based on energy
constraint and link stability. Our protocol will be designed on a realistic mobility
model, contrary to most existing protocols which are based on random mobility
models with some unrealistic behaviors such as sudden stop, abrupt accelera-
tion. Simulation results demonstrate that our protocol has better performance in
terms of energy consumption and network reliability.

Keywords: Mobile ad hoc network � Multipath routing
Mobility model in smart city � Energy efficiency � Link stability
Network reliability

1 Introduction

Wireless technology offers a high degree of flexibility in use and networking, enabling
users to access information regardless of time and location factors. This technology
continues to grow, providing humanity with several benefits in various fields. It enables
them to save several constraints like hardware, duration of networking and equipment
uninstalling, as well as great flexibility in terms of communication between nodes.
Besides, it offers mechanisms to adapt to the various changes related to the mobility of
mobile elements within a network. One of these mobile networks is called ad hoc
network. In fact, this refers to a set of mobile entities interconnected by wireless
technology forming a temporary network without the aid of any administration or fixed
medium. During the last decade, a lot of research has been elaborated about ad hoc
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network. Indeed, the speed of implementation of this type of network is considered as
an advantage during interventions in the context of wars or natural disasters. Recently,
civil implementations of ad hoc networks have also been considered, they are used as
soon as a network, which has to do with infrastructure, seems to be technically difficult
or not economically effective. In an ad hoc network, all nodes must cooperate in order
to create a temporary topology that makes communication easy. Thus, to create this
topology and to route data, ad hoc networks must use efficient routing protocols.

Several routing protocols for ad hoc networks (Rivano et al. 2010; Radwan et al.
2011; Sherjung and Sharma 2017; Al-Karaki et al. 2017), which can be proactive,
reactive (on-demand) or hybrid (Deshpande et al. 2013), have been useful and
developed. However, among the drawbacks of these protocols are the problems of
energy consumption and connectivity loss when the mobility of nodes is high. While
some of these nodes are not much involved in routing, others are heavily congested and
route much data in the network. Due to this inhomogeneous traffic load repartition, the
loaded nodes consume quickly their limited physical resources (for instance battery
poswer) and exhibit a high level of congestion. Yet, these effects hinder the good
transmission of the packets and consequently make any network less efficient.

All nodes in an ad hoc network can be connected dynamically In this sense, it is
possible to establish more than one path between a source and its destination at one
time. This feature is used specifically in the routing process, a multipath routing. The
purpose of this multipath technique is to find alternatives paths through a path dis-
covery process, in order to find a better adaptation to frequent topology changes, to link
breaks and to network overload. This technique also tries to improve the quality of
service by reducing the data transfer delay.

In order to ameliorate the performance of ad hoc mobile wireless networks, we
propose a stable, low energy multipath routing protocol. Our ESMRsc routing protocol
(Energy aware and Stable Multipath Routing Protocol in smart city) is designed pri-
marily for mobile nodes with battery-limited, where link failures and path breaks may
occur frequently, the path selection strategy is based on energy constraints and link
stability.

To design or study a new protocol for networks, it is important to simulate this
protocol and to evaluate its performance. Hence, there exist several key factors and one
of them is referred to as the mobility model. The mobility model is designed to describe
the movement pattern of mobile users and how their location, speed and acceleration
change over time. Since mobility models represent a crucial role in determining pro-
tocol performance, it is desirable that mobility models simulate the movement pattern
of real-life targeted applications. Otherwise, the observations made and the conclusions
drawn from these kinds of studies may be misleading. Then, while evaluating the ad
hoc network protocols, it is necessary to choose the right model of underlying mobility.

The model of mobility which is frequently used in simulation of routing protocols for
ad hoc networks is Waypoint random model (Broch et al. 1998), where nodes move
independently to a random destination with a randomly chosen speed. The simplicity of
theWaypoint model may be the reason for its widespread usage in this field. However, ad
hoc networks can be used in applications designed for smart citieswheremobility patterns
are constrained by the city streets. Our ESMRsc protocol will be based on a not-random
(realistic) mobility model, namely the Manhattan mobility model (Bai et al. 2003).
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Indeed, it is designed for a city, contrary to most protocols which are based on random
mobility models, that focuses on unrealistic behaviors such as sudden stop, abrupt
acceleration and so on.

The paper is organized as follows. Section 2 provides a review of related works for
multipath energy-aware and stable routing protocols in mobile ad hoc networks.
Section 3 gives the design details of our ESMRsc protocol. Section 4 provides the
simulation results of its performance evaluation. Section 5 concludes this paper.

2 Multipath Energy-Aware and Stable Routing Protocols

Ad hoc network routing protocols must efficiently transmit data packets using network
nodes, depending on the node’s lifetime. The node lifetime is related to its residual
energy. Routing algorithms have an important role in saving node energy during the
communication, smart routing may extend the service life of the nodes and thus of the
entire network. Many works which have addressed routing based on energy saving exist
in the literature (Bao and Garcia-Luna-Aceves 2010; Smail et al. 2014; Yadav et al.
2015; Arya and Gandhi 2015). These energy-aware routing protocols can be single path
or multipath. A multipath routing can be an alternative mean to conserve energy in
mobile ad hoc networks. Several on-demand routing multipath protocols (Aguilar and
Carrascal 2010; Gole and Mallapur 2011; Nasehi et al. 2013; Bheemalingaiah et al.
2016), that preserve energy, have been proposed in order to avoid network failures as
long as possible. All of these studies solve the problem of energy conservation, but the
majority of power-saving mechanisms are based on the remaining power only; they
cannot be used to establish the best route between source and destination nodes. On one
hand, when a node is willing to accept any route requests because it currently has
enough residual battery capacity, too much traffic load may be routed through that node.
On the other hand, many energy saving mechanisms/algorithms neglect the power
consumption induced by each node own message sending, which may cause network
partitioning due to node battery exhaustion. Indeed, it reduces network performance.
Hence, shared and balanced energy consumption is a remedy for these kinds of prob-
lems. Finally, another problem of these routing protocols is that they do not consider the
stability of paths in their path establishment process. One important characteristic of
mobile ad hoc networks is the mobility of the nodes in the network. Indeed, this
characteristic makes the network topology very unstable and causes path disconnec-
tions. Recently, several protocols (De Rango et al. 2012; Noureddine et al. 2014;
Moussaoui and Boukeream 2015) have been proposed to contribute to solve this
problem. In the majority of these routing schemes a new path-discovery step is launched
once a path failure is detected, and this process causes delay and node resources wastage
which may reduce individual node lifetime and hence the network entire lifetime. In our
solution, a path-discovery process is not systematically launched.
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3 Energy Aware and Stable Multipath Routing Protocol
in Smart City

The aim of this article is to develop an improved routing protocol, named Energy aware
and Stable Multipath Routing protocol adapted to smart city (ESMRsc), for mobile ad
hoc networks. ESMRsc is a reactive and multipath routing protocol which selects the
energy-efficient path with stable links; it is designed to operate in city. ESMRsc uses
the same types of messages as the multipath protocol ZD-AOMDV (Nasehi et al.
2013).

3.1 Multipath Routing Selection

This section describes path selection routing. When the node source receives the first
RREP (Route Reply) packet, it waits for a given amount of time (RREP_Wait_Time) to
receive more RREPs (Route Request) before selecting the best path. The choice of the
best path between a source node s and destination node d, is done according to energy
consumption and path stability. In this approach, two functions are defined: the cost
function fepj(t) which characterizes a path j at time t from an energetic point of view
and the cost coefficient fspj(t) which represents the stability of path j at time t.

3.1.1 Energy Aware Cost Function
Let fepj(t), the minimum residual energy of nodes constituting the path j for a source
node s to destination node d at time t, be expressed as

fepj tð Þ ¼ min
n�1

i¼1
ðfeni;jðtÞÞ ð1Þ

Where feni,j(t) represents the energy cost function of node i belonging to the path j,
formally:

feni;j tð Þ ¼ Elevi;j tð Þ
DRi;j tð Þ ð2Þ

Elevi,j(t) denotes the energy level of node i belonging to the path j at time t during a
discovery process between a source node s and a destination node d, given by:

Elevi;jðtÞ ¼ Ei;jðtÞ
Eaverage

ð3Þ

Where Ei,j(t) represents the node i residual energy belonging to the path j at time
t and Eaverage is the average residual energy of nodes that participated in the multipath
discovery process between the source node s and the destination node d. DRij(t) is the
drain rate of the node i belonging to the path j at time t, which is defined as the rate at
which energy is consumed at a given node, usually when a node is used by paths
different than source s and destination d.
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3.1.2 Link Stability Aware Cost Function
To calculate the link stability in mobile ad hoc networks, we consider the mobility of
nodes as the main metric. The protocols based on nodes’ mobility use some criteria
inherent of the nodes mobility, such as their coordinates, their directions of movement
or their speeds. Since the directions of nodes movement and the nodes speeds are
calculated with specific devices and require time to be computed, we use the node
coordinates for our protocol which is instantaneous way. Our protocol mainly utilizes
message delay between the sending and receiving time to measure the link stability. We
exploit discoveries messages and hello messages for collecting coordinate information
of neighbors nodes, to avoid the overhead which will be generated by specific
messages.

Each node adds its destination, hop count to the destination and sequence number
into the original hello message. A new field Distancei j is added to the Hello message in
order to collect distances that separate nodes, is noted by dij, see Fig. 1.

Figure 2 shows the structure of an entry of the routing table of a node i. For each
destination known by the node i there is an entry. Route_list contains all known
neighbor nodes of node i which leads to that destination. Each neighbor for that
destination is identified its nexthop address, and the hopcount field is the number of
hops required to reach that destination using this neighbor. We add two new fields to
the basic routing table, Ei and distances_list. The field Ej denotes the residual energy of
a neighbor node and the field distance_list indicates registered distances between the
node i and its neighbors over different time.

Assuming a link between two nodes i and j, to calculate the stability of this link.
The node i periodically sends message to the node j, when the node j receives the
message, it compute its coordinates then sends back it to the node i. Based on this

Destination Destination 
sequence 
number

Hop 
count

Distance i, j Expiration 
timeout

Fig. 1. Structure a destination node entry of a HELLO packet for ESMRsc.

Destination
Sequence_number
Advertised_hopcount
Route_list
{(nexthop1, hopcount1, E1,
distance_list {(di1,t1),(di1,t2),…}),
(nexthop2, hopcount2, E2,
distance_list {(di2,t1),(di2,t2),…}),…}

Expiration timeout

Fig. 2. Structure of a routing table entry for ESMRsc.
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coordinates, the node i calculates the distance that separates node i from node j noted
by di,j. The stability cost function of the link ij at time t, is denoted by: fsli,j(t), given by:

fsli;j tð Þ ¼ SDli;j tð Þ
Mli;j tð Þ ð4Þ

Where Mli,j(t) represents the mean of the n distances recorded between the node
i and node j, defined as follows:

Mli;j tð Þ ¼
Ptn

t¼t1
di;j tð Þ
n

ð5Þ

SDli,j(t) denoted the mean absolute deviation of the distances recorded between the
node i and node j, SDli,j(t) is given by:

SDli;j tð Þ ¼ 1
n

Xtn

t¼t1

di;j tð Þ �Mli;j tð Þ
�
�

�
� ð6Þ

The function fsli,j(t) represents the coefficient of variation, also known as relative
standard deviation. It is a standardized measure of dispersion of a probability distri-
bution. The coefficient of variation formulated by fsli,j(t) is used to quantify the mea-
surement accuracy. In our case, it is the measurement of distances between two
neighbor nodes. If the fsli,j(t) tend toward 0, then we have a good distribution of
distances, which means that the link is stable. If it tends toward 1 or to infinity, this
corresponds to a poor distribution, which means that the link is instable.

Finally, we define fspj(t) the path cost function stability of path j at time t, given by:

fspj tð Þ ¼ max
n�1

i¼1
ðfsli;jðtÞÞ ð7Þ

fspj(t) is defined as the maximum of the stability costs of links constituting the path j.

3.1.3 Objective Problem Formulation
We design our multipath selection according to the energy consumption of their path
nodes and the link stability of their path links. The corresponding objective function
fpj(t) of path j at time t is defined by combining the energy aware cost function defined
in formula (1) and the path cost function stability, formula (7):

fpjðtÞ ¼ fepjðtÞþ 1
fspjðtÞ ð8Þ

Our idea is based on sorting all paths between a source node s and a destination
node d by the descending value of fpj(t). The path with the maximum fpj(t) is chosen to
forward the data packets.
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4 Performance Evaluation of ESMRsc

In this section, we present simulation results to demonstrate the efficiency of our
proposed routing protocol. First we present the metrics used for performance evaluation
and then we evaluate our protocol by comparing it with the protocol ZD-AOMDV
(Nasehi et al. 2013), applying two types of mobility models: Random Waypoint (Broch
et al. 1998) and Manhattan Mobility (Bai et al. 2003). We will use ZD-AOMDV
(Nasehi et al. 2013) as a reference for our performance evaluation because it aims to
improve the performance of mobile ad hoc network and has the same characteristics as
our protocol, namely its reactivity, energy aware and multipath character. The evalu-
ation is accompanied with an analysis and discussion of results.

4.1 Mobility Model

The performance of an ad hoc network protocol can change significantly when it is
tested with different mobility models, but also when the same mobility model is used
with different parameters. The performance should be evaluated with the mobility
model which is near to the real scenario; this can facilitate a fair evaluation of the ad
hoc network protocol.

One frequently used mobility model in MANET simulations is the Random
Waypoint model (Broch et al. 1998). The random waypoint model assumes that each
node is initially randomly placed in the network area. The node selects, uniformly and
randomly, a target location of the network to move. The speed of movement to this
location is also chosen uniformly and randomly, see Fig. 3. Once the node has moved
to the chosen location, it waits at this location for a random time called pause time. This
process is repeated at the end of simulation.

Since cities are made up of streets, the movements of mobiles are very constrained
by the geometry of the streets of the city. The Random Way Point model does not take
into account these constraints, the Manhattan model is more suitable for such
configuration.

Unlike the Random Waypoint model where the nodes can move freely, the mobile
nodes in the Manhattan Mobility model (Bai et al. 2003) are only allowed to travel on

Fig. 3. Random waypoint model
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the pathways. Manhattan Mobility model, it’s also called the Urban Area Model. It
forms a number of horizontal and vertical streets, see Fig. 4. Each mobile node can
move along the grid of horizontal and vertical streets on the map. At the intersection of
the horizontal and vertical street, the mobile node can turn left, right or straight by a
probabilistic approach. The Manhattan mobility model is commonly used to model the
movement of cars or people in a city.

The Manhattan Mobility model creates realistic movements for a section of a city,
since it severely limits the displacements of mobile node. These nodes do not have the
ability to roam freely without worrying about city streets, obstacles and other traffic
regulations.

4.2 Performance Parameters

We evaluate two key performance metrics. Energy consumption is the average of the
energy consumed by nodes participating in packet transfer from the source node to the
destination node during the whole simulation. And the number of data packets suc-
cessfully received by the destination node.

4.3 Performance Evaluation

We carried our simulations to determine the effectiveness of our protocol. The principal
goal of these simulations is to analyze our protocol by comparing it with another
protocol, mainly ZD-AOMDV (Nasehi et al. 2013). The values of simulation param-
eters are summarized in Table 1.

To evaluate ESMRsc, we use the network simulator ns-2. Two mobility models are
used: RandomWaypoint model and “Manhattan” mobility model. For the Manhattan
mobility model, the probability of direct move is 0.5, the probability of turning to the
left is 0.5, and the probability of turning to the right is 0.5. Each node has a selected
speed from 0 to 20 m/s (in discrete increments of 4 m/s). The shared radio model used
is similar to the IEEE 802.11 standard, based on Lucent’s Wave LAN (Feeney and
Nilsson 2001). The number of simulation run is 20 per value, the source and desti-
nation nodes are chosen at random. It is assumed that a receiver or transmission node
consumes 281.8 mW (Jung and Vaidya 2002), the consumption in idle mode is not
considered (Kim et al. 2003), as it is the same for the two mobility model it has no
impact on the results.

Fig. 4. Manhattan mobility model
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Figure 5 shows the energy consumed by ESMRsc using Random waypoint model
(WM), or Manhattan model (MM), and ZD-AOMDV protocols. ESMRsc has limited
performance when the nodes have a low moving speed or when there is a small number
of network nodes (see Fig. 5 (a) for moving speed between 0 and 4), but as the number
of nodes increases and as the speed increases (see Fig. 5a, b), links become unstable,
path becomes longer. Nodes consume more energy which favour links fails and then
the impact of our solution takes act. We can see that the energy consumed in ESMRsc
is less than those consumed by ZD-AOMDV, for instance when the number of nodes of
a network equal 150 nodes see Fig. 5 (b), the energy consumed of the ESMRsc
protocol is nearly (on average) 19% for WM and 12% for MM, lower than the energy
consumed of the ZD-AOMDV protocol. ESMRsc consumes less energy because
ESMRsc is able to avoid nodes with low energy and it selects the path with more
stability during the construction of the multipath.

Table 1. Simulation parameters

Mobility model Parameter Value

Random waypoint Simulator NS2.35, NAM 1.13
Channel type Channel/wireless channel
Routing protocol ZD-AOMDV/ ESMRc
Simulation time 500 s
Number of mobile nodes 50/100/150
Radio propagation model Propagation/two ray ground
Network interface type Phy/wirelessphy
MAC type IEEE 802.11
Interface queue type Queue/DropTail/PriQueue
Max packet In ifq 70
Terrain range 800 m � 800 m
Transmission range 250 m
RREP_Wait_Time 1.0 s

Manhattan Circular false
Dimension of movement output J 2D
Xblocks,Yblocks 10, 10
UpdateDist 5.0
TurnProb 0.5
SpeedChangeProb 0.2
MinSpeed 12
MaxSpeed 12
PauseProb 0.02
MaxPause 0.02
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The number of successfully received packets is shown in Fig. 6 with different
number of network nodes for various moving speeds. The number of successfully
received packets is longer than ZD-AOMDV for two mobility models WM and MM.
Our protocol receives more packets compared to ZD-AOMDV protocol mainly for a
medium or high number of network nodes, which ensures a good reliability of our
protocol for random and not-random models of mobility. ESMRsc selects the best
nodes in term energy and stability, this prolongs the individual node lifetime and hence
the entire network lifetime.

Fig. 5. Energy consumed versus node speed.

Fig. 6. Number of successfully recieved packets versus node speed.
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5 Conclusion

A new multipath routing protocol, ESMRsc (Energy-aware and Stable Multipath
Routing protocol in smart city) has been proposed in this paper. It ensures the network
reliability and reduces energy consumption in ad hoc mobile networks. Alternative
paths are precalculated then used whenever there is a path link failure. The choice of
path depends on a weighted function. Nodes energy and links stability are used to
calculate this weight. When a packet is to be sent, the best available path is selected.

In the literature, several mobility models exist, belonging mainly to two classes:
random and non-random classes. The modeling of our protocol is done while these two
classes are taken into account. Indeed, we chose two models: the well-known Random
Waypoint model and a more realistic and non-random model based on a Manhattan
grid. Through performance evaluation, we noticed that our ESMRsc multipath protocol
improves the stability of the ad hoc mobile network and considerably ameliorate
network performance compared to other routing protocols in literature.
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Abstract. Connected objects and the Internet of Things (IoT) are spreading
gradually in all areas of daily life: transport, industry and the field of health and
well-being. IoT has completely revolutionized the health sector through a
continuous chain of diagnostics, treatments and omnipresent follow-ups. The
watches and bracelets connected are one of its applications in this area that dress
more and more our wrists. Connected wristbands are gradually entering the field
of health thanks to their interest. Different models are designed by several
companies and intended for different categories of users. The goal of this project
is to design a connected bracelet that helps the user to improve their well-being
and preserve their health while ensuring ease of use. From the technical point of
view, the system measures and tracks physical activity (number of steps, number
of calories burned and distance travelled), vital constants (heart rate and body
temperature) and ambient temperature in real time. It allows sending alerts by
SMS with the location of the person, in case of a fall as well as in case of
anomaly in the pulse or the body temperature. If the option of alerts is activated
and it displays the necessary information in case of emergency via the Android
application, after scanning the QR code on the wristband. The connected bra-
celet is built around the microcontroller of the development board ESP8266 that
provides system management, acquisition and processing of data retrieved by
the various sensors as well as sends them to the Android application via Wi-Fi.
Android application receives data sent by the ESP8266 using the TCP/IP pro-
tocol between a server and a client, the latter provides several functions such as
processing and data backup sends SMS alerts and the display.

Keywords: Connected bracelet � Sport � Android application � Mobile

1 Introduction

Connected equipment and the Internet of Things (IoT) are spreading gradually in all
areas of daily life: transport, industry and the field of health and well-being. The IoT
has completely revolutionized the healthcare industry with a continuous chain of
diagnostics, treatments and ubiquitous follow-ups. The watches and bracelets con-
nected are one of its applications in this area that dress more and more our wrists. The
knowledge of certain concepts is necessary for the realization of our project, in what
follows we will define: IoT, connected bracelet, and the Android operating system.
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1.1 Internet of Things

The Internet of Things, or IOT (Internet Of Things) is considered the third evolution of
the internet, referred to as Web 3.0. It is represented by the different devices of the real
world and objects (vehicles, houses and other embedded elements with electronics,
software, sensors and actuators) integrated into a network that ensures the exchange of
information and between the elements that compose it. The IOT is the result of the
convergence of wireless technologies, micro-electromechanical systems (MEMS) and
the internet. It describes a vision that says everything must be connected to the internet,
so that connected objects, communicating with each other (machine-to-machine
communication without any interaction of the human being) and which are often
designated by the term “Intelligent” or “Smart”, will be fundamental, the forecasts say
that in ten years (2015–2025) 150 billion of objects should connect with each other and
with billions of people [1].

1.2 Android

It is a mobile operating system developed by Google, based on the Linux kernel and
open whose source code is freely accessible. It equips mainly smartphones but also
touch tablets, televisions, smart-watches… etc. Android designed by a startup spe-
cializing in the development of mobile applications in 2003 and acquired by Google in
2005. It has had several versions where each new version used to fix bugs and add new
features [2]. The main components of this operating system are: the Linux kernel that
manages the system services (security, memory and process management), libraries,
the Android runtime engine, and the framework that offers developers the ability to
create extremely rich and innovative applications as well as applications developed
using the Java programming language and intended for the end-user [3].

1.3 Connected Bracelet

It can be defined as one of the connected objects that belong to the so-called Internet of
Things; it allows communication generally with the Smartphone using a communica-
tion protocol such as Wi-Fi, Bluetooth or others. This project is particularly interested
in activity bracelets or activity trackers, which are clothing and technological acces-
sories that follow the physical activities (the number of steps taken, the distance
traveled, the number of calories burned, heart rate…etc.) thanks to the measurements
taken by a set of specific sensors. The display of the measured data is generally done
via an Android application on the Smartphone [4].

1.4 Objectives of Connected Medical Bracelets

Connected objects and especially Wearables (bracelets, watches…) strongly help their
users to achieve sport and health goals [5]. They allow you to monitor your activities,
ensure your safety and improve your quality of life.
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2 Why Connected Bracelet

The use of sensors for the visualization and monitoring of sports performance has been
demonstrated in recent years [6–10]. As stated in [11], one of the main design systems
for detection in sport is that sensors on the body (and sensor nodes) must be small and
lightweight to avoid genes to the athletes during their activities. On the other hand, as
noted in [8, 10], sensor nodes must support a rich set of functions and - to support
large-scale deployment - the price of sensors must be accessible to the maximum
number of people.

The goal is to design a connected bracelet that helps the user to improve their well-
being and preserve their health while ensuring ease of use. From the technical point of
view, the system allows:

– Measure and monitor physical activities (number of steps, number of calories
burned and distance traveled), vital constants (heart rate and body temperature) and
the ambient temperature in real time.

– Send alerts by SMS with the location of the person in case of a fall as well as in case
of anomaly.

– Displays the necessary information in case of emergency via the Android appli-
cation after scanning the QR code shown on the bracelet.

3 System Components

The system consists of several modules as illustrated in Fig. 1, each module performs
one or more functions. Detection modules measure and send data to the central module
that processes and transmits data via Wi-Fi for display on the graphical user interface.

3.1 Central Module

It is the module, which manages the operation of the system, it retrieves the data from
the various sensors to process them and send them to the Smartphone via Wi-Fi. We
used the ESP 8266 that is a programmable microcontroller integrated circuit that
supports Wi-Fi (802.11 b/g/n) developed in 2014 by the Chinese company Espressif
[12]. Figure 2 shows version 12 of the ESP8266 module [13].

3.2 Detection Modules

The detection modules consist of the various MPU6050 accelerometer sensors [14], the
SEN0203 [15] heart rate sensor and the MLX90614 [16] temperature sensor, which
measure acceleration, pulse, ambient temperature and body.

Fig. 1. Structure of the connected bracelet system.
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4 System Architecture

The connected bracelet built around the microcontroller of the ESP8266 development
board, which manages the system, acquires and processes data collected by the various
sensors and sends them to the Android application via Wi-Fi. The latest receives the
data sent by the bracelet using the TCP/IP protocol between a server and a client; it
provides several functions among which we quote: processing and data backup,
sending alerts by SMS and display on graphical user interfaces. Figure 3 represents an
explanatory diagram of the general operating principle of the system.

5 Test and Result

The Android application receives the frame sent by the ESP8266 and displays the
information read in the home interface. Figure 4 shows the result obtained.

Fig. 2. The module: ESP8266-12E.

Fig. 3. General operating principle of the system.
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The Android application can graph the evaluation of the various data, after saving
them in the database, as a function of time. Figure 5 shows an example, which rep-
resents the evaluation of the pulse as a function of time.

Fig. 4. Display information received from the bracelet.

Fig. 5. Representative graph of the evaluation of heart rate as a function of time.
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6 Conclusion

In this paper, we used three small, lightweight, portable and cost-effective sensors, for
the realization of our Bracelet, were presented. The custom design system is cost-
effective and highly flexible: its main unit includes an ESP 8266 processor board and a
range of sensors, all of which could be attached to the system through a flexible band
around the wrist. The wireless module supports data transmission to the application for
playback, which installed on the phone. The applicability of the system demonstrated
in this article, through radio information about an athlete in the race; the results of the
experiment show that the system would be able to provide accurate information. Future
work will allow us to add other needs such as the analysis of sleep phases, determi-
nation of stress levels or the addition of a food database.
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Abstract. With the emergence of internet of things (IoT), the physical object
belonging to our daily activity and to different domain as: home automation,
industrial automation, monitoring environment and health care may be inter-
acted and benefited from the world of internet. Thus, this communication pro-
vides several data that are circulate in the different networks as IPv6 network or
the 6LoWPAN network. Since the 6LoWPAN network is the fundamental part
of IoT, its security is challenge domain whether for the end-to-end security when
the data are sent to the server outside the network or for the internal security
with the intrusion detection system. In this paper, we present a survey about the
proposed researches for the 6LoWPAN network security whether for inside or
outside communication of network. The analysis of these proposed security
mechanisms in the literature is discussed based on a taxonomy focusing on the
following attributes: the selected internet security protocols as DTLS, HIP and
IKE for the end-to-end security (out-side the 6LoWPAN network) and the attack
detected as routing attack, DDoS attack,…etc. for the intrusion detection system
(inside the 6LoWPAN network). We also give the Evaluation of these security
mechanisms for 6LoWPAN network in term of different metrics. The aim of this
work is to identify leading trends, open issues, and future research possibilities.

Keywords: Internet of things � 6LoWPAN network
Internet security protocols � End-to-end security � Intrusion detection system

1 Introduction

The idea to connect the smart objects with the internet is carried out with the internet of
things. This paradigm allows the interconnection between the intelligent physical
objects and the various entities of communication like the servers, the smart phone
through the Internet. It gives the possibility of integrating into our daily life. Several
fields as: health, environment monitoring, industry, private life, and ubiquitous com-
puting are profited from IoT system. But the integration of the real world objects in the
Internet opens the door of attackers to infiltrate on our daily activities. To protect our
intelligent life, it is necessary to develop effective and suitable mechanisms for IoT
security. However, many factors like high number of the connected devices, the
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limitation of the resources and the various protocols become the classic prevention and
detection methods not respond to all the needs. For this, the several works are appeared
in the literature whether to adapt the exist mechanisms of security for the requirements
of IoT system or propose new mechanisms. These works concentrate on the 6LoW-
PAN network which is the fundamental part in the IoT system. We can be distin-
guishing two lines of defenses. The first line is the end-to-end security mechanism that
enables to secure channel when the 6LoWPAN node exchange of the data with a server
located out-side its network. The second line is the intrusion detection system for the
6LoWPAN network that protects the network against internal attacks. IN our survey,
we depended upon this principle to classify these works. this classification is based on
the security mechanisms towards the outside of the 6LoWPAN network with the
security protocols as HIP, DTLS and IKE and the security mechanisms towards the
inside of the 6LoWPAN network represented in form of IDS with various suggested
methods. In addition, we give an evaluation of these works according to different
metrics. Also we argue the future research direction in this domain.

The rest of this paper is organized as follows. Section 2 gives the overview of
6LoWPAN network. Section 3 discusses related surveys and our positioning. Section 4
explains the security requirements for 6LoWPAN network. Challenges and limits in the
usage of classic security mechanisms are discussed in Sect. 5. Section 6 presents our
Taxonomy of proposed security mechanisms for 6LoWPAN network, details the pro-
posed security protocols as DTLS, HIP and IKE for end-to-end communication between
the 6LoWPAN node and the internet server and shows an analysis of the literature of
IDSs for 6LoWPAN network respectively. One of the most relevant contributions of this
work, an evaluation of proposed security mechanisms for 6LoWPAN network in IoT
context according to different attributes, is presented at Sect. 7. Section 8 discusses the
open issue and future research direction. Finally, the paper is concluded in Sect. 9.

2 6LoWPAN Network Overview

The IPv6 over the Low-Power Wireless Personal Area Network (6LoWPAN) is intro-
duced and standardized by The Internet Engineering Task Force (IETF) workgroup. The
6LoWPAN standard puts mechanisms that enable the efficient use of IPV6 packet over
low power wireless networks on simple embedded devices. These mechanisms consist
of adding an adaptation layer between the link layer and network layer which allows
IPv6 packet transmission over IEEE 802.15.4 links and that is through compression,
fragmentation and reassembly mechanisms. The IEEE 802.15.4 device is characterized
by short range, low bit rate (from 20 Kbits/s (868 MHz) to 250 Kbits/s (2.45 GHz)),
small packet size (the maximum transmission unit or MTU on IEEE 802.15.4 links is
127 bytes). There are two types of devices: the full function device and the reduce
function devices. The 6LoWPAN network is connected with internet through the edge
routers (the 6LBR) that considered as the stub of the network. Their functions are:

• The data exchange between 6LoWPAN devices and the Internet (or other IPv6
network) through different media as Ethernet, Wi-Fi or 3G/4G.

• Local data exchange between devices inside the 6LoWPAN.
• The generation and maintenance of the radio subnet (the 6LoWPAN network).
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The typical 6LoWPAN network as illustrate in Fig. 1 contains two device types:
routers and hosts, the router is FFD device type; it can be routes the data toward another
node in the network using RPL protocol defined from ROLL Working Group. The host
is the RFD device type, it is not able to route data to other devices in the network. The
host can also be a sleepy Device, waking up periodically to check its parent (a router)
for data.

The basic concept of 6LoWPAN stack is illustrated in Fig. 2.

Fig. 1. 6LoWPAN network connected with Internet

Application Layer (COAP)

Transport Layer (UDP)

Network Layer (IPv6) (RPL)

6LoWPAN Adaptions Layer

IEEE 802.15.4 MAC

IEEE 802.15.4 PHY

Fig. 2. The 6LoWPAN protocol stack
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3 Related Surveys and Our Positioning

The internet of things security especially 6LoWPAN network security is a critical
research domain.

There are several studies and surveys that are appeared in this domain. David
Airehrour et al. focus on analyze of routing protocol for internet of things. Moreover,
they present some existing mechanisms to secure routing protocols and discuss threats,
open challenges and future research direction for improve the level of security in IoT
routing protocol. Miorandi et al. (2012) gave an detailed survey about security, trust
and privacy in IoT, they present the proposed researches in the domain of IoT security.
Moreover, they have highlighting on future researches.

Nguyen et al. (2015) are concentrated in their survey on internet security protocols
and its applicability in IoT domain where the major inconvenience is the resources
limited. Further, the authors have done taxonomy of these protocols in term of key
management mechanisms.

Zarpelão et al. (2017) are presented a study about the proposed researches in
intrusion detection systems for IoT. They gave taxonomy of these proposed IDSs
according to many factors as detection methods, IDS placement strategy, security threat
and validation strategy. They also discuss the necessary needs to be a reliable IDS and
able to meet the requirement of IoT.

The existing surveys take two ways different. In the first way, the surveys are
presented the IoT security in general; they are concentrated on challenges, vulnera-
bilities, and future researches like researches (Airehrour et al. 2016; Miorandi et al.
2012).

In The second way, they are specified certain security aspects as internet security
protocols and its adaptations for IoT, or the intrusion detection systems like researches
(Nguyen et al. 2015; Zarpelão et al. 2017).

Our proposed survey focus especially on 6LoWPAN network security whether for
outside or inside communication of the network where we look in depth into proposed
end-to-end security mechanisms. These mechanisms enable the constrained devices
establishes a secure channel with an other entities located outside its network and also
we study the proposed IDSs that assure the internal security for 6LoWPAN network.
Moreover, our survey proposes a global taxonomy of 6LoWPAN network security
mechanisms in the context of IoT and an evaluation of these mechanisms in term the
different attributes.

4 Security Requirements for 6LoWPAN Network

For real realization of the IoT system in the world, security is one the main require-
ments. Security should be needed whether for per hop basis between two neighboring
devices in 6LoWPANs, and/or for end to end (E2E) between source and destination
nodes. Generally, for Internet of things, the end-to-end communication between
6LoWPAN sensing devices and other external or Internet entities will require appro-
priate security mechanisms that guarantee confidentiality, integrity, authentication and
non-repudiation of the transmitted data (Garcia-Morchon et al. 2013; Roman et al.
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2011). These security properties should be realized in the context of communication
protocol itself, or on the other end by external mechanisms. Another class of security
requirement concerns the secure internal communication in 6LoWPAN network. This
latter is exposed to several wireless attacks that inherited from the classical WSN.
These mechanisms should assure the availability and resilience against such attacks.
Finally, privacy and trust are also essential security requirements that should be real-
ized for the social acceptance of the future IoT applications. Today’s security resear-
ches are directed towards realizing these needs.

5 Challenges and Limits in the Usage of Classic Security
Mechanisms

The use of existing security research proposals to protect IP based WSN or 6LoWPAN
network faces several challenges as following

• Due to the constraint of WSN devices in term of the limitations of memory, pro-
cessing power and energy, the usage of existing Internet security’s will require the
design and adoption of highly optimized mechanisms to support communications
and security on such environments.

• Even considering that the improvement of today’s devices sensing platforms will
give more resources in the future, security operations are remain heavy to applique
in these devices. Its integration in internet may also aide to appear new threats and
attacks not encountered in classic WSN applications that utilize devices isolated
from the Internet.

• Most security research existing base on the homogeneity of devices, unlike the IoT
environments that characterize by the heterogeneity of devices and applications. For
this, these researches must be adapted.

• The integration of IP based WSN with the Internet will require appropriate security
mechanisms, which are able to provide fundamental security assurances to IoT
applications, devices and communications.

6 Taxonomy of Security Mechanisms for 6LoWPAN
Network

Our study focuses on proposed recent security solutions to secure the 6LoWPANnetwork
traffic. We split these solutions into two classes: the security solutions directed to inside
communication of 6LoWPAN network and the security solutions for outside commu-
nication of 6LoWPAN network. The Fig. 3 illustrates our proposed classification.

In this section, we describe the reference model that illustrates the scenarios in
which the proposed security protocols and IDS systems can be deployed. Then, we
present our taxonomy of the security mechanisms for 6LoWPAN network.
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6.1 Scenarios Under Consideration

The security mechanisms analyzed in this paper, are illustrated in Fig. 4, in which two
segment are considered.

The first segment contains two entities. The One of them is a device with high
resource constraints that is located in the 6LoWPAN network, whereas the second
entity can be seen as another constrained resource device or an external Internet server
(i.e., with rich resources) that is located outside the network. This communication is
needed to the end-to-end security protocols. The second segment represents the

Security Mechanisms For
6lowpan Network

The Security Mechanisms For Inside Communication 
of The 6lowpan Network

The Security Mechanisms for Outside Communication of
The 6lowpan Network

Oth- 
er

Thanigaivelan et al.
Amaral et al.
Zhang Et al.
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Dos At- Routing
tack Attack

Kasinathan  et Raza et al.
Cervantes et al.al. Pongle and ChavanMisra et al. Wallgren et  al.Lee et al . Le et al.
Hamid Bostani and
Mansour Sheikhan

End-To-End
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Fig. 3. The proposed taxonomy

Fig. 4. The security mechanisms for inside and outside communications of the 6LoWPAN
network
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6LoWPAN network in which its nodes that are able to communicate with each other.
The border router (6LBR) is the bridge that is connects the sensor node with the
outside. The 6LBR may take part in the communication between two entities in a
passive (transparent to the communicating parties) or active (as a mediator in the
communication process manners. Our study concentrates mainly on securing unicast
communications between two entities and the group communications inside the
6LoWPAN network.

6.2 Classification

In this paper, as mentioned early, the proposed security solutions for IoT are catego-
rized into two main classes: the security solutions for outside communication the
6LoWPAN network (end-to-end security protocols) and the security solutions for
inside the 6LoWPAN network (intrusion detection systems). This section describes the
two first levels of the proposed taxonomy.

6.2.1 The Security Mechanisms for Outside Communication
in the 6LoWPAN Network
When the 6LoWPAN sensor node may be connect and transmit data to an external
entity in internet, the authentication methods and key establishment process are nec-
essary. To achieve this goal, the security protocols like DTLS, HIP and IKE are
exploited to create a secure channel to transmit data. But doe to the nature of this
communication when the two entities (the 6LoWPAN sensor node and the server) are
heterogeneous in terms of energy power and computation capability, it is impossible to
applique these security protocols as they are. Several researches propose the techniques
that enable to adapt the internet security protocols like DTLS, IKE and HIP for the IoT
challenges. In our taxonomy, we are classified the proposed techniques for the end-to-
end security mechanisms according to security protocols to the researches for HIP
protocol, the researches for DTLS protocol, the researches for IKE protocol.

6.2.2 The Security Mechanisms for Inside Communication
in the 6LoWPAN Network
The 6LoWPAN network as any wireless network is vulnerable to several kinds of
attacks as sinkhole, wormhole, Sybil attack, etc. These attacks have a danger effect on
the network. For the reduction of this effect, it is necessary to put the security mech-
anisms in inside the network. These mechanisms are the intrusion detection systems. In
our taxonomy, we are classified the proposed IDS for 6LoWPAN network according to
the attacks detected.

• Intrusion detection system

An Intrusion Detection System (IDS) is a tool or mechanism that enables to detect
an abnormal activity that carries out by an intruder to infect a system or a network
through analyzing the activity in the network or in the system itself. Intruders may be
external or internal. Internal intruders infect the network from inside. They have some
degree of legitimate access. They attempt to raise their access privileges by misuse non-
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authorized privileges. External intruders are outside users that target the network by
trying to gain unauthorized access to system information.

IDS for the 6LoWPAN network must be ensured the internal security of network
which is vulnerable from more attacks and at the same time minimize as much as
possible the consumption of the resources, that is to say must be light weight.

6.3 End-to-End Security Protocols

6.3.1 The Proposed Techniques for DTLS Protocol
DTLS (Datagram Transport Layer Security) Rescorla and Modadugu (2012) protocol is
based on the Transport Layer Security (TLS) protocol using UDP protocol for trans-
porting service, and it provides equivalent security guarantees for end-to-end
communication.

Figure 5 shows a fully authenticated DTLS handshake. These handshake messages
are bundled into 6 message flights. Flight 1 and 2 are an optional feature to protect the
server against Denial-of-Service (DoS) attacks. The client resends the clientHello
message with the cookie sent in the ClientHello Verify message by the server to prove
its capability to communicate with the server. That means it is able to send and receive
data with the server, this message contains also the protocol version and the cipher
suites supported by the client. Thereafter, the server sends Server Hello message that
contains the appropriate cipher suite supported at client and a X.509 certificate to
authenticate itself followed by a Certificate Request message if the server expects the
client to authenticate.

Fig. 5. The DTLS protocol
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The ServerHelloDone message terminates the flight 4. The Finished messages in
flights 5 and 6 conclude the handshake. The half of the pre-master secret is encrypted
with the server’s public RSA key from the server’s certificate and sends it in ClientKey
Exchange message. The other half of the pre-master secret was transmitted unprotected
in the ServerHello message. After that, the keying material is derived from the pre-
master secret. The changeCipherSpec message shows that all following messages sends
by client are encrypted with the keying material. The Finished message indicates that
both client and server are functioned with the same, unaltered, handshake data. Finally,
the server terminates the handshake by sends its own ChangeCiperSpec and Finished
message DTLS protocol is used by COAP to assure the secure transport of data.
However, for WSN, the applicability of DTLS is heavy. Therefore, numerous solutions
are proposed to mitigate the overhead of this protocol.

In Kothmayr et al. (2012), they introduced the first fully implemented two way
authentication security scheme for IoT, based on existing Internet standards, the
Datagram Transport Layer Security (DTLS) protocol. Kothmayr et al. proposed the
implementation of DTLS on sensor using hardware assistance. This solution assumes
that each sensor is equipped with a TPM (Trusted Platform Module). A TPM is
embedded chip that give a secured cryptographic keys and sealed storage as well as
hardware support for cryptographic algorithms. The DTLS handshake is realized
between a sensor (equipped with TPM) and a subscriber (external entity). Both peers
exchange their X.509 certificate contained RSA keys signed by CA to initiate the
authentication phase. This solution assures a high security level and provides message
integrity, confidentiality and authenticity but necessitate additional hardware.

In Raza et al. (2012a, b, 2013a, b) the authors proposed a 6LoWPAN compression
(6LoWPAN_NHC (Hui and Thubert 2011)) for DTLS headers. The Compression
covers the following sub-protocols: record, basic, Client Hello and Server Hello
messages in handshake protocol. This solution assures a secure communication using
DTLS compressed between the internet host and sensor nodes in the 6LoWPAN
network. In addition, it reduces the consumption of energy.

Hummen et al. (2013) proposed a solution that reduces the overhead of the DTLS
handshake on node. The DTLS handshake procedure requires 15 message exchanges
for establish a session key; necessitate also a high dynamic storage capability
(RAM) during the communication and more processing time for realizing crypto-
graphic tasks. In order to mitigate overhead of DTLS handshake, the authors proposed
to offloading all handshake procedures including All certificate related tasks to a
highly-resource entity, e.g. the gateway and only the session-state message is sent to
the constrained device. With this message, the session can be established between
them. This solution reduces effectively the communication overhead. However; the
rich-resource entity must be trusted.

Authors in Granjal et al. (2013) proposed an architecture supporting low-power
end-to-end transport-layer secure communications with mutual authentication using
ECC public-key cryptography for Internet integrated sensing applications through the
modification of DTLS. The main role in this architecture is played by the 6LoWPAN
Border Router (6LBR) which mediates the exchange message of DTLS handshake
protocol but it is transparent to peers of communication (6LoWPAN devices and the
Internet host). The border router intercepts and forwards packets at the transport-layer.
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From the side of internet, the traditional DTLS operates between the border router and
the internet host using ECC based certificate for authentication. From the side of
6LoWPAN network, the 6LBR uses the pre-shared key security mode for protect their
communication to the constrained sensing devices. In addition, the authors proposed an
authentication protocol inside the 6LoWPAN network inspired from Kerberos protocol
to protect internal communication against inside attack (Neuman and Ts’o 1994).
When, the authentication is successful, the 6LBR encrypts the pre-master key sent from
internet host to 6LBR in the Client Key Exchange message with secret session key
shared between the sensing devices and the 6LBR and sends it to sensing device. Then,
the sensing device calculates the materiel key. Actually, the end-to-end security is
enabled between the 6LoWPAN device and internet host.

Authors in Chavan and Nighot (2016) implemented a compressed DTLS protocol
with a raw public key mode in the constrained environment to establish secure com-
munication among devices throughCOAP, this workminimizes the energy consumption.

6.3.2 The Proposed Techniques for HIP Protocol
HIP (Host Identity Protocol) (Henderson et al. 2015; Moskowitz et al. 2008) protocol is
an alternative way to secure agreeing hosts; HIP separates the identity of a host from its
location. HIP offers the end-to-end encryption and protection against certain DoS
attacks, restores the end-to-end host identification in the presence of several addressing
domains separated by Network Address Translation (NAT) devices, allows host
mobility and ensures anonymous locations for end users, which is generally highly
recommended in the majority of the applications of the Internet of things (IoT).

HIP defines a security handshake mechanism called Base Exchange (HIP-BEX).
The HIP Base Exchange is a two-party cryptographic protocol used to establish
communications context between hosts. The first party is called the Initiator and the
second party the Responder. Only four messages are needed for realize the key
negotiation (I1, R1, I2, R2). The message I1 initiates the exchange message. It contains
the initiator and responder identities (HITI, HITR). Upon reception of I1, the responder
sends a (possibly pre-computed) message R1 composed of a puzzle, its Diffie-Hellman
public value, its public key (or Host Identifier) and a signature. Then, the initiator
responses with an I2 message that included the puzzle solution (so as to prevent DoS
attacks), its own Diffie-Hellman public value, its own (possibly encrypted) public key
and a signature. At this stage, the initiator and the responder are able to compute the
Diffie-Hellman shared key and derive the master key. Finally, the responder sends R2
message that finalizes the exchange message, contained a HMAC computed using the
DH shared key, and a signature. HIP-BEX mechanism involves heavy asymmetric
cryptographic operations and for this reason, it cannot be supported as it is by con-
strained sensor nodes. Therefore, several solutions have been proposed to lighten HIP
and, make it more adapted (see Fig. 6).

In order to mitigate the complexity of cryptographic computations, the authors in
Moskowitz (2011) introduced an HIP-DEX (Host Identity Protocol Diet Exchange)
protocol, it is based on DH protocol to generate a session key between two entities but
it removing all digital signatures and implements a static ECDH (Elliptic Curve Diffie-
Hellman) to encrypt the session key, this protocol keeps the minimum level of security
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by defined only a smallest set of cryptographic primitives (e.g. AES-CBC instead of
cryptographic hash functions).

Hummen et al. (2013) proposed a variant of HIP-DEX protocol that used a session
resumption mechanism as in TLS (Badra 2009). With this mechanism, the constrained
node performs the expensive operations once and maintains session-state for reau-
thentication and reestablishment of a secure channel.

The authors in Saied and Olivereau (2012) introduced a Lightweight HIP (LHIP) is
a variant of HIP, that is characterized by the minimal degree of security. That means,
no Diffie-Hellman key is computed, and no secure IPsec tunnel is set up after the
exchange. But only a hash chains are used to cryptographically attach successive
messages with each other. LHIP protocol is poor in terms of security mechanisms as
the mutual authentication and key exchange.

Saied and Olivereau in Heer (2007) presented a Distributed HIP Exchange (D-HIP)
protocol inspired from HIP-BEX (Moskowitz et al. 2008). This approach based on
distributed the two modular exponentiation operations of DH protocol to the proxy
nodes. Thereby, the constrained node enabling to establish a session key with the
server. For authorization and authentication of the involved proxies, a one-way hash
functions are performed. Each proxy calculates the part Ki of session key K, in a
parallel fashion, and sends it to external entity. When the external entity receives all the
part Ki, it recalculates the final secret key. A major advantage of this approach is the
delegation of all expensive computation tasks to the proxy nodes; this is permitted to
keeps the life of constrained nodes. However, the communication cost is considerable
and packet lost during communication can happen at any time.

Fig. 6. HIP BEX protocol
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6.3.3 The Proposed Techniques for IPsec/IKE Protocol
The Internet Key Exchange (IKE) protocol, described in RFC 2409 (Kaufman 2005), is
a key management protocol standard which is used in conjunction with the IPs standard
to establish a secure channel between two parties and enable them to mutually
authenticate each other. IPsec can be configured without IKE, but IKE enhances IPsec
by providing additional features, flexibility, and ease of configuration for the IPsec
standard. All IKE messages are in the form of request-response pairs. An IKE trans-
action consists of two required request/response exchanges. The first exchange is
IKE_SA_INIT that negotiates the security policies as cryptographic algorithms (SAi1,
SAr1), exchanges nonces (Ni, Nr) and performs the Diffie-Hellman exchange to
establish a master key Km between the two entities communicates. The second
request/response exchange (IKE_AUTH) authenticates the previous messages.

The identities of both sides are authenticated, and a simple IPsec SA, called a child
SA, is established (see Fig. 7).

The IP-based-WSN or 6LoWPAN is characterized by the resources constraints and
limited energy source. for this reason, the adoption of network-layer security approaches
as IPSec and IKE in 6LoWPAN environments is the major problem which is discussed
in previous contributions like (Riaz et al. 2009; Shelby and Bormann 2011) where the
authors explain that the appropriate design for security mechanism must be compatible
with the 6LoWPAN adaptation layer and is satisfied from the point of view of security
properties such as confidentiality, integrity, authentication and non-repudiation.

Fig. 7. Basic Internet Key Exchange (Establishment of a simple SA)
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The authors in (Shelby and Bormann 2011) proposed the 6LoWPAN compression
for IPsec’s sub-protocols AH (Authentication Header) (Kent 2005b) and SP (Encap-
sulating Security Payload) (Kent 2005a) for IoT security. The experimental evaluation
of this proposal and its comparison against IEEE 802.15.4 link-layer security is
described in Raza et al. (2014).

The Authors in Raza et al. (2012a, b) gave the 6LoWPAN compression for IKE
headers in order to reduce the communication and computational cost resulting from
the complex asymmetric cryptographic operations of IKE protocol. However, the
authors are not evaluated the proposed scheme with others scheme like IP-sec for
optimal result.

6.4 Intrusion Detection Systems

As mentioned earlier, the sensor nodes in the IoT are exposed to wireless attacks from
the internet and WSN. So, Several IDSs have been proposed for IP-based WSNs in the
literature. In our taxonomy, we group the proposed IDS according to the attack
detected:

6.4.1 Routing Attacks
In addition to attack originating from the Internet, 6LoWPAN networks are exposed to
most of the available attacks against WSNs (Karlof and Wagner 2003). The routing
protocol standardized for the 6LoWPAN environment is RPL. This protocol as any
vector protocol, is vulnerable to several attacks like sinkhole, selective-forwarding,
wormhole attack…etc.

Regarding to select-forward attack which disrupts the path routing, malicious node
forwards messages selectively. That means, it may refuse certain messages and simply
drop them. This attack has damage effect when coupled with other attacks, for example,
sinkhole attacks.

• In sinkhole attack, malicious node attracts its neighbors to forward its messages
through it. It advertises itself to surrounding nodes as an optimal routing path. That
means it presents a better rank to choosing it as a preferred parent.

• A wormhole is an out of band connection or high transmission between two nodes
using wireless links. The packet transmissions between them are performed with
high throughput and lower latency than those which is sent between the same pair
of nodes over normal multi-hop routing. This attack has more dangerous effect, if it
couple with other attack like sinkhole attack. Figure 8 illustrates the routing attacks;
a) the selective-forwarding attack, b) Sinkhole attack, c) Wormhole attack.

In this section, we present the sub-category of proposed IDSs given in the literature
that are protected the network from effect of these routings attacks.

Raza et al. (2013a, b) proposed a novel host based Intrusion detection system for
IoT running on RPL that cope with different attacks, including sinkhole, selective
forwarding and Sybil. Two centralized modules are defined in SVELTE, the first is
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6Mapper which reconstruct the RPL topology with IDS parameters, and the second is a
mini-firewall which protects the network against outside attacks. They implemented the
proposed model in the Contiki operating system. Its simulations showed that its IDS
has a suitable for the constrained nodes and is capable to detect most of malicious
nodes that launch sinkhole and/or selective-forwarding attacks.

Cervantes et al. (2015) proposed an INTI system (Intrusion detection of Sink-hole
attacks on 6LoWPAN for Internet of Things); this system identified sinkhole attack in
IoT and reduces adverse effects resulting from IDS systems generally. It combines
many strategies like watchdog, reputation and trust in analysis the node behavior.
The INTI classifies the nodes as leader, associated or member nodes, composing a
hierarchical structure. The role of each node does not fixated but can be changed over
time due to the network reconfiguration or an attack event. Then, each node monitors a
superior node by estimating it’s inbound and outbound traffic. When a node detects an
attack, an alarm message is broadcasted by it to the other nodes. So, the attacker is
isolated. The simulation results showed the INTI performances and its capability in
terms of attack detection rate. However, the authors did not discuss the effect of this
solution on low capacity nodes.

Pongle and Chavan (2015) presented an IDS enabled to detect wormhole attacks in
IoT devices. The authors depend on set of indicators to detect the presence of
wormhole attack on the system, for example, a high number of control packets are
exchanged between the two ends of the tunnel, or a high number of neighbors get
formed after a successful attack. Using this logic, the authors proposed IDS based on
three algorithms to detect such anomalies in the network. According to their experi-
mentation, the system achieved a true positive rate of 94% for wormhole detection and
87% for detecting both the attacker and the attack. More than that, their IDS is suitable
to IoT in term of power and memory consumption. However, no comparison with other
research in the literature.

(a) A screenshot of select-forward attack (b) A screenshot of sinkhole at- (c)  The  screenshot  of  wormhole  attack
tack launched by node 6 in DODAG launched by nodes 7, 11.

Fig. 8. The most dangerous Routing attacks for 6LoWPAN network
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Wallgren et al. (2013) proposed a centralized approach in which the IDS is located
in the border router. The proposed solution detects an attack within the physical
domain. At regular intervals, the border router monitors all nodes by sending ICMPv6
echo requests and expecting the responses to detect unauthorized action from an attacks
or availability issues. The experimental result shows that the proposed solution does
not required allocation additional memory to nodes. Therefore, the overhead of net-
work energy is minimal.

Le et al. (2016) grouped the network into small group called clusters. Each cluster
has a same number of nodes and has a cluster head, which is a node that is able to
communicate directly with all the cluster members. The proposed IDS instance is
placed in each cluster head which monitors the cluster members by sniffing their
communication. Cluster members should be reporting related information about itself
and other neighbors to the cluster head. According to authors, this IDS is lightweight
because the cluster head might be a more powerful node.

Bostani and Sheikhan (2017) proposed a real-time Hybrid of anomaly-based and
specification-based IDS for Internet of Things using unsupervised OPF based on
MapReduce approach. Their solution based on hybridization between local detection of
specification based on agent placed in router nodes and global detection of anomaly
detection based agent located in border router. At each time slot, each router node
monitors its parents to detect the sinkhole attack and monitors its children to detect the
select-forwarding attack through specification model based on preferred parent for
sinkhole attack and packet dropper rate for selective-forwarding attack, then, it sends
the list of suspect nodes to border router. This latter selects the real malicious nodes
from suspect nodes through Optimum-Path Forest algorithm and voting algorithm.
Also, the authors investigate the extension of their model to wormhole attack. The
simulation result shows that the proposed solution has a high level of detection.

6.4.2 DoS Attacks
The 6LoWPAN network also is infected by the DoS attack (Denial of Service), this
attack consumes network resources, and prevents legitimate user to serve network
service requests. It can be coupled with other attacks such as selective-forwarding
attack in order to maximize its effect. In this section, we present the sub-category of the
proposed IDS that are addressed this attack in 6LoWPAN network.

Kasinathan et al. (2013) presented Denial of Service (DoS) attacks detection
architecture for 6LoWPAN network. The authors integrated a signature-based IDS into
the network framework developed within ebbits project (European project 2016). The
protection manager analyzes the information like channel interference rate and packet
dropping rate to detect attack after receiving alert from IDS. The proposed architecture
was designed to allow the IDS deployment on a dedicated Linux host, avoiding
problems related to low capacity nodes.

Misra et al. (2011) presented an approach to protect IoT middleware from DDoS
(Distributed Denial of Service) attacks. The solution suggests specifying the maximum
capacity of each middleware layer, when the number of requests to a layer exceeds the
specified threshold, the system generates an alert.
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Lee et al. (2014) proposed an IDS based on energy consumption level of node.
They proposed model of regular energy consumption for mesh-under routing scheme
and route-over routing scheme. Then, for each rate of 0.5 s, the node calculates its
energy value. If the consumption energy of node deviates from the threshold value, the
IDS classifies the node as malicious and removes it from the route table in 6LoWPAN.
However, no false positive rate, no negative rate presented from the authors.

6.4.3 Other Attacks
This sub-category is about the IDS that intended for other attacks as RC intrusion, etc.,
in this section, we present these IDSs:

Thanigaivelan et al. (2016) briefly introduced a distributed internal anomaly
detection system for IoT. Their IDS based on discrepancies in the network, monitoring
the characteristics of one-hop neighbor nodes such as packet size and data rate to look
any deviation. According to this monitoring, the system builds the normal behavior.
However, unclear how the detection algorithm would work on IoT low capacity nodes.

Amaral et al. (2014) proposed the specification-based IDS, which is hosted by
selected nodes called watchdog that allows to use a set of rules created by the network
administrator for attack detection. When one of these rules is violated, the IDS sends an
alert to the Event Management System (EMS). This later runs on a node whit high
resource to correlate the alerts for different nodes in the network.

Zhang et al. (2015) presented the vulnerability of internal intrusions on self-
organizing of RPL mechanisms, showed a new RPL internal intrusion called RC
intrusion and evaluated the threat of a type RC intrusion. They introduced a design IDS
including IDS detection methodology, system architecture, detection data and intrusion
response that allows the defense against a type RC intrusion.

7 Evaluation of Security Mechanisms for 6LoWPAN
Network in IoT Context

In this section, we conduct a classification of IDS proposed in the literature and
classification of end-to-end security mechanisms for IoT context. For end-to-end
security mechanisms, every work was classified according to following attributes: basic
protocol, operational layer, adaptation cost, distribution, authentication, overhead,
resilience, scalability, extensibility, communication cost, computation cost (see
Table 1). For IDS proposals, each work was classified regarding the following Attri-
butes: number for attack detected, IDS modules position, methods detection, attack
type. The Table 1 summarizes the proposed end-to-end mechanisms for IoT and the
Table 2 recaps the IDS proposals for IoT (see Table 2) according to different metric.

Where +, − denote respectively: supported, not supported in Distribution,
Authentication, Resilience, Scalability and Extensibility metrics and denote respec-
tively: Important, Low in Overhead, communication cost, computation cost and
adaptation cost metrics.
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8 Discussion, Open Issue, Future Research Direction

After classifying articles between articles for end-to-end security mechanisms and
articles for intrusion detection systems for 6LoWPAN networks in the IoT context, we
observe that these works do not explain the weak and strong points for each propo-
sition, do not give any idea around the possibility of investigating these approaches in
very specific fields of application of IoT, except some works like [38]. In the end-to-
end security mechanisms, the research is essentially based on the three protocols: IKE,
HIP, DTLS, to be adapted to the needs of IoT. But they do not give an idea about the
possibility of parallel security in the network layer by IKE or HIP and the transport
layer by DTLS. Is that if possible or not for an environment like the 6LoWPAN
network. If one concentrates on the DTLS protocol as a functional protocol in the IoT
domain, we observe that no work explains how to use this protocol within the
6LoWPAN network or between two 6LoWPAN networks in a different environment.
Also, what is the closest owner among the approaches proposed for this protocol,
which really meets the requirements of this new concept? All these questions and
others open the door for further work in the future. Returning to works on intrusion
detection systems, these works propose different methods for detecting between

Table 2. The comparison of different proposed IDSs

Methods Numbers of
detected attack

IDS
modules
position

Detection
methods

Attack
type

Raza et al. [31] Multiple Hybrid Routing
attack

Cervantes et al. [5] Single Distributed Hybrid Routing
attack

Pongle and Chavan [27] Single Hybrid Specification Routing
attack

Wallgren et al. [40] Single Centralized Routing
attack

Le et al. [19] Multiple Hybrid Specification Routing
attack

Hamid Bostani and
Mansour Sheikhan [4]

Multiple Hybrid Specification
and anomaly

Routing
attack

Kasinathan et al. [17] Single Centralized Signature Dos
attack

Misra et al. [22] Single Specification Dos
attack

Lee et al. [20] Single Distributed Anomaly Dos
attack

Thanigaivelan et al. [39] Distributed Anomaly
Amaral et al. [2] Hybrid Specification
Zhang et al. [42] Single Hybrid
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specification-based detection, anomaly-based detection, and signature-based detection,
but there are no a consensus on the most appropriate method for IoT in terms of energy
consumption and the most strategic location for IDS. Therefore, researchers need to do
other experiments and tests to clearly clarify the strengths and weaknesses in each
detection method under real conditions in the IoT environment. These experiments will
deal with the following IDS characteristics: Attack Detection Accuracy, Signaling
Speed, and Power Consumption. On the other hand, it is the extensibility of the
detection system modules. These proposed works focuse on certain types of attacks
such as routing attacks, DOS attacks. And as a conclusion, the future security mech-
anisms for 6LoWPANs networks must adapt to the application domains requirements
where will be applied.

9 Conclusion

When a physical object of our life transmits and receives data on the internet, it can be
dangerous on our private life. To protect our lives and also to put our intelligent lives,
we need security mechanisms for the IoT system. Several works have appeared in this
area. In this paper, we try to present a Survey around the security works that are
proposed for IoT. In our Survey, we propose a classification of these researches that
based on security protocols like DTLS, HIP and IKE for the outward security of
6LoWPAN network and detected attacks like routing attacks, DoS attacks for intrusion
detection systems inside 6LoWPAN. We observe that this area of research remains at
the beginning, several points is not studied whether it is for end-to-end security
mechanisms like the end-to-end security between two networks 6LoWPAN, or for the
IDS as the proposal of the IDS specifically for each IoT application area.

Finally, as a search for the future, researchers must focus on IoT’s application areas
and their need for IDS, address other types of attacks especially new attacks, and try to
augment the detection rate.

References

Airehrour, D., Gutierrez, J., Ray, S.K.: Secure routing for internet of things: a survey. J. Netw.
Comput. Appl. 66, 198–213 (2016)

Amaral, J.P., Oliveira, L.M., Rodrigues, J.J., Han, G., Shu, L.: Policy and network-based
intrusion detection system for IPv6-enabled wireless sensor networks. In: 2014 IEEE
International Conference on Communications (ICC), pp. 1796–1801. IEEE (2014)

Badra, M.: Pre-shared key cipher suites for transport layer security (TLS) with SHA-256/384 and
AES Galois Counter Mode (2009)

Bostani, H., Sheikhan, M.: Hybrid of anomaly-based and specification-based IDS for Internet of
Things using unsupervised OPF based on MapReduce approach. Comput. Commun. 98, 52–
71 (2017)

Cervantes, C., Poplade, D., Nogueira, M., Santos A.: Detection of sinkhole attacks for supporting
secure routing on 6LoWPAN for Internet of Things. In: 2015 IFIP/IEEE International
Symposium on Integrated Network Management (IM), pp. 606–611. IEEE (2015)

Security Mechanisms for 6LoWPAN Network 67



Chavan, A.A., Nighot, M.K.: Secure and cost-effective application layer protocol with
authentication interoperability for IOT. Procedia Comput. Sci. 78, 646–651 (2016)

Garcia-Morchon, O., Kumar, S., Struik, R., Keoh, S., Hummen, R.: Security considerations in the
IP-based Internet of Things (2013)

Granjal, J., Monteiro, E., Silva, J.S.: End-to-end transport-layer security for Internet-integrated
sensing applications with mutual and delegated ECC public-key authentication. In: IFIP
Networking Conference, 2013, pp. 1–9. IEEE (2013)

Heer, T.: LHIP lightweight authentication extension for HIP, draft-heer-hip-lhip-00 (IETF work
in progress), February (2007)

Henderson, T., Heer, T., Jokela, P., Moskowitz, R.: Host identity protocol version 2 (HIPv2)
(2015)

Hui, J., Thubert, P.: Compression format for IPv6 datagrams over IEEE 802.15. 4-based
networks (2011)

Hummen, R., Wirtz, H., Ziegeldorf, J.H., Hiller, J., Wehrle, K.: Tailoring end-to-end IP security
protocols to the Internet of Things. In: 2013 21st IEEE International Conference on Network
Protocols (ICNP), pp. 1–10. IEEE (2013)

Karlof, C., Wagner, D.: Secure routing in wireless sensor networks: attacks and countermeasures.
In: Proceedings of the First IEEE. 2003 IEEE International Workshop on Sensor Network
Protocols and Applications, 2003, pp. 113–127. IEEE (2003)

Kasinathan, P., Pastrone, C., Spirito, M.A., Vinkovits, M.: Denial-of-Service detection in
6LoWPAN based Internet of Things. In: 2013 IEEE 9th International Conference on Wireless
and Mobile Computing, Networking and Communications (WiMob), pp. 600–607. IEEE
(2013)

Kaufman, C.: Internet key exchange (IKEv2) protocol. Report no. 2070–1721 (2005)
Kent, S. IP encapsulating security payload (ESP). Report no. 2070–1721 (2005a)
Kent, S.: RFC 4302: IP Authentication Header (AH). In: Request for Comments, IETF (2005b)
Kothmayr, T., Schmitt, C., Hu, W., Brünig, M., Carle, G.: A DTLS based end-to-end security

architecture for the Internet of Things with two-way authentication. In: 2012 IEEE 37th
Conference on Local Computer Networks Workshops (LCN Workshops), pp. 956–963. IEEE
(2012)

Le, A., Loo, J., Chai, K.K., Aiash, M.: A specification-based IDS for detecting attacks on RPL-
based network topology. Information 7(2), 25 (2016)

Lee, T.-H., Wen, C.-H., Chang, L.-H., Chiang, H.-S., Hsieh, M.-C.: A lightweight intrusion
detection scheme based on energy consumption analysis in 6LowPAN. In: Advanced
Technologies, Embedded and Multimedia for Human-centric Computing, pp. 1205–1213.
Springer (2014)

Miorandi, D., Sicari, S., De Pellegrini, F., Chlamtac, I.: Internet of things: vision, applications
and research challenges. Ad Hoc Netw. 10(7), 1497–1516 (2012)

Misra, S., Krishna, P.V., Agarwal, H., Saxena, A., Obaidat, M.S.: A learning automata based
solution for preventing distributed denial of service in Internet of things. In: Internet of Things
(iThings/CPSCom), 2011 International Conference on and 4th International Conference on
Cyber, Physical and Social Computing, pp. 114–122. IEEE (2011)

Moskowitz, R.: HIP Diet EXchange (DEX): draft-moskowitz-hip-rg-dex-05. Internet Engineer-
ing Task Force, Status: Work in progress. Technical report (2011)

Moskowitz, R., Nikander, P., Jokela, P., Henderson, T.: Host Identity Protocol (2008)
Neuman, B.C., Ts’o, T.: Kerberos: an authentication service for computer networks. IEEE

Commun. Mag. 32(9), 33–38 (1994)
Nguyen, K.T., Laurent, M., Oualha, N.: Survey on secure communication protocols for the

Internet of Things. Ad Hoc Netw. 32, 17–31 (2015)

68 Y. Benslimane et al.



Pongle, P., Chavan, G.: Real time intrusion and wormhole attack detection in internet of things.
Int. J. Comput. Appl. 121(9) (2015)

Raza, S., Duquennoy, S., Chung, T., Yazar, D., Voigt, T., Roedig, U.: Securing communication
in 6LoWPAN with compressed IPsec. In: 2011 International Conference on Distributed
Computing in Sensor Systems and Workshops (DCOSS), pp. 1–8. IEEE (2011)

Raza, S., Duquennoy, S., Höglund, J., Roedig, U., Voigt, T.: Secure communication for the
Internet of Things—a comparison of link-layer security and IPsec for 6LoWPAN. Secur.
Commun. Netw. 7(12), 2654–2668 (2014)

Raza, S., Shafagh, H., Hewage, K., Hummen, R., Voigt, T.: Lithe: lightweight secure CoAP for
the internet of things. IEEE Sens. J. 13(10), 3711–3720 (2013a)

Raza, S., Trabalza, D., Voigt, T.: 6LoWPAN compressed DTLS for CoAP. In: 2012 IEEE 8th
International Conference on Distributed Computing in Sensor Systems (DCOSS), pp. 287–
289. IEEE (2012)

Raza, S., Voigt, T., Jutvik, V.: Lightweight IKEv2: a key management solution for both the
compressed IPsec and the IEEE 802.15. 4 security. In: Proceedings of the IETF Workshop on
Smart Object Security, vol. 23 (2012)

Raza, S., Wallgren, L., Voigt, T.: SVELTE: real-time intrusion detection in the Internet of
Things. Ad Hoc Netw. 11(8), 2661–2674 (2013b)

Rescorla, E., Modadugu, N.: Datagram transport layer security version 1.2 (2012)
Riaz, R., Kim, K.-H., Ahmed, H.F.: Security analysis survey and framework design for ip

connected lowpans. In: International Symposium on Autonomous Decentralized Systems,
2009. ISADS’09, pp. 1–6. IEEE (2009)

Roman, R., Alcaraz, C., Lopez, J., Sklavos, N.: Key management systems for sensor networks in
the context of the Internet of Things. Comput. Electr. Eng. 37(2), 147–159 (2011)

Saied, Y.B., Olivereau, A.: D-HIP: a distributed key exchange scheme for HIP-based Internet of
Things. In: 2012 IEEE International Symposium on a World of Wireless, Mobile and
Multimedia Networks (WoWMoM), pp. 1–7. IEEE (2012)

Shelby, Z., Bormann, C.: 6LoWPAN: The Wireless Embedded Internet, vol. 43. Wiley, New
York (2011)

Thanigaivelan, N.K., Nigussie, E., Kanth, R.K., Virtanen, S., Isoaho, J.: Distributed internal
anomaly detection system for Internet-of-Things. In: 2016 13th IEEE Annual Consumer
Communications and Networking Conference (CCNC), pp. 319–320. IEEE (2016)

Wallgren, L., Raza, S., Voigt, T.: Routing attacks and countermeasures in the RPL-based Internet
of Things. Int. J. Distrib. Sens. Netw. 9(8), 794326 (2013)

Zarpelão, B.B., Miani, R.S., Kawakani, C.T., de Alvarenga, S.C.: A survey of intrusion detection
in Internet of Things. J. Netw. Comput. Appl. (2017)

Zhang, L., Feng, G., Qin, S.: Intrusion detection system for RPL from routing choice intrusion.
In: 2015 IEEE International Conference on Communication Workshop (ICCW), pp. 2652–
2658. IEEE (2015)

Security Mechanisms for 6LoWPAN Network 69



Multi-biometric Template Protection:
An Overview

Fatima Bedad(&) and Réda Adjoudj

Evolutionary Engineering and Distributed Information Systems Laboratory,
EEDIS–Computer Science Department, University of Sidi Bel-Abbès,

Sidi Bel-Abbès, Algeria
bedad_fatima2006@yahoo.fr, AdjReda@yahoo.fr

Abstract. Today, biometrics is a research field in full expansion, several
identification and verification systems are now being developed, however their
performance is inadequate to meet the growing needs of security. The use of a
single biometric modality decreases, in most cases, the reliability of these sys-
tems, which prompted us to combine several modality. This article provides a
complementary aspect to the improved performance of biometric systems namely
the protection of privacy. Techniques have been proposed in the last decade on
the biometric template protection. Include BioHashing that wants a generaliza-
tion of biometrics a hash function to protect the biometric data. The main
objective is the protection of privacy. This paper presents state of the art specific
algorithms, which are illustrated with recent work by researchers in this field.

Keywords: Multi-biometrics � Protection of privacy � Biometric cryptosystems
Revocable biometrics � BioHashing

1 Introduction

Literally, biometrics is a science that measures the characteristics of living things. In
few years, biometrics refers more specifically to the identification or identity verifi-
cation of individuals based on morphological data (face, fingerprint, iris…) or
behavioral (voice, dynamic signature, keystroke dynamics…). It represents a simple
and ergonomic way of identifying with what we are, as opposed to what one knows
(password, PIN…) that you have (USB key, smart card, we generally speak of token),
or how we do certain things (dynamic signature, keystroke dynamics). Many biometric
applications have been developed include the electronic passport identity check, access
control to secure buildings, or the fingerprint sensors present on newer laptops and
smartphones.

In general, any use of a biometric system requires two phases:

• An enrollment phase, where the biometric data (fingerprint, face, iris, …) are
captured, modeled (to build the reference biometric of the individual) and stored;

• A verification phase of comparing the new capture with the reference of the alleged
individual.
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Each biometric feature has its advantages and disadvantages. Using a single
modality sometimes involves some inconveniences which must be faced-off as bad data
quality, non-universality of the selected characteristic, the poor results and the possi-
bility of identity theft. That is why more and more research focuses on the merger of
several sources of biometric information: multimodal biometrics helps alleviate some
disadvantages of single modality, but mostly to increase performance (Rathgeb et al.
2015).

Despite the advantages of biometric systems over traditional systems, they are
vulnerable to specific attacks that can significantly degrade their functionality and the
value of deploying such systems. Thus, the safety assessment of biometric systems has
become essential to ensure the operability of these systems.

The performance of a biometric system is commonly described by its False
Acceptance Rate (FAR) and False Rejection Rate (FRR). The two measurements can
be controlled by adjusting a threshold, but it is not possible to exploit this threshold
simultaneously reducing FAR and FRR. FAR and FRR must be traded-off, as reducing
FAR increases FRR and vice versa. Another index of performance is Equal Error Rate
(EER) defined as the point where FAR and FRR are equal. A perfect system would
have zero EER.

The biometric templates protection program that are commonly classified as -
biometric cryptosystems and the revocable biometrics are designed to meet the four
following properties (Kanade et al. 2010): (Diversity): secure model should not allow
cross-match on databases, ensuring user privacy; (Révocability): it should be simple to
revoke a compromised model and restart a new model based on the same biometric
data; (Irréversibility): it must be difficult to obtain the calculations of original biometric
template from the secure model. This property prevents an opponent to create a
physical parody of the biometric feature from a stolen model; (Performance): the
biometric template protection program should not degrade the recognition performance
(FAR and FRR) of the biometric system.

This paper is organized as follows. Section 2 describes the general of Template
protection, we present general principle of biometric cryptosystems and its work
variations and we present the general principle of revocable biometrics and the tech-
nical BioHashing. In Sect. 3, describes the multi-biometric template protection and
their related work then present a conclusion and discuss our work perspectives.

2 Template Protection

Biometric template protection technologies offer significant advantages to enhance the
privacy and security of biometric systems, providing reliable biometric authentication
at a high security level.

Biometric template protection schemes are commonly categorized as (A) biometric
cryptosystems (also referred to as helper data-based schemes) and (B) cancelable
biometrics (also referred to as feature transformation).
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2.1 Biometric Cryptosystems (BCS)

The first approach to protect a biometric template is using a biometric cryptosystem. In
a typical biometric cryptosystem, an external key is associated with the biometric data
to obtain the so called secure sketch that does not reveal any information about the
biometric template. During authentication, the query is used to recover the original
biometric template from the secure sketch and the exact recovery of the original bio-
metric data is verified to authenticate a user. In addition to hiding the biometric data, a
biometric cryptosystem also serves as a mechanism to secure a key used in another
cryptosystem. Note that key management is one of the most crucial issues related to a
typical cryptographic design.

Fuzzy commitment (Feng and Choong Wah 2002) and fuzzy vault (Chavan and
Gawande 2015) are two of the more practical biometric cryptosystems that can be used
to secure biometric templates represented in the form of a binary vector and a set of
points, respectively. A fuzzy commitment works on the basis of using an error cor-
recting code to account for the difference between the template and query represented
in the form of a binary string. Here, the secure sketch consists of the difference between
a codeword obtained from a key and the binary biometric template and, during
authentication, the sketch is added to the query to obtain a corrupted version of the
codeword which can be easily decoded to recover the key.

2.2 Cancelable Biometrics

In 2001, (Ratha et al. 2001) proposed to change views on the secure storage of bio-
metric templates. Instead of trying to derive cryptographic elements from biometrics,
they suggest to directly distort the templates in the biometric space.

The cancelable biometrics (CB) approach consists in doing the verification using a
biometric matcher. The principle is to replace a biometric template by a revocable one,
through a kind of one-way transformation.

A cancelable biometrics system is defined through a family of distortion functions
F = {fi}i. The functions fi: B ! B transform a biometric template b into another bio-
metric template fi (b).

Two main categories of revocable biometrics are distinguished:

(a) Non-invertible Transforms: In these approaches, biometric data are transformed
applying a non-invertible function. In order to provide updatable templates,
parameters of the applied transforms are modified. The advantage of applying non-
invertible transforms is that potential impostors are not able to reconstruct the
whole biometric data even if transforms are compromised. However, applying non-
invertible transforms mostly implies a loss of accuracy. Performance decrease is
caused by the fact that transformed biometric templates are difficult to align (like in
BCS) in order to perform a proper comparison and, in addition, information is
reduced.

First approaches to non-invertible transforms, which have been applied to face and
fingerprints, include block-permutation and surface-folding. Diverse proposals
(Hämmerle-Uhl et al. 2009) have shown that recognition performance decreases
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noticeably compared to original biometric systems. Additionally, it is doubtable if
sample images of transformed biometric images are non-invertible.

(b) BioHashing: The pioneering article is Article Ratha (Rathgeb and Busch 2014),
which presents the general principle of BioHashing. This method distorts the
biometric signal with a selected transformation function. Revocability is guaran-
teed because when transformed data is compromised, simply change the trans-
formation function. Diversity is also ensured by the choice of different functions
for different applications. However, finding such functions is not easy. In fact,
besides the non-invertibility, these functions must exhibit two essential properties:
intra-class robustness (that is to say, a robustness vis-à-vis variations of biometric
data of an individual) and an inter-class sensitivity (one must be able to distinguish
between two different individuals).

Processing allows issuing different models of a person for different applications
using different processing parameters. Thus, the models can not be matched in the
database for the protection of privacy. In addition, if it is found that the model is
compromised, it can be canceled and a new model can be initiated using the same
biometric feature. This ability to change the model and issue a new one called
revocability.

Rathgeb and Busch (2014) proposed three different transformations for fingerprints
(Cartesian, polar and functional). These transformations are unidirectional transfor-
mations in a manner that is not possible (or practically possible) to obtain biometric
data from the original transformed data.

However, the focus in this article on revocable biometric system belongs to this
class of systems using transformation functions: it is the BioHashing. This is a dual
mechanism authenticator (the biometric data and a random key), one of the strengths is
to increase the entropy of biometrics with the secret key stored on a token. The
biometric data after processing is called BioCode. This BioCode depends on biometric
data and external data (key) and may not be reproduced without the simultaneous
presentation of these data. Tokens avoid the problem of replay attack using a dynamic
mechanism.

The first work on the BioHashing was presented in 2003 in Goh and Ngo (2003)
from face recognition. This technique was later applied to other biometric data: fin-
gerprints (Rathgeb et al. 2015). Further work on the principle applied to BioHashing
fingerprints was presented in Ratha et al. (2007), where a representative vector of the
fingerprint image is derived using a filter of Gabor.

3 Multi-biometric Template Protection

The major goal of research in the area of multi-biometric template protection is to
generate an industrial projects are presented on generic framework. The system should
be capable of incorporating n templates, without the necessity to follow specific fusion
levels for their representation, (k representations could be involved). The process is
continued with a common representation and then the generic system is applied for the
protection of the template (Fig. 1). In a fusion module a common representation of
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feature vectors is established and feature vectors are combined in a sensible manner.
Subsequently, an adequate template protection scheme is applied to protect the multi-
biometric template. Focusing on a generic fusion of multiple biometric templates in a
template protection system several issues evolve (Rathgeb and Busch 2012).

Figure 1 shows the framework of a generic multi-biometric template protection at
feature level (Rathgeb and Busch 2012).

Different techniques have been proposed, the paper wrote by Kanade et al. (2010)
proposed an approach to combine multi-biometrics with cryptography for obtaining
high entropy keys, and propose a novel method of Feature Level Fusion through
Weighted Error Correction (FeaLingECc). With this method, different weights can be
applied to different biometric data. The shooing scheme, which we applied earlier to the
biometric data, is used in this system to randomize the error correcting codes data
which helps make the system more secure. Two systems are proposed: (1) a multi-unit
type system, and (2) a multimodal type system. Information from the left and right iris
of a person is combined in the multi-unit type system to obtain long and high entropy
crypto-bio keys. The second scheme is a multi-modal biometrics based system in which
information from iris and face is combined. For the two-iris tests, we can obtain 147-bit
keys having 147-bit entropy with 0% FAR and 0.18% FRR. And with multi-modal
system (iris + face) we can obtain 210-bit keys having 183-bit entropy at 0.91% FRR
and 0% FAR.

In 2010 (Argyropoulos et al. 2010) presented a framework for biometric template
security in multimodal biometric authentication systems based on error correcting
codes. This method binds the biometric template in a cryptographic key and SVM
method where face and gait biometrics are employed un this method. The resultant
operation point EER = 3.05% and EER = 2.54% for SVM method.

(Kelkboom et al. 2009) described the application of the protected template from
two 3D recognition algorithms (multi-algorithm fusion) at feature-, score-, and
decision-level. The authors show that fusion can be applied at the known fusion-levels
with the template protection technique known as the Helper-Data System

Fig. 1. A framework of a generic multi-biometric template protection at feature level (Rathgeb
and Busch 2012)
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In 2012 (Yang et al. 2012) presented an evaluation of decision level fusion results
of fingerprint minutiae based pseudonymous identifiers generated by three biometric
template protection algorithms developed in the European research project TURBINE.
There are eight different fusion scenarios covering multiple samples, algorithms, sen-
sors, instances, and their combinations in our tests. On the binary decision level, and
evaluate their biometric performance and fusion efficiency on a multi-sensor fingerprint
database with 71,994 samples. The resultant fusion operation point (FAR = 0.0012;
FRR = 0.0703).

In the same year (Shanthini and Swamynathan 2012), proposed system the mes-
sages communicated between the users are encrypted by the cancellable cryptographic
key generated from fingerprint features of the receiver by applying genetic operators
and are embedded inside the scrambled face biometrics of the sender using
steganography method. Fingerprint images and face images are chosen due to their
unique physiological traits. Genetic algorithms and steganography are taken into our
system. The method presented in this study remains as a preliminary approach to
realize biometric security in applications which need high security and is designed for
high security small group coalition operations and may not be suitable for enterprise
usage.

In 2015, Rathgeb et al. (2015) presented a generic feature level fusion of protected
templates, obtained from irreversible Bloom filter based transforms, and applied it to
face and iris samples. A detailed privacy analysis of the presented approach is given
and the experimental evaluation shows that the protected multi-biometric system
maintains the biometric performance (EER _ 0:4%) compared to the score level fusion
of the original unprotected systems. The privacy of the user is also increased: an
eventual attacker would have to try up to _ 2268 sequences in order to recover the
unprotected binary templates.

Kelkboom et al. (2009) presented a novel system for fingerprint privacy protection
by combining two fingerprints into a new identity. In the enrollment, two fingerprints
are captured from two different fingers. They extract the minutiae positions from one
fingerprint, the orientation from the other fingerprint, and the reference points from
both fingerprints. Based on this extracted information and their proposed coding
strategies, a combined minutiae template is generated and stored in a database. In the
authentication, the system requires two query fingerprints from the same two fingers
which are used in the enrollment. The combined fingerprint issues a new virtual
identity for two different fingerprints, which can be matched using minutiae based
fingerprint matching algorithms. This system is able to achieve a very low error rate
with FRR = 0.4% when FAR = 0.1%.

In the same year, (Wanjare and Tagalpallewar 2015) described from security point
of view, fingerprints and biological data in general constitute sensitive information that
has to be protected. The acquisition mode is responsible for acquiring fingerprint
image, face image, Speech signal for user who intends to access a system. The veri-
fication module consist of four stages fingerprint verification, face recognition, speaker
verification, decision fusion fingerprint verification. For the contribution to the above
subject an algorithm is developed on banking security. For this consider a bank using
biometric technology for its security purpose. The security is assured by using finger
scan, voice scan and hand geometry scan and by requesting the password given by the
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bank for a particular user when necessary. The disadvantages of this approach is
Reading always different: - Regardless of the method, extracted multibiometric data is
typically different every time - even for the same person (environment, age …).

Damasceno et al. (2015) proposed and evaluate a multi-privacy biometric protec-
tion scheme using set systems. Set systems, also known as multi-classifier systems or
fusion of experts. The multi-privacy scheme combines the use of multi-algorithm and
multiple protected biometric samples. Four cancellable transformations (Interpolation,
BioHashing, BioConvolving and Double Sum) were used to protect a behavioral
modality (TouchAnalytics). However, the authors using multiple matching algorithms
or similarly. The EER of Biohashing, 28.6% in the best case (BioCBioH). This
approach user inconvenience because the individual needs to present more than one
key to encode his biometric sample during user verification.

In 2016, (Ramachandra et al. 2016) In this work a multi-biometric template pro-
tected system is proposed, based on Bloom filers and binarized statistical image fea-
tures (BSIF). Features are extracted from face and both periocular regions and
templates protected using Bloom filters. Score level fusion is applied to increase
recognition accuracy. The system is tested on a database, consisting of 94 subjects, of
images collected with smartphones. A comparison between unprotected and protected
templates in the system shows the feasibility of the template protection method with
observed Genuine-Match-Rate (GMR) of 95.95% for for unprotected templates and
91.61% at a False-Match-Rate (FMR) of 0.01%.

In 2017, (Yildiz et al. 2016) presented a biometric authentication framework that
constructs a multi-biometric template by layering multiple biometrics of a user, such
that it is difficult to separate the individual layers. Thus, the framework uses the
biometrics of the user to conceal them among one another. The resulting biometric
template is also cancelable if the system is implemented with cancelable biometrics,
such as voice. We present a realization of this idea combining two or three different
fingerprints of the user, using four different methods of template construction. Three of
the methods use less and less information of the constituent biometrics, so as to lower
the risk of leakage and cross-link rates. Results are evaluated on publicly available
Finger Verification Championship (FVC) 2000, 2002 and NIST fingerprint databases.
With the FVC databases, we obtain 2.1%, 3.9% and 3.4% Equal Error Rate on average
using the three proposed methods, while the state-of-the art commercial system
achieves 1.9%. Furthermore, we show low cross-link rates under 63% under different
scenarios, while genuine identification rates are 100%, with such a small gallery of 55
templates.

Karthi and Azhilarasan (2013) developed an unlinkability and irreversibility
analysis of the socalled Bloom filter-based iris biometric template protection introduced
in (Ratha et al. 2007) Firstly we analyse unlinkability on protected templates built from
two different iris codes coming from the same iris whereas Hermans et al. Analysed
only protected templates from the same iriscode. Moreover we introduce an irre-
versibility analysis that exploits non-uniformity of the biometric data. Our experiments
demonstrate new vulnerabilities of this scheme. Then we will discuss the security of
other similar protected biometric templates based on Blooms filters that have been
suggested in the literature since 2013. Finally we suggest a Secure Multiparty
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Computation (SMC) protocol, that benefits of the alignment-free feature of this Bloom
filter construction, in order to compute efficiently and securely the matching scores.

Recently, some works are being carried out to hybrid template protection technique
which combines both Biometric CryptoSystem (BCS) and Cancelable Biometrics
(CB) was proposed by Karthi and Azhilarasan (2013).

The proposed system uses key generating cryptosystem and feature transformation
method. The limitation of the feature transform was overcome by this approach. We
focus on these techniques using Iris, Fingerprint (i.e. multimodal Biometrics)as traits.
The Experimental Results shows no degradation in results by combining both the
Biometric CryptoSystem (BCS) and Cancelable Biometrics (CB).

Another Hybrid approach presented by Jain et al. (2008) for Securing Multibio-
metric Templates Based on Cancelable and Fuzzy Commitment Scheme Right and left
irises of a single individual will be used as input templates. The experiment will be
carried out using CASIA-v3 iris database to verify the soundness of the proposed
system. This research is expected to show that the proposed hybrid template protection
scheme can satisfy all template protection requirements without degrading the iris
recognition performance.

4 Conclusion

The presented paper provides an overview of multi-biometric template protection.
While technologies, multi-biometric recognition [21] and biometric template protection
(Feng and Choong Wah 2002), suffer from serious drawbacks a sensible combination
of these could eliminate individual disadvantages. Different template protection sys-
tems incorporating multiple biometric traits, which have been proposed in literature, are
summarized. While, at first glance, multi-biometric template protection seems to solve
several drawbacks, diverse issues arise. Based on a theoretical framework for multi-
biometric template protection several issues, e.g. template alignment at feature level,
are elaborated and discussed in detail. While generic approaches to the construction of
multi-biometric template protection schemes have remained elusive we provide several
suggestions for designing multi-biometric template protection systems.

The revocable biometrics including BioHashing is a major issue at present. Despite
active research in recent years in the proposal for biometric data protection schemes,
few studies have focused on the security and robustness of the protocols. This is,
however, essential in an area such as biometrics for handling highly sensitive data.

In our work, we propose to address the multi-biometric data protection. It can be
carried out by protecting each system involved but a joint protection could be inter-
esting. We use the BioHashing technique, fusion biocodes (result of the protection of
each biometric data), hybrid method.
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Abstract. Any company whatever their field of activity seeks to improve its
situation, this is true when applying the right method, today forecasting method
is a necessity for most companies. Forecasting is an essential element in the
logistics chain because makes it possible to determine the quantity of stock
needed, the material to be purchased, the quantity to be produced. To this end,
we proposed the method of Box and Jenkins in order to predict the sales of the
year 2017 for the company SNVI-CIR with appropriate forecasting models.
Thus, the models we have chosen have improved the quality of forecasts
compared to those used by the company.

Keywords: Supply chain � Forecast � Sales � Time series � Box and jenkins
ARIMA

1 Introduction

In the modern supply chain, predictions are needed for production companies (Fildes
et al. 2006). Prediction is not an exact science (Despagne 2010) but it is a necessity for
most companies. Rigoureau from Catalliances, indicates that predictions are a key point
of quality of service. They are calculated from the sales histories, corrected by a certain
number of parameters controlled by the companies (Armstrong 2001). In 1999,
Armstrong and Brodie took back results of studies showing that in 1987, 99% of the
companies prepare forecasts when they develop a marketing plan, 93% of companies
indicate that forecasts are one of the most critical aspects, but very important to the
success of the company (Armstrong and Brodie 1999).

In this framework, we offer to make a research on the importance of prediction and
its consequences on the successful operation of the company and to apply an adequate
predicting method on a production company in order to identify the best way he could
be of foresee the future sales, for this we chose the Rouiba Industrial Unit specialized in
the production of trucks and tractor trucks, buses and industrial bodywork equipment,
We found that this company did not use a precise forecasting method to predict these
future sales.
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The main objective of our work is to propose a forecast model to predict the sales of
two vehicles: the k66 and the mini car.

2 Methods

2.1 Descriptive Study

We are interested in the descriptive side of chronological series, to know his graphic
presentation, its essential elements and his models of decomposition.

2.2 Forecast Sales by the Box and Jenkins Method

We will start our method by the first step which is the study of the stationarity, then the
identification of the model, the estimation and validation of the parameters of this
model and end with the forecast (Box et al. 2015).

2.3 Data Analysis

All the results got in this part were obtained using software R. We thus used three
packages: tseries, forecast, normtest.

We will first start with the Table 1 K66 vehicle and make the predictions then we
go to the second vehicle which is mini car Table 2.

2.4 Presentation of the SNVI Group

The National Company of Industrial Vehicles (SNVI) is an Economic Public Company
incorporated since May 1995, its mission is the design, manufacture, marketing and

Table 1. Sales of product K66

K66 2012 2013 2014 2015 2016 Total

January 5 2 0 10 0 17
February 8 19 0 5 6 38
March 1 48 0 10 29 88
April 22 41 25 10 27 125
May 43 47 55 14 22 181
June 0 43 65 5 7 120
July 20 37 50 9 3 119
August 38 43 13 0 0 94
September 22 25 24 14 22 107
October 9 41 1 8 14 73
November 7 44 26 0 8 85
December 68 35 10 1 8 122
Total 243 425 269 86 146 1169

Supply Chain Management a Help Tool Decision and These Impacts 81



after-sales support of a large range of products. At the share capital of 2.2 billion DA,
wholly owned by the Algerian state, the SNVI produces trucks and tractor trucks, buses
and industrial body equipment. The SNVI group is constituted of a society mother and
five subsidiaries.

3 Results and Discussion

3.1 Descriptive Study

According to Table 1 we find Average = 19.48, Min = 0, Max = 68, Standard devi-
ation = 18.21, coefficient of variation CV = 0.93 for 5 years.

We find that the year 2013 is the year where the sales of the vehicle were the most
important, that of 2015 where an average of only 7.17 vehicles was observed, which
means there is a decline in sales. In addition, we also see a fairly high coefficient of
variation CV for all years except for 2013 where sales did not vary significantly from
one month to another Table 3.

Table 2. Sales of the mini car product

Mini Car 2012 2013 2014 2015 2016 Total

January 3 10 0 0 0 13
February 29 18 4 20 6 77
March 40 19 15 30 1 105
April 44 44 9 0 44 141
May 51 32 26 22 1 132
June 54 35 10 2 26 127
July 49 25 8 0 14 96
August 28 7 1 3 1 40
September 37 0 2 0 27 66
October 54 1 2 0 27 84
November 48 15 17 0 11 91
December 66 42 31 2 16 157
Total 503 248 125 79 174 1129

Table 3. Descriptive statistics of the K66 vehicle

K66 Means Min Max SD CV

2012 20.25 0 68 20.41 1.01
2013 35.42 2 48 13.62 0.38
2014 22.42 0 65 23.09 1.03
2015 7.17 0 14 4.97 0.69
2016 12.17 0 29 10.36 0.85
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3.1.1 Graphic Presentation Sales of the Vehicle K66
See Fig. 1.

3.1.2 Multiplicative Decomposition of the K66 Series
See Fig. 2.

The sales

Time

Fig. 1. Sales of K66 vehicle make by SNVI-CIR

Fig. 2. Multiplicative decomposition of the K66 series
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3.2 Prediction of Sales Vehicle K66 by the Box and Jenkins Method

Through AIC’s Akaike criterion (Akaike 1998) we find that the ARIMA model (1, 1, 1)
is the one that minimizes this criterion, so we will retain this model for the K66 series of
the first six months of the year 2017 (Table 4).

To find out if our forecasts are reliable, we will use the ARIMA model (1, 1, 1) to
forecast sales of 2016 (July to December), and we make a comparison between planned
sales, forecasts of the company and sale real of the year 2016, we use the criterion of
the mean squared error (MSE), the best prediction plan is the one that minimizes this
criterion Table 5.

We find that there is a very large discrepancy between the forecasts of the company
and the actual sales compared to our forecast. This translates into the value of the MSE
which is 7.427 for our forecasts and a fairly high value of 71.248 for the company’s
forecasts. So the method we used to predict sales of the k66 product is much better than
the one used by the company.

3.3 Prediction of Sales Vehicle Mini Car by the Box and Jenkins Method

We can retain the ARIMA model (4, 1, 2) because it is the model that minimizes the
AIC criterion (490.86) Table 6.

Table 4. The forecast and the associated confidence interval

K66 Jan Feb Mar Apr May Jun

Prevision 10 11 11 11 11 11
CI [0,43] [0,46] [0,47] [0,48] [0,48] [0,49]

Table 5. Comparison between planned sales and company forecasts for 2016

K66 July Aug. Sept. Oct. Nov. Dec.

Prevision (P) 11 12 13 13 12 13
Prevision of the l’Entreprise (PE) 76 20 80 100 95 88
Real (R) 3 0 22 14 8 8
MSE (P) 7.427
MSE (PE) 71.248

Table 6. The forecast of 2017 and the confidence interval

Mini car Jan Feb Mar Apr May Jun

Prevision 9 10 16 19 19 16
CI [0,35] [0,36] [0,43] [0,48] [0,50] [0,50]
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And for the comparison between the planned sales, the forecasts of the company
and the real sales of the year 2016 from 6 months July to December we have (Table 7).

We find that there is a very large discrepancy between the forecasts of the company
and the actual sales compared to our forecast. Where we find a value of the MSE which
is 8.94 for our forecast and a fairly high value of 40.89 for the forecasts of the
company. It is concluded that the method we used to predict sales of the mini car
product is much better than the one used by the company.

4 Conclusion

We started our work with a descriptive study for both series. In this step, from the
graphical representation as well as the descriptive statistics we was found that the sales
of both vehicles recorded a sharp drop, especially in the last three years.

The application of the method of Box and Jenkins comes just after the descriptive
study, we started with a study of the stationarity, then the identification and estimation
of the parameters of the model. We found that the models ARIMA (1,1,1) and ARIMA
(4,1,2) are the best models for both series (K66 and mini car respectively) in order to
make predictions.

According to the MSE criterion, it was found that the forecasts given by the two
models are better than the forecasts of the company, we can conclude that the Box and
Jenkins method is the correct method to predict future sales for the CIR unit.

We recommend SNVI-CIR to use the Box and Jenkins method to forecast future
sales.
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Abstract. An investigation by CFD code named Fire Dynamics Simulator
(FDS) with sub-model of evacuation used to modelling a human behaviour
during fire in smart building. Using the numerical simulation method to prevent
against fire hazards by computing the heat release rate HRR of fire, gas tem-
perature, smoke propagation in a building and evacuation situation for various
cases to develop an emergency plan coherent for smart building in case of fire
hazard, by optimisation of human displacements, reducing evacuation time,
detection of black points in buildings, evacuate people faster and safer.

Keywords: Evacuation � Heat � Human � Building � Fire

1 Introduction

Fires impact people, property and the environment in all countries around the world. In
some cases, the resulting losses are extraordinary, causing hundreds of deaths, wide-
spread damage to property and contents and significant impacts on the environment.
More often, fires may cause a single casualty or affect a single home, though the effects
are still highly significant to those affected and collectively are substantial. In this paper
we are interested in the fire Virtual Reality (VR). When fire occurs, the population is
given a choice between: evacuating early, before fire reaches their area of residence,
because “many people have died trying to leave at the last minute” (Country Fire
Authority 2014); or stay and defend their house, only if very well physically and
mentally prepared. In both cases, the decision a heavy death was registered (Teague
et al. 2009; McLennan and Elliott 2011) and a plan must be prepared well in advance,
because many residents had over-estimated their ability to face the fires, and were
unaware and unprepared. the present work focused to the preventive simulation by
description of people behavior in building during fire, we briefly outlines the factors
that influence an occupant to take actions during his/her evacuation and identifies future
areas of research that are needed to develop a predictive behavioral (action-based)
model of an evacuation during a building fire.
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2 Results and Discussion

The simulation tool has been implemented to the Fire Dynamics Simulator
(FDS) software, and called FDS + Evac. Only the documentation and user support of
the FDS + Evac are administered by VTT (Korhonen and Hostikka 2009; McGrattan
et al. 2013). The home page for FDS + Evac can be found at http://www.vtt.fi/fdsevac.
Evacuation models, including engineering hand calculations and computational tools,
are used to calculate the time it takes to evacuate a building, which can then be used in
an engineering safety analysis. a human behavior in fire, “behavioral facts” have been
obtained from a variety of incidents about what people do in fires. As shown by the
three techniques, the current computer models attempt to simulate behavior during
building fire scenarios. Evacuation models can simulate actions such as route choice,
crawling, rerouting, moving at a slower speed, delay of response or stopping action,
any kind of itinerary (spatial sequence of movement from one point to another), and
even group sharing of information to make decisions on movement. These types of
actions are likely to occur in building fire evacuations; however, the current models are
essentially simulating separate “behavioral facts” rather than attempting to represent
behavior based on a complete behavioral conceptual model. There are many benefits to
the development of a comprehensive conceptual model for the field of human behavior
in building fires. The inclusion of a conceptual model into computer evacuation tools
will enable a comprehensive model that can actually predict occupant behavior in a
building fire based only on initial input. There is a need in the field of computer
evacuation modeling for a comprehensive conceptual model of human behavior in fire
to more completely simulate behavior during building evacuation scenarios. Currently,
separate, “behavioral facts” on human behavior in fire exist and are used to simulate
behavior in computer evacuation models.

Each agent finds the exit from building, which exits may be used by various
number and can be getting very hot with 600°C, the FDS flow solver is used to
calculate an approximation to this potential flow and identify a dark point. Vertical air
movement through a building caused by the temperature differential between the
conditioned building air and the ambient outside air is known as the stack effect.
During cold weather conditions, the stack effect causes air to move vertically upward in
buildings. During very hot weather conditions, the stack effect causes air to move
vertically downward in buildings. Stack effect can have a significant impact on the
design of a stair pressurization system and must be considered in its design. Heat effect
(Fig. 1e) can be the most serious form of all heat related injuries and should be consider
a serious medical emergency. Common symptoms for heat stroke are but not limited to:
nausea, seizures, confusion, disorientation and sometimes loss of consciousness or
even possibly a coma. Other symptoms may include:

• Throbbing headaches
• Dizziness and light headedness
• Lack of sweating despite the heat
• Red, hot and dry skin
• Muscle weakness and/or cramps
• Nausea and vomiting
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• Rapid heartbeat, which may be either strong or weak
• Rapid, shallow breathing
• Behavioral changes such as confusion, disorientation or staggering
• Seizures
• Unconsciousness

The houses collapse from fire damage when their resistance drops to 0. They then
cease to offer protection, and the resident’s motivation to defend them also disappears
(Fig. 1e). Shelters are safe places. Residents agents can perform the following actions
depending on their state e.g. Figure 1 in stairs and Fig. 3 move to top floor):

• Observe fires: action performed by all agents as a reflex (Fig. 2) at each cycle of the
simulation. Their chance of actually detecting a (new) fire depends on their
objective ability. Detected fires are added to the resident’s list of known fires, and
motivations are subsequently updated.

(a) t=0.5 s                       (b) t=11.5 s                (c) t=11.5 s (d) t=170 s

(e) human in room during fire building technique used by FDS code

Fig. 1. A example showing how the human evacuate hugely by stair during neighboring fire.
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• Prepare for fire: action performed while in preparing to defend preparing to
defend or preparing to escape preparing to escape state. It consists in raising the

Fig. 2. A snapshot from a FDS6 + Evac simulation shows the geometry of the FDS + Evac
model for the second floor of the public library.

Fig. 3. Gas temperature after 30 s. Red and blue colors indicate high and very low values,
respectively.
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resistance of the house (to simulate various actions such as watering, weeding, etc.)
and the agent’s health (to simulate the effect of wearing appropriate clothing, etc.).
The value of the increment is computed based on the agent’s objective ability and
on a parameter of the resident agents. Success or failure of this action in monitored
by the agent and influences its subjective ability.

• Fight fire: action performed while in defending state. Its effect is to decrease the
intensity of nearby fires by a value based on objective ability and on another
resident parameter. The agent monitors success (number of fires extinguish, total
intensity decrement) to update its subjective ability, thus reconsidering its moti-
vation over time;

• Escape: action performed while in the Escaping state. Its effect is to compute and
follow a path towards the nearest shelter. The resident’s evacuation (Fig. 2) speed
and accuracy depend on its objective escape ability: an agent with a low ability has
more chances to take a longer path (to simulate getting lost or not taking the best
route), and it moves more slowly along that path (e.g. disabled or injured people).
Agents might get injured while escaping if they travel too close to the fire.

About a fire modeling a very complex and detailed models of fire spreading already
exist (Duff et al. 2013), but realistic fire behavior is not the focus here. Still with the
goal of not adding unneeded complexity, we have designed a very simplistic model of
fire that is sufficient to trigger and visualize the reactions of the population and cal-
culation of Human density (Fig. 4).

The fire is composed of fire agents (each with a location and an intensity repre-
senting its radius of action), having a reflex architecture, i.e. the following reflexes are
triggered at each step of the simulation (Fig. 4):
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• Increase or decrease intensity: probabilities are parameters; Propagate to a non-
burning neighbor cell, creating a new fire agent. Probability of propagating, and
starting intensity of new fires, are parameters;

• Deal damage to buildings in its radius of action (based on its intensity): the amount
of damage is picked randomly between 0 and a maximum value, function of
intensity and a “damage factor” parameter;

• Deal injuries to residents in its radius of action, also random amount between 0 and
the maximum value based on its intensity and an ‘‘injury factor’’ parameter. If the
person is in their house, the injury is moderated by its resistance weighed by a
‘‘protection factor’’ parameter;

• Disappear when its intensity is null.

The Heat Release Rate (Fig. 5) is most important parameter used to evaluate fire
damage (Miloua et al. 2011; Miloua 2018) this amount released from fire is auto-
matically converted to conduction, convection and radiation heat transfer, radiation is
most dangerous because they propagate without a contact and they dehydrated a human
in few second.

3 Conclusion

A virtual reality by a CFD code was proposed to study human evacuation in many parts
of building by general investigation presented to identify the factors that influence
occupants to decide to take a specific action, and the factors that influence whether that
action is ultimately performed. By participation to identify the factors that have been
shown to influence each phase in the behavioral process, researchers can begin to
develop a comprehensive, predictive, behavioral model for a building fire evacuation in
order to limit the risks during a disaster.

Acknowledgements. This work was supported by the Algerian Research Organism DGRSDT,
under the project [No. A11N01UN020120150001].
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Abstract. In his book entitled “le social et le vivant” J. FONTANET [1]
explains that the multidimensional crisis of our societies is mainly due to a
failure of our intelligence. This observation, dating back to the end of the 1970s,
is still valid today because in the face of “complexity” we still continue to use
mechanistic methods. From the one best way TAYLOR during the industrial
revolution of the nineteenth century to the various best practices are required to
fit into the post-industrial economy of the twentieth century, Enterprises have
tried to adapt their management to the evolution of their environment. At the
beginning of the twenty-first century, globalization and the digital economy
required Enterprises to make intensive use of information and communication
technologies and force them to constantly review their strategy to survive in a
international market where performance is continually demanded. On one hand,
to face a tough competition, and on the other hand, to respect multiple rules of
QHSE (quality, hygiene, safety and environment), of sustainable development,
of social responsibility … in a word of good governance in the most broad and
not just limited to the company’s traditional stakeholders. In this context of
management under several constraints, the artificial intelligence (AI) brings an
additional dimension of adaptation to a self-adaptive management for good
governance. In this regard, this paper first discusses the concept of systemic
adaptation, then its application to business strategy, then the possibilities of
using artificial intelligence to improve the many expected results of managers
who are inundated with sometimes contradictory information with requests for
decisions that are often urgent, and finally the broadening of this adaptive
approach to make a smart city more attractive.

Keywords: Identification � Adaptation � Flexibility and fractal methods

1 Introduction

This communication has no claim to expose a new management mode; the literature on
this subject is already quite abundant. It only involves introducing, with the aid of
artificial intelligence, an additional adaptation in the management of an enterprise or a
city. This adaptability, vital for living organisms, has inspired the construction of self-
adaptive systems that have proven themselves in various technical fields (ZALENE [2]).
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Their transposition in the managerial domain, on the other hand, encounters
numerous constraints, notably the behavior of the human factor, which, because of its
complexity and diversity, is difficult to model.

But Artificial Intelligence offers an opportunity to provide an enterprise or a city
with a model that, explicitly or implicitly, is an essential reference for its adaptation to
changes in its external or internal environment. This modeling difficulty is perhaps one
of the reasons for the lack of applications of self-adaptive systems in management
strategy. On the other hand for more than half a century, self - organization, agility, self
- management, fractal organization, have been required by Enterprises to give their
management more flexibility or even more “intelligence” (the meaning of the term in
French “of understanding”). This need for intelligence is essential in management
knowing that it tends to become complex in the face of a very changing or even chaotic
environment.

In this context, a permanent questioning of management methods is imperative, the
one best way has long been abandoned in favor of best practices, however the example
of even famous Enterprises should not be a reference to follow, copy them blindly
sometimes leads to serious difficulties because each case is unique and the critical
elements that have helped managers to make strategic decisions have often been
intuitive (BRUN [3]).

2 General on Systemic Adaptation

The word adaptation and derived terms (adaptive, adapted, adaptable, adaptability, …)
are very often used in books and articles on management without a precised definition
or theoretical development. A brief reminder will clarify the concept of systemic
adaptation.

1.1. Brief Reminders
These adaptive systems are among the latest developments in BERTALANFY’s
General Systems Theory. ASHBY borrows the term “adaptive” from biologists, who
refer to the ability of living organisms to adapt to their environment.

If the statement of adaptation is clear in biology, for instance, its mechanism
remains to be discovered; in the technical field, on the other hand, adaptation methods
are known but there is still no single, precise definition of adaptive systems.

By looking at the various definitions given by various authors including BELL-
MAN, FELDBAUM, TCHINAEV, and ZADEH we note a tendency to link the notion
of adaptation to that of learning, whereas they are respectively distinguished as
follows:

– the first (adaptation) tests the state of the system and uses this information to modify
certain variables having the effect of improving the response of the system,

– the second (learning) tries different methods of correction to weight according to the
results obtained.
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1.2. Definition
Given the previous remark, the definition used is as follows:

“The self-adaptive system is a system designed to act in a slowly changing envi-
ronment, so that the adjustment is made during the change of environment.”

The restriction on the slow change of environment is introduced to allow the system
to react in time, otherwise the adaptation is of no use because the environment has been
subject to another change (this corresponds to the notion of responsiveness required in
management).

1.3. Summary Description of Self-Adaptive Systems
An adaptive system must, according to Definition 1.2, perform the following functions:

– an “IDENTIFICATION” function, to capture the variations of the internal or
external conditions of the system,

– an “ADAPTATION” function to develop the appropriate decision when changing
these conditions.

The identification must be both internal and external:

– external, the purpose of which is to locate and specify the influences of the external
environment on the system under consideration,

– internal to analyze information about the system itself in order to develop an
adequate response to the change experienced or to be sustained.

This identification contributes to the construction of a model (or reference) which is
at the base of the adaptation process. This makes a comparison between the evolution
of the system in question (or its environment) with the reference or model chosen (see
Fig. 1 below).

Adaptation is achieved by providing the system with two (2) subsystems:

– one is fixed (or controlled) composed of elements having characteristics that cannot
be modified,

– the other is variable (or adaptable) consisting of elements in which the character-
istics can be modified.

Fig. 1. .
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1.4 Adaptive mechanisms are certainly numerous, but four (4) types are generally
used by

– direct action, which acts directly on the parameters by adjusting them for a better
response of the system;

– indirect action, in this case the modifications of the parameters can only be obtained
by feedback actions (feed-back) or direct actions (feed forward);

– additional signal injection, this influences the behavior of the system and forces to
filter to remove the undesirable effects;

– disturbance of the entry, this device raises less objection than the previous one.

3 Management and Environment

Several authors (in particular BURNS and STALKER) have studied the influence of
the environment on the management also to approach simply this topic it was only
retained the first studies made on this subject in particular those which show that an
organization (enterprise or city) depends on its environment and, depending on the
case, its management system is either mechanical or organic:

– the mechanical system, suitable for stable conditions, is characterized in particular
by: a rigid hierarchical structure, a very advanced specialization, a precise definition
of the tasks, vertical communications, a recovery of the problems towards the
summit, relations based on the obedience and loyalty (one best way);

– the organic system, more adapted to changing conditions, with a network structure
favoring participation, versatility, multidisciplinarity, a permanent revision of the
definition of tasks, lateral communications, a solution of problems where they arise,
relations based on trust and seeking competence (best practices).

Both systems can exist in the same organization. However there is no absolute
structure but that everything is relative according to the theory of contingency
(LAWRENCE and LORSCH), the organization will seek to adapt with its environment
and its performances depend on the efforts of differentiation or integration that its
managers give to their internal or external environment.

4 AI and Adaptation

To do this, it is necessary that the organization has variability, that is to say the
possibilities of internal modifications, in order to adapt to changes affecting its envi-
ronment. What are the elements of this variability? Four (4) elements are concerned:

3.1. Technology: A subsystem that combines, for production purposes, the material
or immaterial resources that go into the goods or services to be provided to
customers.

Adaptive Governance for Attractive Smart City 97



3.2. Training: A subsystem designed to increase the scientific and technical
knowledge of trained and motivated staff who alone are able to push back the limits
of equipment or processes of business transformation.
3.3. Structures: A subsystem regrouping the regulations concerning the manage-
ment of the human, material, financial and informational resources which also
evolve;
3.4. Strategy: A subsystem to optimize the use of the mentioned resources for the
achievement of fixed objectives that can be countered by changes in its
environment.

The restricted model of adaptive management is schematized Fig. 2 below.

5 Applications to Good Governance of Cities

The “CITY” is no longer just a geographical space gathering people working within it
but has now become a true ENTERPRISE that must survive economically, culturally
and ecologically to retain its inhabitants and attract investors so that its operation does
not cost nor its financing: the recourse to the budget will no longer be automatic to
ensure BALANCING its finances and solving its difficulties.

For this, the CITY needs INTELLIGENCE to develop a sustainable development
strategy.

In this respect, the “smart city” is not a cluster of Information and Communication
Technologies (ICT) for “modern” PARAMETER but is “efficient and effective” so that
its inhabitants have an income sufficient and a pleasant living environment.

INTELLIGENCE is therefore vital for the CITY it must serve to adapt to the
change in its environment and the mood of its inhabitants.

The CITY is not a simple administration but a living entity described by three
(3) social systems (or 4 if the urban transport is considered see Fig. 3) in interaction
positive and negative according to the case:

On the other hand the city must seek to be attractive, for that the city must balance
its management even to release income to finance its investments or to decide on
incentives to attract investors (PPP).

Fig. 2. .

98 S. Zalene



Sustainable development requires reducing waste (see Fig. 4), especially treating
waste that is also a source of pollution and its consequences on the health of
inhabitants:

The city must be attractive to develop by attracting Enterprises and offering a
pleasant living environment) (see Fig. 5 below):

It must also be repulsive for end-of-life businesses by helping them to convert and
under qualified people by facilitating their development.

6 Retrospective and Outlook

Historically, in the 19th century, the concept of adaptation was the basis of the theory
of evolution, of which one of the precursors DARWIN was influenced by the econ-
omist MALTHUS. It is therefore a fair return that the economy and management are
inspired by natural phenomena to steer the City or the Enterprise in an increasingly
turbulent environment. As early as the sixteenth century, one of the many advices of

Fig. 3. .

Fig. 4. .

Fig. 5. .
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MACHIAVEL to Prince Laurent of MEDECIS was that: “Très peu d’hommes, quelque
soit leur sagesse, savent s’adapter … si tu savais changer de nature quand changent
les circonstances ta fortune ne changerait point.” This advice is still relevant, HART
wrote in his book on Systèmes Dynamiques: “S’adapter ou mourir est certainement la
devise qui convient le mieux à notre civilisation”. TOFFER developed it in his book
entitled “S’adapter ou périr”, It is therefore not surprising that, after the ideas of
learning and intelligent Enterprises [4], the latter become adaptive ([5] and [6]) and
even self-adaptive [7].
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Abstract. Induction machines (IMs) faults diagnosis is of significance to
enhance the reliability and security of the industrial productions. In recent years,
the faults detection and diagnosis of IMs have moved from traditional tech-
niques that using the signals analysis to artificial intelligence (AIs) techniques
such as the neural networks (NNs). Unfortunately, stator faults related failures
account for a large percentage of faults in IMs. In this context, this paper
proposes a diagnostic technique based on NNs for detecting and locating the
interturns short-circuit in one of three stator winding phases of IM. Often, the
most important step in which NNs is the process of selecting the best inputs that
enables higher performance and better diagnosis, in this study, the three-phase
shift between the stator voltages and its currents are considered as inputs of the
NNs in order to develop an automatic fault detection and classification system.
The simulation results in MATLAB environment prove the efficiency of the
suggested NN technique to detect and locate short-circuit between turns of the
same coil when the SCIM is operating under various load levels and various
fault severities.

Keywords: Induction machines � Faults diagnosis
Interturn short-circuit detection and location � Artificial neural networks

1 Introduction

The squirrel cage induction motors (SCIMs) plays an important role in the field of
electromechanical energy conversion due to their: power density, robustness, ease of
implementation and low cost and their reliability. Consequently, the diagnosis of
electric machines is known for its great interest and much research to improve machine
efficiency and protect it from the various faults [1–3]. Usually, the most traditional
diagnostic techniques based on signal analysis used the different techniques of time
domain, frequency domain and time–frequency domain, and high order spectra [4, 5],
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often, the results obtained from these techniques are complex, thus, the interpretation of
the harmonics results is difficult and could not be done easily by the industrialists [6–8].
To avoid these constraints, frequently, artificial intelligence techniques (AIs) have been
used as complementary tools, currently, a vast research projects is being carried out in
the research centers to integrate the AIs such as a neural network (NNs), fuzzy logic,
adaptive neural fuzzy, genetic algorithm, support vector machine, and deep learning in
order to monitoring and diagnosis the different faults of IMs [2, 3, 6, 7, 9–13]. In this
context, many studies based on AIs have been conducted to IMs faults detection using
the different measurements signals data (inputs) such as the temperature of IM, the
stator voltages and its currents, the vibration data taken from the IM, the motor speed
and load torque, the characteristic’s frequencies obtained from the spectral analysis of
the different motor currents signals, the three-phase shifts between the line current and
the phase voltage of the machine [5–7, 10–12]. In this paper, the authors are using the
three-phase shifts ðus

a;u
s
b;u

s
cÞ between the line currents and the voltages of IMs as

three inputs of NN. In particular, NNs provided a suitable solution to solve the
problems of fault diagnosis and automation of the monitoring procedure, generally,
NNs represents a nonlinear system referring to its inputs-outputs behavior, this non-
linear transformation results from the inner structure of a NN, in addition, NNs stand
out from other AI tools by their ability to learn and generalize, it is not required the
existence of a formal modeling of the equipment to be monitored, the use of NN has
been the subject of recent studies related to IMs [5, 6, 10, 13].

On another hand, as mentioned earlier, numerous studies have shown that a large
percentage of failures in IMs related to the stator windings (30–40% of full faults)
defined as interturns short circuit or a short circuit between phases, short-circuit
between coils of the same phase, short-circuit between coils of different phases [2, 3, 5,
14]. Particularly, this paper focuses on interturns short-circuit faults detection and
location using NNs technique.

For the above-mentioned subject, this paper is structured as follows: Sect. 2 pre-
sents the modeling and simulation the SCIM in presence a stator fault to look for the
best indicators ðus

a;u
s
b;u

s
cÞ of each state (healthy state, faulty state) for training and

testing the NN to identify the state of the machine, Sect. 3 is focused on the design a
monitoring system based on NNs to perform a correct and robust diagnosis allowing to
detection the SCIM fault, Sect. 4 presents a conclusion for this work.

2 Squirel Cage Induction Motor Model for Stator Faults
Detection

A. System Equations

In the stator faulty case, the model of a SCIM in the reference frame d; q axis
related to the rotor ðh ¼ hrÞ is defined as bellow [5, 12, 14]:

_x ¼ AxðtÞþBusdqðtÞ
yðtÞ ¼ CxðtÞþDusdqðtÞ

(
ð1Þ
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with x ¼ is
d
isqi

r
d
ir
q
ie

h iT
; u ¼ usdu

s
q

h iT
and y ¼ is

d
isq

h iT
, where isdq and usdq are respectively

the stator currents and its voltage, irdq and ie are the rotor bars and the end ring segment
currents in axis d; q respectively.

A ¼

Rs �xrLsc 0 �NrxrMsr 0
xrLsc Rs �NrxrMsr 0 0
0 0 Rr 0 0
0 0 0 Rr 0
0 0 0 0 Re

2
66664

3
77775

B ¼

Lsc 0 �NrMsr
2 0 0

0 Lsc 0 NrMsr
2 0

� 3
2Msr 0 Lrc 0 0
0 � 3

2Msr 0 Lrc 0
0 0 0 0 Le

2
66664

3
77775

C ¼ 1 0 0 0 0
0 1 0 0 0

� �
D ¼

X3
m¼1

2:nmcc
3Rs

Pð�hÞðhmccÞPðhÞ

Where PðhÞ and ðhcckÞ are given by:

PðhÞ ¼ cosðhÞ �sinðhÞ
sinðhÞ cosðhÞ

� �
ðhcckÞ ¼ cosðhccÞ2 cosðhccÞsinðhccÞ

cosðhccÞsinðhccÞ sinðhccÞ2
� �

where Rs are the stator windings resistances, Msr are the stators to rotor mutual
inductances and xr is the angle speed between rotor and stator, Rr are the rotor
windings resistances and Nr is the total number of rotor bars.Lsc; Lrc; Le are the cyclic
inductances of the stator, rotor, and segment of end ring, respectively. m ¼ 1; 2; 3 is
positive integer to indicate one of the three stator phases, PðhÞ is Park rotational matrix
with h is rotor angular position and nmcc is the parameter defined the interturns short
circuit in stator winding phase defined as nmcc ¼ ðNcc=NsÞ, where Ncc is number of
interturns short-circuit in stator windings phase,Ns is total number of interturns in
healthy state, ðhmccÞ is matrix allows to localize of the faulty winding in short circuit on
the stator phases ðas; bs; csÞ with hmcc ¼ 0; 2p=3 or 4p=3 is the real angle between the
short-circuit interturn stator winding and the first stator phase.

A. Simulation Results for Interturns Short Circuit Fault

In the stator faulty, the simulation result of SCIM is based on the stator fault mode
given by Eq. 1, the simulated machine having four poles ðp ¼ 4Þ, a supply frequency
fs ¼ 50Hz and the nominal speed Xn ¼ 1425 rpm, the rated power P ¼ 1kW , all SCIM
parameters are shown in Table 1.

Figure 1 show the stator currents lines ðisa; isb; iscÞ for a healthy motor and faulty
motor (stator fault) at fixed load torque ðTL ¼ 7NmÞ introduced at t ¼ 0:6s.
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Figure 1(B–D) present respectively the profiles of the simulated three line’s cur-
rents ðisa; isb; iscÞ for six shorted turns ðNcc ¼ 6Þ at t ¼ 1s and fourteen shorted turns
ðNcc ¼ 14Þ at t ¼ 1:3s on one of the three phases a; b or c.

As shown in simulation results (Fig. 1), it is clearly notice that the short circuit
between the windings causes a significant increase in currents in the coil leading to a
fast deterioration, in addition, the increase of this undulation depends directly on the
number of short turns. Figure 2 is presents an example to describe the phase shift
between two sinusoidal signals, and a schematic view of a short circuit between turns
of same phase is shown in Fig. 3.

Table 1. Induction machines parametres

Parameters Values

Vs 220=380V Ns 464
In 2:6=4:3A Nr 28
Rs 9:81X Re 5:6� 10�7X

Msr 1:7� 10�4H Le 17� 10�7H
Rr 3:1X fd 0:00119Nm=rad:s
Rbar 6:1� 10�7X inertiaðJÞ 0:0125kg:m2

B. Turns shorted on phase saA. Healthy state

D. Turns shorted on phase scC. Turns shorted on phase sb

Fig. 1. Stator current’s lines of induction motor under full load. (A) Healthy motor no shorted
turns, (B) shorted turns phase as, (C) shorted turns phase bs, (D) shorted turns phase cs.
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3 Artificial Neural Network for Stator Fault Detection
and Location

A. Artificial Neural Networks Basics

Usually, the most useful neural networks in function approximation are multilayer
layer perceptron (MLP) or radial basis function (RBF) networks, in this paper, the NN
was used for a MLP classifier, a MLP consists of an inputs layers, several hidden
layers, and an outputs layers with nodes ðiÞ called a neuron connecting in parallel and
series, it includes a summer and a nonlinear activation function, The activation function
was originally chosen to be a relay function, but for mathematical convenience a
hyperbolic tangent (tanh), or a sigmoid function are most commonly used [5, 6, 10, 12].

As mentioned above, this work depends on the shift phase ðus
a;u

s
b;u

s
cÞ between the

stator currents and its voltages that extracted from the motor where it operates under
different conditions as no fault, short circuit in phase ðas; bs; csÞ. In this paper, these
inputs are calculated using MATLAB.

In MATLAB R2016 environment, the phase shift of each stator currents
ðisa; isb; iscÞ and its voltages ðVsa;Vsb;VscÞ can be calculated using the following code:

u radð Þ ¼ a cos dot sig1; sig2ð Þ= norm sig1ð Þ � norm sig2ð Þð Þð Þ
u ð�Þ ¼ u radð Þ � 360= 2 � pið Þ

(

Fig. 2. A diagram of the phase shift between two signals wave

sai ccN

sbi ccN

ccN

sN

sci

Fig. 3. Schema equivalent of interturns short circuit of stator winding phases
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where: sig1 2 ðisa; isb; iscÞ and sig2 2 ðVsa;Vsb;VscÞ.
Using this code all inputs were collected as shown in Fig. 4(A) and (C), under the

different conditions of a SCIM (healthy state or interturns short circuit fault).

B. Training and Test Database

The selected NNs inputs are phase shifts ðus
a;u

s
b;u

s
cÞ corresponding to fault on

phases as; bs; cs at four different load conditions ðTL ¼ 1; 3; 5; 7NmÞ with
Ncc ¼ 3; 5; 7; 9; 11; 13; 15.Thus, a total of 88 indicators ð88 ¼ ð4þð4� 7Þ � 3ÞÞ are
extracted for each phase shift input (Fig. 4A). The NN has three outputs to indicate the
state of an SCIM as flows (Fig. 4B and D):

• If Oi ¼ ½0 0 0� then SCIM is normal;
• If Oi ¼ ½1 0 0� then the SCIM is abnormal (short circuit at phase as);
• If Oi ¼ ½0 1 0� then the SCIM is abnormal (short circuit at phase bs);
• If Oi ¼ ½0 0 1� then the SCIM is abnormal (short circuit at phase cs);

As shown in Fig. 4(C), all test data set is presented to the NNs for three load
conditions ð2; 4; 6NmÞ for Ncc ¼ 2; 4; 6; 8; 10; 12; 14; 16, thus, a total of 75 samples
ð3þð3� 8Þ � 3Þ ¼ 75.

B. Training outputsA- Training inputs data 

D.  Test outputsC. Test inputs data

Fig. 4. Define inputs and outputs data of the neural networks for stator fault.
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C. Neural Networks Architecture Using MATLAB

In fact, the optimal number of neurons in the hidden layer is not known, the NN
must be trained and then tested successively with separate data not previously intro-
duced during the training in order to check both the training and test errors [2, 5, 10].

In this paper, the structure of the NNs is first defined (Fig. 5), the activation
functions are chosen and the network parameters, weights and biases are automatically
generated by the MATLAB command, the activation functions of one hidden with

seven neurons for “tansig” function and output layers with activation functions
“purelin”, this NNs has three inputs ðus

a;u
s
b;u

s
cÞ and three outputs.

Figure 6 presented the parameters associated with the training algorithm like error
goal, maximum numbers of epochs (iterations) are defined (5000 epochs), and also, the
training Levenberg-Marquardt algorithm (trainlm) is used. Moreover, the mean square
error (MSE) is defined as comparing the difference between the outputs produced by
the ANN compared to the desired results (targets). From the Figs. 6 and 9, the MSE
(performance) was reduced to an acceptably low value 3:07� 10�11, this value is
suitable to classify the test set correctly. Through the simulation results of NNs (Figs. 7
and 8), NNs is very precise and effective technique to detect and locate the interturns
short circuit fault in stator winding phases of SCIM. As shown in Figs. 7 and 8, the
training and the test errors for each output are very low proving that the NN has well
learned the input data and has correctly reproduced the desired output.

Fig. 5. Neural networks structure

Fig. 6. Neural networks parameters
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D. Training Results of Neural Networks

B. Training errors of phase saA- Inputs and outputs  training phase sa

D.  Training errors phase sbC- Inputs and outputs  training phase sb

E. Inputs and outputs training phase sc F. Training error phase sc

Fig. 7. Training outputs and its errors of the NNs
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E. Test Results of Neural Networks

B. Test error phase saA.  Inputs and outputs test phase sa

D.  Test error phase sbC. Inputs and outputs test phase sb

E. Inputs outputs test phase sc F. Test error phase sc

Fig. 8. Test outputs and its errors of the NNs

Fig. 9. Neural networks performance.

Artificial Neural Networks Technique to Detect and Locate 111



4 Conclusion

In this paper, a diagnostic method using NNs was proposed to detect and locate short-
circuit between turns of the same coil in SCIM. From the training and test procedure of
NNs, this study confirms the efficiency and accuracy of the NNs technique to detect
and locate this type of fault. It should be noted that, in addition that this technique is
able to diagnose the short circuit in SCIM, this technique can be simplified the pro-
cedure of diagnosis by identifying and locating the fault at the same time. In addition,
the use of the phase shift between the voltage and the stator current as inputs of the
neural networks does not require changing the signals analysis domain of this study
(just the time domain), i.e., no need the use the spectral analysis of the signals in this
case, which helps to reduce the cost of diagnosis, and kept additional space in the
information storage devices.
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Abstract. Fault classification using supervised machine learning Artificial
Neural Network (ANN) is proposed to diagnose some defaults in Stand-alone
photovoltaic (SAPV) system, where the data learning includes the voltage and
current of PV panels, Battery and load are collected for different operation mode
of the system (healthy and faulty). The proposed approach is applied to small
SAPV system installed at LREA in the University of Médéa, Algeria in which
the results of classification show a high accuracy up to 97%. In addition, a
Graphical User Interface (GUI) Matlab is created in computer to display the
results of classification by the developed ANN.

Keywords: SAPV system � ANN � Accuracy � GUI matlab

1 Introduction

SAPV system constitutes an alternative to bring electricity for many developing
countries and remote areas (IEA 2016), the main issue with SAPV system is the safety
problem, for PV panels, the current protection device (fuse) could be unreliable in low
irradiance (Zhao et al. 2011), and for the Battery the risk is increased due to the lack of
selecting the right sizing fuse (Nailen 1991). In addition a little published work that
address the fault diagnosis in SAPV system including Battery. IEA (International
energy agency) gives some energetic coefficients to asses the global performance of
SAPV system (Mayer and Heidenreich 2003), where a translation of these coefficients
into current parameters are given in Muñoz et al. (2006), and to improve the perfor-
mance analysis, a new expression developed in Muñoz et al. (2009) and a monitoring is
proposed using these formulas (Torres et al. 2012). To protect the Battery from reverse
current in case of fault in PV panels, Wiles and King (1997) recommends the use of
blocking diode or fuse. Otherwise, none effective method has been done to identify the
faults in SAPV system. In this work, a fault classification of SAPV system is proposed
using Artificial Neural Network (ANN), where this method has been widely used for
fault detection and identification for grid-connected PV system (Chine et al. 2016;
Yuchuan et al. 2009) and static PV system (Syafaruddin et al. 2011; Li et al. 2012;
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Xiao et al. 2014). The feedforward ANN proposed fault classification, is trained with
Back-propagation Levenberg-Marquardt algorithm, where the data learning is acquired
from small SAPV system installed at (LREA), University of Médéa, Algeria. The data
learning includes the Normal operation and some faults realised, where the results of
test classification show an accuracy of 97.7%, which indicate a high ability of ANN to
correctly classify the faults. To facilitate access to the state of SAPV system using the
ANN classifier, a Graphical User Interface (GUI) Matlab is created in computer to
display the output of the ANN.

2 Description of SAPV System Data Acquisition

Data acquisition of experimental SAPV system installed at LREA, University of
Médéa, Algeria, is performed, where the system as illustrated in Fig. 1 is composed of
2 PV panels connected with Battery and load as well as a Charge regulator to protect
the Battery from overcharge and deep discharge. Table 1 give the electrical charac-
teristics of the different components SAPV system.

The Current and Voltage of PV panels, Battery and load are acquired by mean of
dspace DS 1104 controller board and computer and using the different sensors such as
the current sensor Fluke i30s and the voltage sensor GW Instek DDP-100. Experi-
mental facility of acquisition system is shown Fig. 2, the DS 1104 connect all the
sensors with the computer, where the measurements can be monitored in real time via
dspace ControlDesk software. The sampling time of data acquisition is chosen to 1 min
in order to cover the operation of SAPV system.

Fig. 1. Block diagram of SAPV system.

Table 1. SAPV system electrical
characteristics

Element Electrical specification

PV panels Pmax = 180 Wp
(2 � 90 Wp)
Voc = 21.98 V,
Isc = 11.08 A
Vmpp = 18.25 V,
Impp = 9.86 A

Battery 70 Ah (C20) VRLA
Vs = 12 V

Charge
regulator

30 A PWM charge
regulator

Load 50 W Halogen lamp
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3 Proposed ANN Fault Classification

Three faults are established in SAPV system, where the Fault1 (F1) correspond to the
short-circuit of PV module, the Fault2 (F2) is the open-circuit of PV module and the
Fault3 (F3) is the external short-circuit of the Battery. Figure 3 shows these faults in
schematic diagram.

3.1 Data Normalization

The data set issued from SAPV system are preprocessed before the training step, in
which a normalization of the data is performed in order to make it in the same range
[− 1, 1], the normalization of data allows the training algorithm to run quickly. The
equation below is used to normalize the data:

DS 1104 connector panel

PC

Battery 

Charge regula-

Voltage 

Current probe

Fig. 2. Acquisition system at LREA, Médéa University, Algeria.

Fig. 3. Contrived faults in SAPV system.
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y ¼ ðymax � yminÞ ðx� xminÞ
ðxmax � xminÞ þ ymin ð1Þ

where y is the normalized data limited between ymax = 1 and ymin = −1, x is the initial
data which has a maximum value xmax and minimum value xmin.

3.2 ANN Approach

ANN has been widely utilised in fault detection and classification, pattern recognition,
modeling and computer vision (Haykin 1994). In this work, a classification of faults in
SAPV system is proposed using ANN, where an MLP (multi layer perception) feed-
forward neural network is used, in which it’s characterised by one input layer, one
output layer and one or more hidden layer (Lippmann 1987). The feedforward ANN
adopted has one input layer, one hidden layer and one output layer, the input layer
contains six neurons that correspond to the data acquired (voltage and Current of PV,
Battery and load), the output layer contains four neurons that indicate one of classes
correspond to the faults F1 to F3 as well as the Normal operation and the hidden layer
contains 25 neurons that has been obtained by the manner trial & error, the architecture
selected of ANN is shown in Fig. 4.

f ðnÞ ¼ en � e�n

en þ e�n
ð2Þ

f ðnÞ ¼ 1
1þ e�n ð3Þ

Fig. 4. Architecture of feedforward ANN faults classification.
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The hidden layer uses the transfer function tangent sigmoid (tansig) defined in
Eq. 2, while the output layer uses the transfer function log sigmoid (logsig) given in
Eq. 3, and which has a binary output, as the ANN in our context is used for classifi-
cation purpose (Hagan et al. 1996).

Back propagation Levenberg-Marquardt algorithm is used to train the ANN (Hagan
et al. 1996; Hagan and Menhaj 1994), where an optimal values of weights and bias are
found by minimizing the error between the predicted and desired (real) output, gen-
erally the error goal is the sum of square error defined in (Eq. 4), however in classi-
fication case the mean error is used instead.

For Q training data: SSE ¼ 1
2

XQ

q¼1

ðdq � oqÞ2 ¼ 1
2

XQ

q¼1

e2q ð4Þ

The Back propagation Levenberg-Marquardt algorithm use a modification to the
Gauss-Newton’s algorithm as demonstrated Eq. 5:

Dx ¼ JTðxÞ JðxÞþ l I
� ��1

JTðxÞ eðxÞ ð5Þ

where J(x) is the Jacobean matrix containing the partial derivative of errors e(x) with
respect to the weights and biases for each training data q, and the parameter l is
increased by certain factor whenever the error E is increased, and decreased when the
error E is reduced.

4 Results and Discussion

The training of ANN is carried out using 1236 samples which represent 80% of total
data, while a number of 309 sample data is used for the test (equivalent of 20% of total
data), the value of error goal is fixed to 0.01 which is sufficient to give good classi-
fication rate.

The convergence of training algorithm is verified by the learning curve given in
Fig. 5, where it can be seen that the value of the error goal is reached after 66 iterations,
which implies that the network parameters (weights and bias) are well determined.

To check the ability of ANN to classify the faults, the data set (training + test) is
subject to the test, in which the results of classification are shown in Fig. 6, where the
green squares indicate the correctly classified data and the red squares indicate the
opposite. The confusion matrix shows that accuracy reaches the value of 97.7%, which
reflect a good performance of predictive model ANN fault classification. The mis-
classified data recorded more, lies in 1st an 2nd class correspond respectively to
Normal operation and Short-circuit PV module, in which the discrimination could be
difficult in certain operation of SAPV system.
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To monitor continuously the state of the system using the ANN classifier, an
implementation of the developed ANN fault classification should be done, however the
output of the network is a vector of 1 and 0 (Fig. 4), to clearly display the output of the
network (the classes), a Graphical User Interface (GUI) Matlab is conceived to directly
show the results of classification, where it’s implementation is shown in Fig. 7 and the
interface window is illustrated in Fig. 8.

Fig. 5. Learning curve of trained ANN. Fig. 6. Confusion matrix of data learning.

Fig. 7. Computer implementation of GUI matlab.
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5 Conclusion

In this paper, a feedforward ANN is applied to classify the faults of small SAPV system
installed at LREA, Algeria, where only the voltage and current of PV panels, Battery
and load are used as features. The investigated faults includes short-circuit PV module,
open circuit PV module and external short-circuit of Battery, in which the data of fault

Fig. 8. Neural networks SAPV system faults diagnosis interface.
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are acquired and preprocessed to use them to train the ANN classifier. A high classi-
fication rate is obtained by the test of ANN, where a computer GUI Matlab is created to
display its results.
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Abstract. The goal of this contribution is to estimate the power delivered by a
multicrystals solar photovoltaic module based on artificial neural networks. Two
structures of ANNs were tested: multiple-layer perceptron and radial basic
function. The results obtained gave good coefficients of correlation, the statis-
tical R2-value obtained is about 0.96 to predict this important parameter.
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1 Introduction

Several studies have been conducted to predict parameters of PV systems, among these
studies Almonacid et al. [1] presented the estimation output of a PV generator one hour
ahead based on dynamic artificial neural networks. The results obtained of this study
show that the proposed methodology could be used to forecast the power output of PV
systems one hour ahead with an acceptable degree of accuracy. Ashhab [2] conducted
the performance of an experimental photovoltaic solar system fixed panels, based on
artificial neural networks. One structure of ANN was tested based on the Kaczmarz’s
algorithm, the model can be employed to estimate with precision the parameters of
photovoltaic solar system which will produce maximum efficiency. Karatepe et al. [3]
investigated a neural network approach for improving the accuracy of the electrical
equivalent circuit of a photovoltaic module. ANN was applied to modeling a PV
module, network input parameters are solar radiation and temperature. The current-
voltage characteristics obtained by network training are closely similar to those mea-
sured and those of the conventional model of PV module proposed. The authors varied
their investigations, indeed the extraction of PV power systems depend on many
parameters such as weather conditions, geographical situation, materials of manufac-
ture of the photovoltaic module and the electronic devices of tracking solar trajectory.
The stabilization of the PV field is also depends on the performance of the energy
storage system. Therefore, a large number of research studies have been performed to
improve the efficiency and performance of the energy storage system as well as the
overall PV system. Poullikkas [4] investigated a review on the battery large –scale for
electricity storage. The analysis of this study showed that largest systems of energy
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storage are batteries containing sodium-sulfur for large-scale system. Whereas for the
small systems the vanadium redox flow batteries are used. This paper is organized as
follows: In Sect. 2 the concept of artificial neural network is presented. In Sect. 3 the
photovoltaic module is modeling and the result of ANNs performance are discussed
and finally the conclusions of the contribution are presented.

2 Artificial Neural Networks

Numerous research works demonstrated that, artificial neural networks (ANNs) may be
used successfully in control and identification of nonlinear dynamical system [5, 6]. In
the goal of prediction, feedforward or multi-layer perceptron (MLP) methods are well
adapted. They can approximate virtually any measurable function up to an arbitrary
degree of accuracy. It is usually constituted of two or three layers of neurons which are
completely connected. The mathematical model is expressed as follows [7, 8]:

y ¼ g
Xm
i¼1

vjf
Xn
i¼1

wijxi þ bi

 !
þ c

 !
ð1Þ

Where y is the output of the network; X = [x1,..xi] is the data inputs vector; (wij, vj)
and (bi, c) are the weights and the biases of every hidden layer respectively. Activation
functions (g) and (f) can be a simple threshold function, sigmoid, hyperbolic tangent or
others.

The Radial Basic Function technique gives another alternative tool to learning in
neural networks. The architecture of RBF-ANN as shown in the Fig. 1 [9], is simple
and consists on one hidden layer and one output layer. The activation function is
Gaussian as presented in Eq. (3). Each node (j) has a center value (cj), where (cj) is a
vector whose dimension is equal to the number of input to the node. For each new input
vector (X), the Euclidean norm of the difference between the input vector and the node
center is calculated as in [10–12]:

tjðxÞ ¼ cj
�� � xk ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

ðxi � cj;iÞ2
vuut ð2Þ

The output of the network is given by

ŷ ¼
XL
i¼1

wm exp � t2

r2

� �
ð3Þ

The most used statistical coefficients to estimate the efficiency of ANNs are: the
mean bias error MBE, the root mean square error RMSE, and the coefficient of
determination R2. Where Yi,est and Yi,mes are respectively, the ith estimated values and
ith measured values of the variables. Numerous works compared and presented their
results about the following coefficients in [13–15].
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The mean bias error:

MBE ¼ 1
N

XN
i¼1

Yi;est � Yi;mes
� � ð4Þ

The root mean square error:

RMSE ¼ 1
N

XN
i¼1

Yi;est � Yi;mes
� �2#" 1

2

ð5Þ

Coefficient of determination:

R2 ¼ 1�
PN
i¼1

ðYi;mes � Yi;estÞ2

PN
i¼1

ðYi;mesÞ2
ð6Þ

3 Photovoltaic Module Representing

Any PV module exposed to the solar rays becomes generating of current (Iph), and thus
being able to extract an electrical power. The Fig. 2 presents the equivalent diagram of
a PV cell under illumination. It corresponds to a generator of current in parallel on a

Fig. 1. Radial basic function artificial neural network [9]
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diode. The serial resistance depends on the impedance of material, the resistance of
shunt corresponds to a resistance of the junction. For an ideal cell, serial resistance
tends towards zero, the resistance of shunt tends towards the infinite, (q) is the electron
charge, (K) the Boltzmann constant, T is the cell temperature and A is diode ideal
factor as calculated by the Eq. (8) [16–18]:

The characteristic current-tension is put in the form as

I Uð Þ ¼ Iph�Id Uð Þ ð7Þ

The output current of PV module can be expressed by the following equation [17,
19, 20]

I ¼ Iph � Id exp
qðUþRSIÞ

KTA

� �
� 1

� 	
ð8Þ

Mathematical model of a PV array which consists of NS cells in series and NP cells
in parallel is given as

I = NPIph � NPId exp
q

KTA
U
NS

� I
RS

NP

� �� �
� 1

� 	
ð9Þ

According the characteristic I-V is written as

IðGc; TcÞ ¼ Isc 1� exp
ðvoc � vÞ

s

� 	
 �
ð10Þ

Icc2ðG2; T2Þ ¼ Icc1ðG1; T1ÞG2

G1
þ aðT2 � T1Þ ð11Þ

Vco2ðG2; T2Þ ¼ Vco1ðG1; T1ÞþA ln
��G2

G1

� �
þ bðT2 � T1Þ ð12Þ

U Iph

-+

Rs

-
+

RshId

2

-

1

+

Fig. 2. General model of PV generator
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The estimated power extracted on the module is obtained by the product of the
current and the output voltage. As presented in Eqs. (11), (12) and (13), the current and
the tension depend directly on the temperature and the solar radiation

P ¼ I � V ð13Þ

The various phases of training process to the RBF artificial neural network are
presented in Fig. 3. Since a coefficient of correlation R equal to 0.89 in the first phase
and equal to 0.927 in the second phase, to R equal 0.977 in the third phase until equal
0.9872 in the final phase. It is observed in Fig. 4, the photovoltaic power predicted by
radial basic function ANN gives better estimation than the power predicted by MLP-
ANN.

Different statistical coefficients for the studied cases are presented in Table 1. The
mean bias error MBE, the root mean square error RMSE and the coefficient of
determination R2. These numbers are very close to 1, which indicates a good relation
between the inputs or targets (X) and the outputs or response (Y) of neural networks.
The relationship is given by: Y = mX + b, m corresponds to the slope and b the
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y-intercept of the best linear regression relating targets to network response. The
coefficient R2-value between the outputs and the targets if is equal to 1, then there is
perfect correlation between targets and outputs.

4 Conclusion

The obtained results show that the artificial neural networks tested introduce a good
estimation for of PV power can be extracted. This method was used successfully by
training various ANNs with appropriate architecture MLP and RBF. The good choice
of activation functions, the numbers of hidden layers and the numbers of nodes. Each
neural network allowed to obtain predicted curves with a coefficient R2-value better
than 0.95. The ANNs operate like a “black box” model an advantage of using ANNs is
their ability to treat a multidimensional system with many interrelated parameters.
Therefore, the artificial neural networks are utilized to overcome these difficulties. This
method can be a beneficial tool for the designers of PV systems, it can be applied
before the implementation the PV installation, providing the power delivered by the
system.
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Table 1. Statistical performance for prediction photovoltaic power.

ANNs MBE RMSE R2 Best linear fit

MLP (a) 9.09e−006 0.8096 0.9724 Y = (0.972)X + (0.833)
RBF (b) 9.0909e−006 0.8028 0.9742 Y = (0.975)X + (0.765)
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Abstract. The aim of this work is to develop an artificial neural network
software tool in Matlab which allows the well logging interpreter to evaluate
hydrocarbons reservoirs by classification of its existing facies into six types
(clay, anhydrite, dolomite, limestone, sandstone and salt), the advantage of such
classification is that it is automatic and gives more precision in comparison to
manual recognition using industrial software. The developed algorithm is
applied to eleven wells data of the Algerian Sahara where necessary curves
(Gama Ray, density curve Rhob, Neutron porosity curve Nphi, Sonic curve dt,
photoelectric factor curve PE) for realization of this technique are available.
A graphical user interface is developed in order to simplify the use of the
algorithm for interpreters.

Keywords: Artificial neural networks � Lithofacies classification
Industrial software � Algerian Sahara � Graphical user interface

1 Introduction

Well logging is the recording of data from a capture tool placed at the bottom of the
hole, plotted against the depth of the well. The most common application of well
logging in the oil industry is to look for areas of recoverable oil. It is useful to have a
detailed account of the geological formations penetrated by a borehole. For the pro-
duction of oil and gas, companies would have several kinds of information on a
geological layer such as the oil content. To measure these properties, the sources and
sensors in loaded enclosures known probes which can be lowered into an existing
borehole (wireline logging) or can be mounted in a collar behind the drill bit to take
measurements while the well is drilled. In wireline logging, electronic probes and
cartridges are chained and reduced in a cased well to a cable which has an electronic
signal wire. As the chain is lifted, the sensors measure a part or all of the following
properties as a function of depth: the electrical resistivity, the electron density, the
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speed of sound, neutron moderation, absorption to thermal neutrons (induced) of the
radioactivity, of natural and artificial spectral gamma rays, Compton scattering, size of
the borehole, and the nuclear magnetic resonance occasionally. The data is transmitted
through the wire to a computer at the surface where the data is recorded.

Neural networks have been applied in a variety of areas to solve problems such as
classification, feature extraction, diagnosis, function approximation and optimization.
Lithofacies classification for well logging is a complex and nonlinear geophysical
problem due to several factors, such as shape of the pores, fluid saturation, grain size…
etc. The complexity of the problem is characterized by non-linearity of the physical and
statistical solutions; the latter is caused by the noise in geophysical measurements.
Several researchers have worked in lithofacies classification using the conventional
method as “cross-plot” and other statistical techniques. In Cross-plot technique (Pickett
1963 [1], Gassaway et al. 1989 [2]), two or more logs are cross plotted to get the
lithology curve. The multivariate statistical methods have been used to study the
drilling data. These techniques are, however, semi-automated and require a large
amount of data, which are expensive and not readily available.

Existing methods for analyzing log data are very tedious and time consuming,
especially when it comes to large number of complex and noisy drill measurements.
The objective of this work is to develop an algorithm for the recognition of lithofacies
and automatic classification based on the artificial neural network; we applied the
algorithm to the data from eleven wells in the Algerian Sahara. The validation of the
results was performed by comparing the automatic recognition using Matlab with
manual recognition using Industrial software.

2 Overview of Well Logging Methods

2.1 Nuclear Logging Method

Measuring the radioactivity is of particular interest in the search for radioactive ores, in
particular potassium and uranium salts, but also for the detection of clays benches or
radioactive beds. It is a measure of the natural radioactivity of the formations traversed
by a borehole. These measurements are useful for the detection of radioactive minerals
existing in the formations namely: U, Th, K. These elements are particularly related to
clay, and therefore, the gamma ray reflected especially shaliness.

In sedimentary formations, Gamma Ray is used for the delineation of layers
depending on their clay content. The quantitative application will be in favorable cases
the assessment of the clay percentage considering that the radioactivity of sedimentary
rocks is mainly linked to K40 found in clay. We can write this condition using the
following equation

Vsh ¼ ðGRlu � GRminÞ=ðGRmax � GRminÞ ð1Þ
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2.2 Neutron Logging Method

Measuring the formations density in this method is similar to the previous method, but
this time it is subjected to continuous training bombardment with energy equal to
662 kilo; the electron emitted by a source of 137Cs cesium. These gamma rays lose
energy by collisions with electrons, it is a lithology and porosity tool; it measures the
speed decrease of the number of thermal neutrons as a function of the distance from the
source [3], this speed will depend mainly on the porosity. The application of neutron
tools is the determination of porosity, where some corrections to the lithology and hole
conditions are sometimes necessary [4]. For this technique, we can write the following
equation.

/Ncorð%Þ ¼ /Nlu þ 4� Vsh � /Nsh ð2Þ

2.3 Sonic Logging Method

The sonic log is a continuous record, depending on the depth, of the speed of sound in
the formations. It was found that the propagation of acoustic waves in training depends
on the porosity. The transmitted wave is calibrated in amplitude and frequency, the
signal recovered by the receivers, in comparison with that emitted, gives an idea on the
speed of the acoustic wave in the medium which is related to its compaction, therefore,
linked to porosity. The tool measures the transit time of the acoustic wave over a
distance of 1 foot [5]. The transit time is the time it takes for a sound wave to cross one
foot formation and it is expressed by (ms/ft). The BHC tool has two acoustic wave
transmitters and four receivers. The relationship linking the measures with porosity is

/Scor ¼
ðDtf � DtluÞ
ðDtf � DtmaÞ � Vsh � ðDtf � DtshÞ

ðDtf � DtmaÞ ð3Þ

3 Importance of ANN in Oil Industry

With the ability of classification and generalization, neural networks are commonly
used in statistical problems, such as automatic classification and decision making.
According to Dreyfus et al. 2004 [6], the benefit of ANN over other methods lies in
their ability to perform precise equivalent models with less experimental data and their
ability to create more accurate models from the same number of examples in addition to
their ability to solve complex problems. This technique is implemented in several
disciplines, the most well known [6]

• The seismic data processing [11], Veezhinatan 1990, McCormack 1991, Musuma
1992.

• The characterization of rocks (Derek 1990; Braunschweig 1990).
• Interpretation of logs (Baldwin 1989–1993; Avelino 1991; Riva 1992).
• Diagnostic of the drilling tool (Arehart 1989).
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• Control Process (Lambert 1991).
• Recognition of lithological and facies analysis [12, 13].
• Lithological classification of seismic attributes (Mihoubi 2006) [14].

The propagation algorithm (PRA) is an example of supervised learning algorithm,
it has been widely used for spectacular applications such as Rosenberg’ demonstration
(1987) [7] in which the PRA is used in a system that learns to read text. Another
success was the prediction of the stock market (Refenes et al. 1994 [8]) (Fig. 1).

4 Characterization of Reservoir Lithofacies

In this section, we focused on the algorithm used to achieve the objectives of this work;
classification algorithms based on artificial neural networks consist of nodes in input
layer, one or more hidden layers and an output layer. Each node in a layer has a
corresponding node in the next layer, creating the stacking effect. Feed-forward is one
of the popular structures from artificial neural networks; this structure is widely used to
solve complex problems by modeling complex relationships. The developed algorithm
procedure is described as follows

Step 1: Standardize data; The obtained data is mapped to the terminal [0, 1], so that
to adjust the interval defined attributes and avoid saturation of neurons. Data nor-
malization is calculated by

Inew ¼ Iold � Imin

Imax � Imin
� Omax � Ominð ÞþOmin ð4Þ

Imin is the minimum value of the variables, Imax is the maximum value of the variables,
Omax is the maximum value after normalization, Omin is the minimum value after
normalization, Inew is the new value after normalization and Iold is the old value before
normalization [15, 16].

Step 2: Set the network settings; Number of hidden layers: In this study, we took
five hidden layers where the convergence and accuracy of the results can be guaran-
teed. We took the depths of 3300–3500 m where for each 0.1054 m we have a sample
for the layer. Learning rate (η): In general, too fast or too slow a learning rate is
detrimental to network convergence; in this study, we have selected values between 0.1
and 1.0 for testing networks [17]. Transfer function is the sigmoid function [18] for
which its value is in the range [0, 1].

Fig. 1. An example of ANN architecture
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Step 3: Enter the data of training examples; the associated values of input and
output training are entered using the GUI of the algorithm.

netj ¼
Xm

i¼1

wjixi þ bj ð5Þ

The sigmoid function is used to convert signal for each neuron in the hidden layers.
The signal from the output layer can be expressed by the target value of output neuron
k and the error of each hidden layer

dlj ¼
XI

i¼1

dlþ 1
i wl

jif
0
netlj

� �
ð6Þ

Progressive change for each weight of each learning interaction is computed using
the first derivative of the sigmoid function.

Step 5: Calculate the error values: Steps 3–5 are repeated till the network converges
[19].

5 Comparative Study ANN-Classical Techniques

5.1 Interpretation Using Conventional Techniques

In this section, the interpretation is done manually using the IP Log software, we used
four curves; gamma ray curves (GR), the density curve, the neutron curve (NPHI) and
the curve of the photoelectric factor (PE). In these curves, we have taken the depths
area (3300–3500 m). The eleven wells are Well-1 (Pilot well), Well-2, Well-3, Well-4,
Well-5, Well-6, Well-7, Well-8, Well-9, Well-10 and Well-11 for which all the nec-
essary information in the curves of the selected area (3300–3500 m) are available. We
applied the sequence for Well-1 after learning network; we repeated the same job for
ten wells. The sequence is as follows

• We use the log gamma (GR) to determine the clay and non-clay benches in the logs
for the selected area.

• From the graphs, we determine the matrix density and the fluid density which allow
us to generate the lithology curve.

• Using conditions below, we have manually classified the facies for this well.

The conditions used for manual classification by IP Log are

If (GR > 70 API), we have clay else;
If ((NPHI-PHID) < 1%), we have limestone, else;
If (1% < (NPHI-PHID) < 7.5%), we have sandstone, else;
If (7.5% < (NPHI-PHID) < 13.5%), we have dolomite, else;
If (15% < (NPHI-PHID) < 45%), we have anhydrite, else
If ((NPHI-PHID) > 45%), we have salt,
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The matrix parameters are calculated using Quick look method; the values used to
plot the curve for each well are given in Table 1.

5.2 Interpretation Using ANN

In this section, we have developed a code source for the automatic recognition of
lithofacies, where all the targets achieved before with IP Log software are programmed
using MATLAB, to simplify the use of the proposed algorithm; a graphical user
interface (GUI) is developed. The results of the automatic lithofacies recognition can be
plotted using Matlab plot tools as it is shown in the Fig. 2.

Table 1. The matrix parameters calculated for the different wells

Well Dtmat Rhomat

Well-1 50 2.85
Well-2 49 2.86
Well-3 50 2.85
Well-4 51 2.78
Well-5 54 2.81
Well-6 56 2.79
Well-7 51 2.84
Well-8 53 2.82
Well-9 51 2.84
Well-10 48 2.81
Well-11 49 2.86

Fig. 2. The curves displayed by Matlab after learning
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We note that the curve of the lithology is not well marked, for this reason and also
to make an effective comparison, we export the results of Matlab to other visualization
software, and we plot the curves in the same way of the manual recognition. To
validate the use of ANN, we show in this part a brief comparison between the results of
manual interpretation using conventional software and automatic recognition using
ANN-Matlab, where we show the results of selected wells.

In order to facilitate the use of the developed algorithm without the need of having
Matalb, we have developed the graphical interface, it has been compiled so that is can
be run as standalone application (Fig. 3).

• Well-2 (Fig. 4A) We have identified the presence of four areas that are
Zone1 (3340 m–3376 m) we notice in this area, anhydrite and sandstone
sequence, a presence of some clay.
Zone2 (3376 m–3427 m) is the second area of clay layers separated by thin
layers of sandstone.
Zone3 (3427 m–3474 m): The third area is limestone layers separated by a
considerable layer of clay; the presence of limestone is not taken into
consideration.
Zone4 (3474 m–3500 m) this area is a clay cover layer.

• Well-3 (Fig. 4C) We have identified the presence of six areas that are
Zone1 (3316 m–3356 m): in this zone, the dominant facies is anhydrite, we can
recognize a remarkable presence of the salt layer, the presence of limestone and
sandstone is not considered.
Zone2 (3356 m–3467 m) there is a layer of clay ended down by a thin layer of
limestone.
Zone3 (3467 m, 3477 m) a sandstone layer followed by a thin layer of
limestone.
Zone4 (3477 m–3392 m): a clay cover layer.
Zone5 (3392 m–3408 m) another considerable layer of sandstone.

Fig. 3. Graphical user interface of the developed algorithm
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Zone6 (3408 m–3450 m): two clay layers opaque a layer of sandstone.

However, for the automatic lithofacies, we have found that

• Well-2 (Fig. 4B) We have identified the presence of four areas that are
Zone1 (3340 m–3376 m) we notice in this area, anhydrite and sandstone
sequence, a presence of some clay.

 -A-  -B- -C-   -D-

Z
Z

 5
Z

Z
Z

Z
 1

Z
Z

 3

Fig. 4. Comparison of result for manual and automatic interpretation for wells Well-2 (A, B)/
Well-3 (C, D)
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Zone2 (3376 m–3427 m) is the second area of clay layers separated by thin
layers of sandstone.
Zone3 (3427 m–3474 m): The third area is limestone layers separated by a
considerable layer of clay; the presence of limestone is not taken into
consideration.
Zone4 (3474 m–3500 m) this area is clay cover layer.

• Well-3 (Fig. 4D) We have identified the presence of three areas that are
Zone1 (3316 m–3356 m) thick clay layers separated by a thin layer of
anhydrite.
Zone2 (3356 m–3467 m): a clays and stone sequence with the dominant facies
is the sandstone.
Zone3 (3467 m–3477 m): a thick clay layer that covers the upper layers.

As shown in Fig. 4, the recognition of the facies using ANN-MATLAB, has many
advantages over the manual recognition using conventional software such as

• Simplify the work of interpretation by automatic procedures so that the time taken
by the interpreter is minimized.

• The results found by the ANN are more precise; a neglected area by the Industrial
software is considered by the algorithm.

• The implementation requirements for the classification and recognition by Matlab
allow us to minimize the influence of the precision of the interval in the creation of
virtual thin layers that do not exist in the geology of this region.

6 Conclusion

In this work, we have taken the goal of developing an algorithm for automatic litho-
facies recognition based on artificial neural network, in addition to improving the
accuracy of this type of procedure usually applied using software known as industrial
software.

To achieve these goals, we have divided the work into stages, in the first stage, we
used the Industrial software to do manual classification based on certain assumptions
using available data, this procedure is applied for eleven wells in the Algerian Sahara,
and the results were used as comparison samples to validate the results of the neural
network classification. The next step is the training of the neural network using the
lithology curve of pilot well, after that; we used five curves for automatic classification
using the trained neural network in MATLAB. To simplify the use of this algorithm,
we have also developed a graphical interface that allows users to simply use the
necessary procedures. Finally, the last step of the project is the comparison between
manual and automatic lithofacies recognition. Through this comparison, we concluded
that

• The artificial neural network allows us to clarify the classification of lithofacies.
• Automatic recognition simplifies the work of interpreters.
• The use of Industrial software for manual recognition may cause some ignorance of

important areas, but the neural network realizes a step by step interpretation.
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The implementation of the condition in the Industrial software can cause non-
existing layers especially if conditions intervals overlap. However, this algorithm will
be ineffective in the absence of any geological information such as the number of
lithofacies, lithology pilot curve. For this reason, it would be desirable to use as many
carrot data as possible in order to increase the precision of the algorithm for far wells.
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Abstract. In recent years, renewable energy has become very important and
has been given a lot of attention due to the fear of the exhaustion of non-
renewable energy in addition to the fact that renewable energy is totally free-
pollution and inexhaustible. One of the most well-known renewable sources is
solar energy. This paper gives the detailed mathematical model and the char-
acteristics of a photovoltaic array, then it illustrates an artificial intelligence
based fuzzy logic FLC maximum power point tracking MPPT control method,
next a single stage operating based on the new impedance Z-source inverter
which has been used as an interface between the PV system and the grid is
presented. Lastly the simulation is achieved using Matlab Simulink and the
results are discussed.

Keywords: Renewable energy � Fuzzy logic � MPPT � Z-source inverter

1 Introduction

Over the last few years the non-renewable energy such as fossil fuel has become
highly-priced energy as a result of its widespread use and aggressive consumption. As
concern is growing over this situation, the renewable energy development such as
photovoltaic energy has become significantly more necessary than ever (Reshmi and
Nandakumar 2016; Liu et al. 2014). The dc power delivered by the PV systems can be
exploited in two ways, the first is to use the generated dc power at the same place,
astoring equipment is needed to avoid the interruptible operating. While the second one
is to connect the PV system directly to the grid by considering the quality conditions
(Bourguiba et al. 2016). In the two stages operating, the PV configuration is based on
two converters, DC-DC converter which is responsible for extracting the maximum
power from the PV generator and connecting it to the DC-AC converter which is
considered as the main component in the system, Its importance stems from being the
component that transform the power generated by the PV generator into a useful
alternative power (Bourguiba et al. 2016; Selvaraj and Rahim 2009).

Due to its sensitive role in the PV systems, several developments having been
applied to the inverter which aim to increase its efficiency and decrease its power
losses. In order to overcome the disadvantages of the two stage operating systems such
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as power loss, high cost and control difficulties, Peng, F.Z had suggested a new
promising topology in (Peng 2003) which is named impedance source or Z-source
inverter topology (Ketabi and Tabatabei 2015; Rasin and Rahman 2012). Because of
the unsteady environmental conditions and the nonlinearity in the V-I characteristics of
the PV array, it was always challenging to extract the maximum power point from the
PV cells. To achieve such purpose several MPPT methods have been developed as the
perturbation and observation method and the incremental conductance (Ahmed et al.
2016), to overcome the drawbacks in the above-mentioned methods, this work pro-
poses to use an artificial intelligence based fuzzy logic maximum power point tracking
control strategy. This paper aims firstly to give the detailed mathematical model of each
part of the studied PV system, secondly offer a satisfactory explanation for the adopted
control strategy and finally provide and discuss the simulation results.

2 System Description and Modelling

The elaborated system comprises essentially a PV array connected to a Z-source
inverter, based fuzzy logic MPPT control method is used to extract the maximum
power from the PV array, and finally the grid network as shown in Fig. 1.

2.1 PV Cell Modelling

The PV array is composed of cells which transform solar energy to electrical power,
these cells can be associated in series or in parallel depends on the desired value of
current and voltage (Bourguiba et al. 2016). Figure 2 presents the equivalent circuit of
the PV cell.

By applying Kirchhoff’s Current Law

Ipv ¼ Iph � Id � Ip ð1Þ

PV Array

Cin

C1 C2

L1

L2

Transformer Grid

Fuzzy logic 
based MPPT

Control Unit
PLL

Vpv
Ipv

Fig. 1. PV based grid-connected ZS inverter system.
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Where

Iph is the photocurrent [A].
Id is the diode current.
Ip is the current leak in parallel resistor.

According to the Eq. (1) the output current is given by

Ipv ¼ Iph � Id � Vpv þRs � Ipv
Rp

ð2Þ

Diode current equation

Id ¼ I0 exp
Vpv þRs � Ipv
A � Ns � VT

� �

� 1
� �

ð3Þ

That

I0 is the reverse saturation or leakage current of the diode [A].
Vpv is the terminal voltage [V].
Rs is the series resistance [Ω].
Rp is the parallel resistance [Ω].
Ns is the number of PV cells connected in series.
A is ideality factor
VT is the thermal voltage presented in Eq. (4) which is equal to 26 mV at 300 K for
Silisium cell.

VT ¼ k � Vpv
�
q ð4Þ

Where

K is Boltzmann constant 1.381 � 10–23 [J/K].
q is electron charge (1.602 � 10–19 [C].
The reverse saturation current is given by

I0 ¼ DT3
Cexp

�qeG
A � k

� �
ð5Þ

G W/m2

Rp

RsIph

Id Ip

Ipv

Vpv

Fig. 2. Equivalent circuit for PV cell.
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Such as

D is diode diffusion factor
TC is the actual cell temperature [K]
eG is material band gap energy [eV], (1.12 eV for Si) (Belia et al. 2014).

2.2 PV Cell Specification

A 305 W SunpowerSPR-305-WHT PV has been used (Ahmd et al. 2016), all the
parameters are shown in Table 1.

Figure 3 shows the power-voltage characteristics curves under constant tempera-
ture and different irradiances. As it is presented the PV power increases proportionally
with the increasing of the irradiance.

2.3 Fuzzy Logic Controller Based MPPT

Recently, fuzzy logic based controllers have been broadly used especially in the field of
the renewable energy because of its easy implantation, good performance and the
ability to deal with the nonlinear characteristics of the PV system (Abdullah et al.

Table 1. Parameters of Sunpower SPR-305-WHT PV model

Parameter Value

Number of cells per module 96
Referenced solar irradiance 1000 W/m2

Referenced cell temperature 25 °C
VOC 64.2 V
ISC 5.96 A
Vmp 54.7 V
Imp 5.58 A
Pmp 305 W
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Fig. 3. P-V characteristics of PV cell.
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2012). To ensure that the PV system is operating in its maximum power point, a robust
tracking strategy is needed. For such purpose a fuzzy logic tracker is proposed to
handle the operating of the PV system under the unsteady environmental conditions.
The main structure of the fuzzy logic process which consists of three steps: fuzzifi-
cation, rules identification and defuzzification (Abdullah et al. 2012). In the traditional
configurations the inputs of the FLC tracker are the error dp/dv and its derivative as in
Eqs. (6) and (7), while the output is the duty cycle of the Dc-Dc converter (Youcef
et al. 2014).

eðnÞ ¼ PðnÞ � pðn� 1Þ
VðnÞ � Vðn� 1Þ ð6Þ

DeðnÞ ¼ eðnÞ � eðn� 1Þ ð7Þ

Although in the proposed configuration the FLC tracker is modified to adjust the
shoot-through duty ratio for the purpose of tracking the maximum power point by
exploiting the boost feature in the z-source inverter according to the equation below.

VPV ¼ 1� D0

1� 2D0
ð8Þ

Where Vpv is the PV voltage and D0 is the shoot-through duty ratio.
Figure 4 presents the chosen membership functions of the error for the linguistic

variables for the inputs and the output which can be divided into: NL (negative large),
NS (negative small), Z (zero), PS (positive small) and PL (positive large), the mem-
berships of the error derivative and the output are the same but with interval of (−0.03
to 0.03) for the derivative and (0 to 0.4) for the output which is the shoot through duty
ratio. While Table 2 shows the rule base of the selected fuzzy controller.

Table 2. Fuzzy rules base

NL NS Z PS PL

NL Z Z PL PL PL
NS Z Z PS PS PS
Z PS Z Z Z NS
PS NS NS NS Z Z
PL NL NL NL Z Z

Fig. 4. Memberships of fuzzy logic controller
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2.4 Z-Source Inverter

Due to the drawbacks in the conventional voltage and current source inverters, Peng, F.
Z has proposed in (Peng 2003) a new topology that overcomes these drawbacks and
provides a new feature of the ability to buck or boost the voltage with such a simple
configuration which is missing in the conventional topologies. The ZS inverter
equivalent circuit is presented in Fig. 5, in this topology a symmetrical impedance
network is used as an interface between the source and the inverter, this network
contains two capacitors and two inductors. Unlike the traditional V-source inverter
which has two states, active state wherein the DC voltage is applied across the load,
this state can be obtained by 6 switching states, and zero state which can be obtained by
2 switching states wherein the load terminals are shorted through either upper or lower
three switches.

The Z-source inverter has one extra state called shoot-through zero state wherein
both the upper and lower switches are turned on, this state is forbidden in the con-
ventional topologies because a damage may occurs when the devises in the same leg
gated on in the same time (Peng 2003). Z-source inverter is able to operate in two
modes, non-shoot through mode and shoot through mode (Youcef et al. 2014).

3 System Configuration and Operating Principle

For the maximum power control Fuzzy logic based technique is used to extract the
maximum power from the PV array by controlling the shoot through duty ratio. The
shoot through duty ratio lines Vp & Vn will be compared with a carrier signal, the shoot
through state will be generated according to this comparison to reach the desired PV
voltage. For current control strategy, the output three phase voltage and current are
transformed into d-q components.

The capacitor voltage will be compared with a reference value and the error signal
is delivered to a PI controller in order to generate the reference current Idref, with the
assumption that Iqref is zero a comparison is performed between the reference and
actual currents. The generated references voltages is compared with carrier signal for
the purpose of controlling the capacitor voltage and the current flow at the same time,
the control block diagram is shown in Fig. 6.

V0

C1 C2

L1

L2

Vd Vi

Fig. 5. Equivalent circuit for Z-source inverter
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4 Simulation Results

The simulation of the system is performed using Matlab Simulink and its parameters
are listed in Table 1, Fig. 7a illustrates the irradiance, as it is shown there is a quick
variation applied in 0.18 s–0.39 s to test the response speed and the accuracy of the
fuzzy logic controller.

Figure 7b shows the power obtained from the PV array which consists of 6 parallel
and 8 series modules, this combination provides about 14.6 kW in the standard test
conditions (1000 w/m2, 25 °C), although under an unsteady irradiance the PV power is
changing according to the variation of the irradiance, in Fig. 8a it is clearly obvious
that the FLC MPP controller track the MPP voltage which equals in STC 328 V.
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Transformer Grid
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Ipv

PV 
array

abc 
to dq
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Control
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+
-

PWM
Id

Iq
D0

Vq*

Vd*Va*
dq to 
abc

Vb*
Vc*

S1...S6

Iqref0
Idref

Fig. 6. The block diagram of the control system
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A PI controller is used to regulate the DC capacitor voltage to keep it equal to the
reference value (800 V) after a transient period of 0.1S as shown in Fig. 8b. Figure 9a
and b show the output voltage and its close up view respectively, the system provides
220 V rms with frequency of 50 Hz and Thd below 5% to feed a domestic grid or to be
connected with a grid of 25 kV as illustrated in Fig. 10.

5 Conclusion

This paper presented in the first part of the study a PV array connected to the grid
through a z-source inverter, by using the topology presented in the paper the system
will operate in a single stage operation therefore the dc-dc converter no longer used
which increases the efficiency and decreases the complexity of the system. In the
second part the fuzzy logic based MPPT algorithm had been used for the purpose of
extracting the maximum power from the PV array, moreover an efficient strategy has
been used firstly to control the inverter according to the reference voltage and to
maintain secondly the capacitor voltage at a constant value. The obtained results were
very convincing comparing to other research.
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Abstract. This paper focuses on control strategy of a voltage source converter
based on fuzzy logic controller. A PV array is connected to alternative current
(AC) grid via a boost converter and a three-phase three-level voltage source
converter. The three phase VSC converts the DC link voltage to AC and keeps
unity power factor. The VSC control system uses two controllers. The first one
is an external fuzzy controller which regulates the DC link voltage to its ref-
erence value and the second fuzzy controller regulates active and reactive grid
current components. The active current reference is the output of the DC voltage
external controller. The reactive current reference is set to zero in order to
maintain unity power factor. Vd and Vq voltage outputs of the current controller
are converted to three modulating signals used by the PWM Generator. Result
from the simulation shows that the fuzzy controller is capable to stabilize the DC
link voltage, the active and the reactive components of the current VSC in the
vicinity of references values in various temperature and irradiation condition.

Keywords: Fuzzy logic controller � Grid-connected photovoltaic system
Fuzzy MPPT � DC link voltage � Voltage source converter

1 Introduction

With the deterioration of the global environment, renewable energy, headed by pho-
tovoltaic power generation, has attracted worldwide attention because of its advantages
of environmentally clean, pollution-free and simple installation (Dong-hui et al. 2010).
In recent years, the distributed generation system of photovoltaic power generation is
gradually developing from the island to the integrated grid, indicating that large-scale
grid-connected PV will be the main mode of photovoltaic power generation (Jie and
Qian 2009). The integration of PV systems with the distribution systems are increasing
nowadays. The Voltage Source Converters (VSC) and DC-DC converters can be used
to integrate PV arrays with the AC grid.

The controller is one of the main parts of any control system. The conventional PI
controller requires precise linear mathematical model of the system, which is difficult to
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obtain under parameter variations, nonlinearity, and load disturbances (Saad and Zel-
louma 2009). Recently, the fuzzy logic system (FLS) has been widely applied to many
control problems (Saad and Zellouma 2009; Mohanty and Parhi 2014; Abbadi et al.
2012; Attia et al. 2015), as they need no accurate mathematical models of the uncertain
nonlinear systems under control. This paper deals with the control of currents and DC
link voltage of 3-phase VSC based fuzzy control scheme for integration of the PV
system into 3 phase system.

This paper is organized as follows. In Sect. 2, the system under study is described.
The Fuzzy logic control strategy is presented in Sect. 3. In Sect. 4, the proposed
control is validated by means of simulation and discussed. Finally, the conclusions are
summarized in Sect. 5.

2 System Structure

Grid-connected PV system is combined with PV array, MPPT module, VSC module
and distribution network. Figure 1 shows the system structure.

The main function of grid-connected PV system is to transmit active power of PV
array (100 kW at 1000 W/m2 of sun irradiance) to utility grid (25 kV distribution
feeder + 120 kV equivalent transmission system). For MPPT, the boost converter
boosts DC voltage from approximate 273 V DC to 500 V DC. This operation is
achieved by automatically varying the duty cycle. The 3-level 3-phase VSC converts
the 500 V DC link voltage to 260 V AC and keeps unity power factor.

3 Proposed Fuzzy Controller Strategy

In this paper two mainly fuzzy control strategies are proposed. The first is the fuzzy
MPPT controller and the second, the VSC fuzzy controller.

3.1 Fuzzy MPPT Controller

MPPT using Fuzzy Logic Control gains several advantages of better performance,
robust and simple design. In the proposed system, the input variables of the FLC are

Fig. 1. System structure
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slope of the PV cell’s Power-Voltage (P-V) curve (E ¼ dP=dV) and variation of slope
(DE). The output of the FLC is dD (Abbadi et al. 2018) (Table 1).

3.2 VSC Fuzzy Controller

The VSC control strategy of VSC controller has the following tasks.

1. Control of active power supplied to the grid
2. Control of DC link voltage
3. Ensure high quality of injected power
4. Grid synchronization.

The control strategy adopted, as shown in Fig. 2, consists mainly of two cascaded
loops, the fast inner current control loop, which regulates the grid current, and an outer
voltage control loop, which controls the dc-link voltage.

• Inner control loop

The inner controller or current controller as input takes the error between the
reference current and measured current. This error is carried through fuzzy regulator
and the decoupling terms are compensated by feed-forward. As a result the desired

Table 1. FLC rules base

Fuzzy
rule

E

NB NS ZE PS PB

DE NB ZE PB PS ZE NB
NS PB PS ZE ZE NB
ZE PB PS ZE NS NB
PS PB ZE ZE NS NB
PB PB ZE NS NB ZE

Fig. 2. Three phase grid connected converter control for PV system
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converter voltage in dq reference frame is obtained. The feed-forward is used to
minimize disadvantage of slow dynamic response of cascade control.

The structure of the inner current controller is presented in Fig. 2. The controller in
Fig. 2 consists of two fuzzy regulators, for q and d axis respectively. The fuzzy control
rules are illustrated in Table 2.

• Fuzzy DC Link Voltage Controller

Linear control algorithm, such as PI, can stabilize DC link voltage in the vicinity of
reference value. While, due to DC output voltage of PV is nonlinear, it does not
improve output voltage vibration. Accordingly, Fuzzy control algorithm is more suit-
able to control DC link voltage of VSC. It will make system get a good dynamic
performance and indirectly improve grid-connected performance. The DC link voltage
control diagram with Fuzzy-PI algorithm is shown at Fig. 2.

In the proposed system, the input variables of the FLC are the error between the
reference DC voltage and measured Dc link voltage (e_Udc) and variation of error
(De Udc). The output of the FLC is dIdref . The fuzzy control rules are illustrated in
Table 3.

Table 2. FLC rules base for current controller

Fuzzy rule e_Iq/e_Id

NG NM ZE PM PG

Δe_Iq/Δe_Id NG NG NG NM NM ZE
NM NG NM NM ZE PM
ZE NM NM ZE PM PM
PM NM ZE PM PM PG
PG ZE PM PM PG PG

Table 3. FLC rules base for DC link voltage controller

Fuzzy rule e_Udc = Udc_ref - Udc
NB NM NS ZE PS PM PB

Δe_Udc NB NB NB NB NM NM NS ZE
NM NB NM NM NM NS ZE PS
NS NB NM NS NS ZE PS PM
ZE NM NM NS ZE PS PM PM
PS NM NS ZE PS PS PM PB
PM NS ZE PS PM PM PM PB
PB ZE PS PM PM PB PB PB
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4 Simulation

Our application is 100 kW array connected to a 25 kV grid via a DC-DC boost
converter and a three-phase three-level VSC. The simulation is performed under dif-
ferent temperature and sun irradiation conditions (Fig. 3).

4.1 PV Array

Figure 4 shows the voltage and PV current.

4.2 DC-DC Converter

Boost converter is de-blocked at t = 0.05 s and MPPT is enabled. The MPPT regulator
starts regulating PV voltage. The duty cycle is represented in Fig. 5(a). The steady state
of the DC link voltage (Vdc = 500 V) is reached at about t = 0.2 s and remains
hanging close to its reference value even after the changes imposed on test conditions
(Fig. 5(b)).
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4.3 DC-AC Inverter

At t = 0.05 s, VSC converter is de-blocked too. Figure 6(a) depicts the voltage and
current waveform of VSC, connected to utility grid. The harmonic spectra of the
converter output current at solar irradiance levels of G = 1000 W/m2 is shown in Fig. 6
(b). The phase voltage and current (Va and Ia) at 25 kV bus are in phase (Fig. 7(a)).
Therefore, the system provides the power (Fig. 7(b)) to utility grid with unity power
factor.
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5 Conclusion

In this paper, a three phase grid connected VSC control structures for solar PV grid
integration have been studied in detail. The proposed control strategy adopts an inner
current control loop and an outer DC link voltage control loop. The proposed control
strategies of the current and the DC link voltage of the VSC are based on fuzzy logic
controllers. The developed control strategy is verified through simulation studies on
100 kW Grid connected photovoltaic system. The obtained results showed that the
control system employing fuzzy logic controllers is very effective in the regulation of
the DC link voltage, the active and the reactive components of the current VSC when
irradiance and temperature levels change. The THD of the grid injected current is very
satisfying. The simulated results, obtained for different operating conditions, have
shown a good performances of the grid connected photovoltaic system with the fuzzy
logic controllers.
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Abstract. Photovoltaic (PV) panels are devices that convert sun light into
electrical energy and are considered to be one of the major ways of producing
clean and inexhaustible renewable energy. However, these devices do not
always naturally operate at maximum efficiency due to the nonlinearity of their
output current-voltage characteristic which is affected by the panel temperature
and irradiance. Hence, the addition of a high performance maximum-power-
point tracking, MPPT, power converter interface is the key to keeping the PV
system operating at the optimum power point which then gives maximum
efficiency. In this paper, new adaptive P&O method with variable step size is
investigated by using fuzzy logic control. This control technique automatically
adjusts the step size to track MPP. The proposed method can largely improve the
MPPT response speed and accuracy at steady state simultaneously with less
steady-state oscillation. The obtained results demonstrate the efficiency of the
proposed MPPT algorithm in terms of speed in MPP tracking and accuracy.

Keywords: Fuzzy logic control � Maximum power point tracking
Photovoltaic (PV) � Perturb and observ algorithm (P&O) � Variable step size

1 Introduction

The energy generated from clean, efficient and environmentally-friendly sources has
become one of the major challenges for engineers and scientists. Among all renewable
energy sources, photovoltaic generation systems are one of these sources which attract
more attention because they provide excellent opportunity to generate electricity.
However, the outputs power of photovoltaic systems are depending on atmospheric
conditions (Temperature and solar irradiation). The maximum power point tracking
(MPPT) technology improves the effective use of solar energy and the efficiency of PV
power generation system. A several maximum power point tracking (MPPT) algo-
rithms have been proposed including Hill climbing (Koutroulis et al. 2001), perturb and
observe (P&O) (Kwon et al.2008), incremental conductance (INC) (Hussein et al.
1995), and artificial-intelligence-based algorithms (Alajmi et al. 2013).
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In practice, the P&O method is the most commonly used technique, owing to its
low cost, ease of implementation and its relatively good tracking performance. Nev-
ertheless the P&O method fails to track the MPP when the atmospheric conditions
change rapidly and oscillates around the MPP or near to it when the atmospheric
conditions change slowly or constant. Consequently, part of available energy is wasted.
In Aashoor and Robinson (2012), the fuzzy logic controller is used to generate the
variable step-size of the P&O algorithm. This technique is proposed for further
improvement in the tracking speed and steady state accuracy. 25 rules have been
generated with the knowledge base of the system. In our work, more simplicity was
brought to the calculation of the variable step size. Indeed, Inspired by Shiau et al.
(2015) work, 5 rules were used to generate the variable step-size of the P&O algorithm
with one input and one output.

2 The Proposed System

The water pumping system is a stand-alone 150 W system as shown in Fig. 1. The
system consists of a single PV module, an MPPT controller, and a DC water pump.

In general, DC motors are preferred because they are highly efficient and can be
directly coupled with a PV module. Brushed types are less expensive and more
common although brushes need to be replaced periodically. The water pump selected
was a submersible solar pump which is a diaphragm-type positive displacement pump
equipped with a brushed permanent magnet DC motor. It operates with a low voltage
(12 * 30 V DC), and its power requirement is as little as 35 W (Kyocera Solar Inc
2001).

3 The Solar Model

The PV module chosen is a 72 multi-crystalline silicon solar cells in series able to
provide 150 W of maximum power. The electric model is shown in Fig. 2.

Fig. 1. Block diagram of Proposed System
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The current-voltage relationship of the PV cell (Thompson 2003) is

I ¼ Isc � I0 eq V þ I:Rsð Þ=nkTð Þ � 1
� �

ð1Þ

where: I is the cell current, V is the cell voltage, T is the cell temperature in Kelvin. The
short-circuit current (Isc) at a given cell temperature (T) is:

IscjT ¼ IscjTref : 1þ a T � Tref
� �� � ð2Þ

where: Isc at Tref is given in the datasheet, Tref is the reference temperature of PV cell in
Kelvin (K), usually 298 K (25 °C), and a is the temperature coefficient of Isc in percent
change per degree temperature. The short-circuit current (Isc) is proportional to the
amount of irradiance. Isc at a given irradiance (G) is:

IscjG ¼ G=G0ð ÞIscjG0
ð3Þ

where: Go is the nominal value of irradiance. The reverse saturation current of diode
(Io) at the reference temperature (Tref) is given below with the diode ideality factor
added:

I0 ¼ Isc
�

eqVoc=nkT � 1
� � ð4Þ

The reverse saturation current (Io) is temperature dependant and the Io at a given
temperature (T) is calculated by the following equation

I0jT ¼ I0jTref T
�
Tref

� �3
n : e

�qEg
nk

1
T� 1

Tref

� �

ð5Þ

Finally, it is possible to solve the equation of I-V characteristics (1) by simple
iterations using the Newton’s method

Inþ 1 ¼ In � Isc � In � I0 eq V þ I:Rsð Þ=nkTð Þ � 1
h i� �	

�1� I0
q Rs
n k T


 �
eq V þ I:Rsð Þ=nkTð Þ


 �
 �

ð6Þ

Fig. 2. Equivalent circuit used in the MATLAB simulations
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The parameters chosen for modeling corresponds to the BP SX150 s module, as
listed in Solar B P (2001).

4 DC Motor Model

Many PV water pumping systems employ DC motors because they could be directly
coupled with PV arrays and make a system very simple. A permanent magnet DC
motor (PMDC) is used here in this application as it can provide a higher starting torque.
Figure 3a shows an electrical model of a PMDC motor.

Figure 3b shows a major problem with a direct coupled PV-motor setup in effi-
ciency because of mismatching of operating points of the motor with the maximum
power point of the PV system. To overcome this problem, a MPPT algorithm should be
used.

5 Conventional Perturb and Observe Algorithm (P&O)

The Perturb and Observe algorithm is considered to be the most commonly used MPPT
algorithm of all the techniques because of its simple structure and ease of
implementation.

It is based on the concept that, at the maximum power point, dP/dV goes to zero.
The flowchart of P&O algorithm is shown in Fig. 4.

a) Electrical model of permanent 
magnet DC motor

b) PV I-V curves with constant power lines (dotted) 
and a DC motor I-V curve

Fig. 3. Electrical model and I-V curve of permanent magnet DC motor.

Fig. 4. Flowchart of the P&O algorithm
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6 Fuzzy Logic Controller Based Perturb and Observe
Algorithm (FP&O)

Generally the P&O MPPT algorithm is run with a fixed step size. If this step-size is set
to be large, the algorithm will have a faster response dynamics to track the
MPP. However, the algorithm with a large step-size results in excessive steady state
oscillation. This performance situation is reversed when the P&O MPPT is running
with a small step-size. Therefore, P&O MPPT with fixed step-size does not allow a
good tradeoff between steady-state oscillation and dynamic response to changing
operating conditions.

In this work a modified P&O MPPT algorithm with variable step-size is proposed.
This controller is implemented using fuzzy logic control as shown in Fig. 5a, where the
variable step-size (DD) of the P&O algorithm is the output of the FLC. The input of the
FLC is defined as:

180� � tan�1 Ipv
�
Vpv

� �þ tan�1 dIpv
�
dVpv

� �� � ð7Þ

The membership functions of the input are expressed by triangular functions and
the output fuzzy sets are defined as fuzzy singletons. The basic principle of the pro-
posed variable step size is illustrated in Fig. 5b and c. The duty cycle has a variable
step size (large step size in the far left and far right of MPP, however very small step
size near the MPP and equal to zero at MPP).

7 Simulation Results

Our application is a water pumping installation destined to irrigation. The simulation is
performed under the linearly increasing irradiance varying from 20 W/m2 to
1000 W/m2 with a moderate rate of 0.3 W/m2 per sample and a buck-boost converter is
used for water pumping system.

In Fig. 6(a) and (b) are given the P-V and I-V curves. It is clear that the trace of
operating point is staying close to the MPPs during the simulation. Figure 6(c) shows

Fig. 5. Block diagram of the proposed FP&O algorithm with Fuzzy rules
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the relationship between the output power of converter and its duty cycle. Figure 6(d)
shows the current and voltage relationship of converter output which is equal to the DC
motor load.

To demonstrate the performance of the proposed FP&O for such PV installations,
the water volume pumped by an installation equipped with the FP&O technique is
compared with the water volume pumped by a PV installation without MPPT technique
(Fig. 7). The irradiance data used here are the measurements of a sunny day in January
in Tindouf, Algeria.

The results show (Fig. 7) that FP&O technique offers significant performance
improvement. Indeed, the system with FP&O can utilize more than 99.9% of PV
capacity and the system without MPPT has poor efficiency (54.63%). From the Fig. 8
(a) and (b), it is clear that the trace of operating point of the FP&O is staying more close
to the MPPs during the simulation (less oscillation) then the classical P&O.
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8 Conclusion

In this work, an adaptive P&O MPPT has been proposed and evaluated using fuzzy
logic control to give variable step-size convergence to improve the efficiency of the
photovoltaic water pumping system. The simulation results clearly show that, the
FP&O has the ability to improve the dynamic performance of the photovoltaic power
generator system. The results, also, validate the benefits of the FP&O technique which
can significantly increase the efficiency of energy production from PV and the per-
formance of the PV water pumping system compared to the system without MPPT
technique.
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Abstract. The distribution network have a very weakly meshed reconfigura-
tion, with loops between different source stations, but the operation is carried out
via a tree-based reconfiguration. This reconfiguration is determined by the
opening and closing of switches in order to minimize the total power losses
taking account the technical, security and topological distribution network
constraints. In this paper, a Genetic Algorithm (GA) method based on graphs
theory is proposed to design an optimal reconfiguration in presence of a pho-
tovoltaic based Distributed Generation source. The proposed method is tested on
IEEE distribution network (69 bus) and validated on Algerian distribution
network (116 bus). The proposed method was developed under MATLAB
software. Certain results are better then others papers viewpoint active losses.

Keywords: Distribution network � Optimal configuration � Photovoltaic source

1 Introduction

An power system can be divided into deferent phases, generation phase, transmission
phase and distribution phase. The distribution phase is the important part, that presents
the liaison between transmission network and electric consumers. A particular attention
has been done by researchers of distribution networks in those last years, that is more
and more important, because of the introducing of renewable sources in those net-
works. Distribution networks operate in voltages lower than 50 kV and present looped
structures, but exploited in open loop (radial configuration) [1]. This is translated by the
existing of a one electrical way, between all points of the network and source stations
[2]. The search of an optimal radial configuration is the process to change distribution
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network topology by changing the switchers devices stat (open or closed stat) so that
we minimize the desired objectives [3, 4].

Many techniques have been published in literature on distribution network con-
figuration optimization, as an example: Deterministic optimization methods have been
presented in literature to determine the optimal distribution networks reconfiguration,
as an example, Simplex Method [5, 6]. A Spanning Tree Method [7]. Mixed-Integer
Convex Programming Method [8].

Many algorithms are based on Artificial intelligence and/or metaheuristic search
algorithms have been used to solve distribution network reconfiguration for example,
Genetic Algorithms [9], Antlion [10], Modified Taboo Search [11], Hybrid Big Bang
Big Crunch, Non-dominated Sorting Genetic Algorithm (NSGA-II), Fireworks Algo-
rithm, Memetic Algorithms, Ant Colony Algorithm, Simulated Annealing Algorithm,
Fuzzy Logic Multiobjective, Harmony Search Algorithm, Honeybee Mating Opti-
mization, Particle Swarm Optimization, Artificial Neural Networks Algorithm, Non-
Dominated Sorting Particle Swarm Optimization, Hybrid Fuzzy Bees Algorithm,
Cuckoo Search Algorithm, Bacterial Foraging Optimization Algorithm, Hybrid The
Minimum Spanning Tree and Improved Heuristic Rules Algorithm, Refined Genetic
Algorithm, Backtracking Search Optimization Algorithm, Artificial Immune System,
Binary Gravitational Search Algorithm, Differential Search Algorithm, Differential
Evolutionary Algorithm. Runner-Root Algorithm [12], Stochastic Dominance Con-
cepts Algorithm. Reference examined some of the most recent methods for distribution
network reconfiguration.

This paper presented application of Genetic Algorithm (GA) method based on
graphs theory to design an optimal distribution network reconfiguration in presence
photovoltaic based DG-source. This reconfiguration, determine the adjustment of
switches state, in order to minimize the total active power loss. This study, proposed to
adapt the principles of GA method to the strategy case of branches permutation, this
opens and closes the switches devices. The proposed method is tested on IEEE dis-
tribution network (69 bus) and validated on Algerian distribution network (116 bus).

2 Problem Formulation

2.1 Objective Function

The objective of distribution network reconfiguration problem is to fine the best net-
work configuration having minimal power losses by considering all exploitation con-
straints. Since many switching combinations in a distribution network exist, the search
for an optimal configuration is a complex proses, non-linear, combinatory and a
problem of non-differentiable constraints optimization. The objective function to
minimize is represented in expression (1). Figure 1 shows an equivalent circuit model
of a distribution network in the presence of looping switchers.

PT
loss ¼ I2pqRpq ¼

S2pq
V2
p
Rpq ¼

P2
pq þQ2

pq

V2
p

Rpq ð1Þ
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F ¼ Min
XNB
i¼1

Ploss ið Þ ð2Þ

where Vp

�� ��=dp; is voltage and angle voltage at bus p, rpq and xpq are resistance and
reactance of line connecting bus p and bus q, respectively, Ppq and Qpq are active and
reactive power through the branch between bus p and bus q, NB is number of lines and
N is number of buses.

2.2 Equality and Inequality Constraints

In the optimization problem of distribution network configuration in presence of PV
sources it is necessary to take in consideration all the following constraints:

Balancing constraints:

PG þPDG ¼ PD þPLf ð3Þ

QG ¼ QD þQLf ð4Þ

Voltage limit:

Vimin �Vi �Vimax for i ¼ 1. . . . . .N ð5Þ

Line thermal limit:

Sk � Skmax for k ¼ 1. . . . . . :NB ð6Þ

Real power generation lim:

PGimin �PGi �PGimax for i ¼ 1. . . ::NG ð7Þ

The DG source limit:

0�
XNDG

i¼1
PDGi �Pmax

DGi for i ¼ 1. . . . . .NDG ð8Þ

where PG;QGð Þ, are the total active and reactive power of conventional generator,
respectively, PD;QDð Þ the total active and reactive power of load, respectively,

Fig. 1. One line diagram of a two-bus distribution network
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PL;QLð Þ is the total active and reactive power losses, respectively, PDG is active power
of DG (DG source modeled as photovoltaic power).

2.3 Radiality and Connectivity Constraints

The network topology should always be radial; the topology is radial if it satisfies the
two following conditions [13]: No load out of service, and the network topology must
be radial (no-loop).

2.4 Preserving Solution Feasibility

Note that the control variables are generated in their permissible limits using strategist
preservation feasibility (perform a random value between the minimum and maximum
value), while for the state variables, including the voltages of load bus, the power
flowing in distribution lines, it appealed to penalties functions that penalize solutions
that violate these constraints. The introduction of penalty in the objective function,
transforms the optimization problem with constraints in an optimization problem
without constraints [14–17], so it is easier to deal, in this case the Eq. 2 shall be
replaced by:

Fp ¼ Min
XNB
i¼1

Ploss ið Þ þ kv � VLi � Vlim
Li

� �2 þ ks � Sli � Slimli
� �2 þ km � Nm þ ki � Ni ð9Þ

where kv; ks; km and ki, are penalty factors, Nm is the number of existing meshes, Ni is
the number of isolated loads.

3 Applied Approach

Genetic Algorithms (GA) are stochastic optimization algorithms found on the natural
selection mechanism of a generation. Their operation is extremely simple. We start by
an initial population of potential solutions (chromosomes) chosen randomly. We
evaluate their relative performance (fitness). In the base of their performance we create
a new population of potential solutions by using simple evolutionary operations: The
selection, crossover and mutation. We repeat this cycle until we find a satisfied solu-
tion. GA have been initially developed by John Holland [18].

4 Simulations and Results

In this section, the proposed algorithm is tested on 69 bus, then validated on Algerian
distribution network (116 buses). IEEE 69 bus are generally known, but the Algerian
network consists of 116 bus, 124 lines containing 09 loop lines, this load is spread over
09 feeders. The nominal voltage of 116 busses network is 10 kV. The substation is
connected to MV network via a 30/10 kV transformer. The upper and lower of voltages
limits considered in this paper are 0.95 pu and 1.05 pu, respectively. The DG size

A Genetic Algorithm Method for Optimal Distribution Reconfiguration 165



considered in this study is PDG ¼ 0:3 � PNbus
i¼1 PDi

� �
with PF ¼ 1. This DG is plased

in lowest bus voltage (see Table 1). This is to demonstrate the influence of photovoltaic
based DG-source on the reconfiguration and the differents parameters of distribution
network. Table 1 present the size and placement of photovoltaic for two distribution
system.

The optimal reconfiguration problem in presence of photovoltaic based-DG using
GA method based graphs theory has been tackled with the objective of minimizing
active loss. It has been recall that for each reconfiguration requires a calculation of a
load flow, by backward forward method. In this study, where four simulation cases are
considered, case1, presents initial reconfiguration (without reconfiguration and without
DG installation), case2 reconfiguration before DG installation, case3 presents only DG
installation and cas4 reconfiguration after DG installation. Following the different
executions of the program under MATLAB software, the optimal parameters of GA
method used in this simulation are, population size is 100, maximum iteration is 100,
crossover probability is 1, mutation probability is 0.01 and one point crossover.
Table 2, shows the switches state, active power losses and minimum bus voltage of
each distribution network for different cases studied. In order to demonstrate the
effectiveness of GA method comparisons were made with other works in literature (see
Table 3). Figure 2 present the Algerian 116 node distribution network topology. Fig-
ures 3 and 4 shows voltage profile for same cases studied. From these figures it has
been found that the improvement of the voltages is due to optimization of the recon-
figuration and the presence of DG source. Figure 5 present the GA method conver-
gence for 69 distribution network and 116 bus. The same resonance with the total loss
values. Case4 (reconfiguration after DG installation) proved its effectiveness better than
other cases by the minimization in addition to total losses with better voltage profile.
From the results obtained, for the Algerian distribution network, the losses value in
case3 is greater than case1, but after optimization of the reconfiguration (case4),the
value of the demined losses decrease comparing to case1, which confirms the impor-
tance of reconfiguring the network in presence of DG.

Table 1. Size and placement of photovoltaic based DG-source

Distribution network Distributed generation

Bus location Size
P (kW) PF

69 bus 65 1141 1
116 bus 81 7166 1
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Table 2. Result determined by GA method

Before
reconfiguration

After reconfiguration Before
reconfiguration

After reconfiguration

Before DG installation After DG installation

Distribution
network

Real
power
loss
(kW)

Minimum
bus
voltage
(pu)

Switches
opened

Real
power
loss
(kW)

Minimum
bus
voltage
(pu)

Real
power
loss
(kW)

Minimum
bus
voltage
(pu)

Switches
opened

Real
power
loss
(kW)

Minimum
bus
voltage
(pu)

69 bus 224.78 0.9092 14- 56- 61-
69- 70

99.58 0.942 116.37 0.955 12-57- 70-
69- 73

69.41 0.956

116 bus 402.02 0.9696 99- 75- 79-
105- 19- 121-
68- 60- 107

367.65 0.975 606.56 0.974 99- 75- 79-
89- 19- 121-
82- 13- 17

371.47 0.9825

Table 3. Comparisons with other works

Distribution
network

Before reconfiguration After reconfiguration References

Initial switches
opened

Initial Ploss
(kW)

Vmin

(pu)
Final Ploss
(kW)

Final open
switches

Vmin

(pu)

69 bus 69- 70- 71- 72-
73

225.05 0.9092 99.61 Not reported 0.9428 Kashem et al.
[19]

225 0.9092 99.35 13- 18- 56-
61- 69

0.9428 Rao et al. [20]

225 0.91 98.59 14- 58- 61-
69- 70

0.95 Ding and
Laparo [21]

225.07 0.9092 99.58 14- 58- 61-
69- 70

0.9428 Proposed GA

Fig. 2. Algerian 116 node distribution network topology
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Fig. 3. Voltage profiles the different cases in 69 bus network

Fig. 4. Voltage profiles the different cases in 116 bus real network

69 bus 116 bus

Fig. 5. GA method convergence for 69 bus distribution network and 116 bus
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5 Conclusion

In this work, a hybrid genetic algorithm-graph theory is proposed in order to optimize
distribution network reconfiguration considering photovoltaic based DG source. The
objective function considered is minimization of real power losses under technical,
security and topological constraints. The effectiveness of this method is shown in the
quality of the results comparable to the few works of literature, by validating the
algorithm proposed on IEEE distribution network (69 bus) and a real distribution
network (116 bus).
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Abstract. Since the beginning of the century, global energy consumption has
been growing strongly in all regions of the world. It seems likely that energy
consumption will continue to increase, as a result of economic growth on the
one hand, and of the increase in per capita electricity consumption on the other,
whatever the scenarios considered.
For this reason, renewable energies appear today and in the long term as the

appropriate solution that covers this energy need by reducing the major disad-
vantage emitted by fossil and fissionable energies. This paper proposes in one
hand, an artificial neural network controller to track the maximum power point
and to get better performance mainly on variation of load and weather condition.
In second hand, we added to our system a battery and voltage PID controller
based on Firefly Algorithm FA to tune their parameter.

Keywords: Induction motor � PVG � MPPT � Battery � Firefly algorithm

1 Introduction

Millions of peoples around the world live in rural villages with limited access to water
where the deep groundwater is extracted via electric water pumps (Solar 2017). Since
the last century, energy consumption has increased dramatically. However, our
resources of oil and gas are not eternal and it is not also best to burn them more to avoid
exacerbating pollution. Algeria has the effect of this significant renewable energy
resource that can overcome particularly in the context of the production of electrical
energy, the main vector of all economic and social development (Boukhalafa and
Bouchafaa 2012).

Currently, as the electricity is often not available, we can find several forms of
renewable energy, the most commonly used are: solar, wind and hydraulic.

Agricultural watering needs are usually greatest during sunnier periods when more
water can be pumped with a solar system (Bouzeriaa et al. 2015). The solar energy is
free, so by choosing solar, you have helped to reduce the cost of accessing water by
using cheap and clean energy in your country for the next years. It’s becoming
increasingly evident that solar is simply better (Solar 2017).
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In recent years, heuristic optimization techniques have gained a lot of attention
from researchers due to their better performance compared to mathematical opti-
mization techniques in coping with large and complex optimization problems (Wong
et al. 2014). The induction motor is used more and more for photovoltaic pumping
systems. The low cost of the engine, the low maintenance requirements and the
increased efficiency for solar pumping systems make it particularly major problem with
the use of PV panels is their non-linear nature (Abouda et al. 2013).

In this paper, we present and discuss the application of direct torque control on the
induction motor supplied with photovoltaic energy tracking their maximum power
point using artificial neural network, this system is combined by the use of battery and
controlled it by PI based on firefly algorithm. The panels are assembled in series and
parallel to generate a 514 V voltage range in a MPP operation under different load
changes.

2 MPPT Control Based on ANN

To optimize the power provided by the generator, a static converter, which operates as
an adapter must be added. Many algorithms are used to Track the Maximum Power
Point MPPT. In this work, we propose an intelligent technique called artificial neural
network to control duty cycle of the switching transistor, as shown in Fig. 1.

This technique presented in this work is proposed to resolve the problem of the
classical controller (P&O), because neural network controller does not require a precise
model, it is flexible and can provide the best results versus traditional solution.

The Fig. 2 show the structure of the proposed neural approach the most used
training algorithm for supervised type is back-propagation algorithm that adapts this
proposed structure in order to minimize the square of the error between desired and
actual output. The two inputs are representing by the voltage and current, we select 15
neurons at the hidden layer, with the ‘tansig’ activation functions for all neuron layers,
the sum squared error falls under 0.02 after 100 iterations.

Fig. 1. Proposed intelligent MPPT technique
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3 Simulation Results

Among most of the modern optimization algorithms are inspired by nature and such
algorithms are collectively known as the meta-heuristic algorithms. Out of the 11
popular meta-heuristic algorithms used for the purpose of optimization, the Firefly
algorithm is the best in terms of speed of execution when realized in a microcontroller.
The Firefly algorithm was developed by Yang (Sundari et al. 2016; Nazarian and
Hadidian-Moghaddam 2015; Hemalatha et al. 2016). This algorithm is based on the
principle of attraction between fireflies and simulates the behavior of a swarm of
fireflies in nature, which gives it many similarities with other meta-heuristics based on
the collective intelligence of the group, such as the Particle Swarm Optimization
(PSO) algorithm, Ant Colony optimization algorithm (ACO, bee colony optimization
algorithm (ABC), and also the forage bacteria algorithm (BFA). According to recent
works in literature, the performance of the Firefly algorithm in solving optimization
problems exceeds those of other algorithms, such as genetic algorithms. This has been
justified by recent research, where the performances of this algorithm have been
compared with those of some known algorithms. The brightness of fireflies is deter-
mined according to an objective function.

The Firefly algorithm is formulated with two important things: The variation of the
intensity of the light and the formulation of the attraction. For simplicity, the attraction
of fireflies is determined according to the brightness, where the brightness is determined
with the objective function. In the case of a minimization problem, the brightness I of a
firefly at a position x can be defined as I(x). However, the attraction b is relative to the
position of the other fireflies. Consequently, it varies according to the distance rij
between the firefly i and the firefly j. On the other hand, the intensity of light decreases
with increasing distance from the source. This makes the attraction vary depending on
the degree of absorption. For simplicity, the intensity of the light I(r) changes according
to the law

IðrÞ ¼ Is=r
2 ð1Þ

Fig. 2. Propposed neuro-MPPT
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where Is is the intensity at the source. For a constant value of c, the intensity varies as a
function of the distance r, which gives

IðrÞ ¼ I0e
�cr ð2Þ

where I0 is the intensity of the light of the source. The combination of the two effects of
the inverse square law and the absorption can be approximated with the following
Gaussian formula.

IðrÞ ¼ I0e
�cr2 ð3Þ

Knowing that the attraction of a firefly is proportional to the intensity of the
adjacent fireflies. The formula of this attractiveness b of a firefly can be defined as:

bðrÞ ¼ b0e
�cr2 ð4Þ

where b is the attraction at r = 0, To generalize, the calculation of b(r) is defined as:

bðrÞ ¼ b0e
�crm m� 1ð Þ ð5Þ

On the other hand, the distance between two fireflies i and j at positions xi and xj is
defined by the following Cartesian distance:

rij ¼ xi xj
�
�

�
� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Xd

k¼1

ðxi;k � xj;kÞ2
v
u
u
t ð6Þ

where xi,k represents spatial component kth of the xi coordinate of the firefly i. The
formula rji becomes:

rij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxi � xjÞ2 þðyi � yjÞ2
q

ð7Þ

The movement of a firefly i attracted by another firefly j (brighter than i) is
determined by

xi ¼ xi þ b0e
�cr2ijðxj � xiÞþ aðrand � 1

2
Þ ð8Þ

4 Simulations Results

In the first part, As is cited below, this paper proposes in one hand, a direct torque
controlled IM supplied with photovoltaic panel to replace flux oriented control; and to
track the maximum power point, this technique (MPPT) is based on Artificial Neural
Network technique to get better performance specially on variation of load and weather
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condition. Some tests have been carried out to improve the performances of neural
network MPPT method. To verify the effectiveness of the proposed technique, simu-
lations are performed in this section by using MATLAB/SIMULINK.

As shown Fig. 3. It can be noticed that these results obtained by using P&O
algorithm gives us high torque and flux ripples than the results obtained by using
Neural network.

In the second part, we propose in the second part, a control system of the output
voltage of the photovoltaic system. It consists of a photovoltaic panel, a DC-DC
converter with its MPPT control, a storage battery, a boost converter with an output
voltage control system.

In this paper and to control the voltage, we propose Firefly based algorithm pro-
posed to tune the PID controller as shown Fig. 4.

We noticed that estimated values flow their references and we have good perfor-
mance by adding battery to our system, and also the proposed intelligent technique of
PID-FA gives very acceptable responses (Fig. 5).

Fig. 3. Torque, flux, rotor speed and current responses in closed loop by using P&O and ANN
(G = 1000 W/m2, T = 298 K).

Fig. 4. Schematic diagram of proposed intelligent control
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5 Conclusion

The simulation results show that proposed techniques give a very acceptable results
compared to conventional one. Where, we used the DTC to replace FOC controller,
artificial neural network to replace P&O and we used one of the most powerful meta-
heuristic algorithm; named Firefly algorithm to tune the PI gain parameters to control
the DC voltage, the input of the inverter and the power needed it to feed our pumping
system.

References

Boukhalafa, S., Bouchafaa, F.: Analysis and control of a further maximum power point (MPPT)
of PV array. In: Proceedings of the 2nd International Conference on Systems and Control,
Marrakech, Morocco, 20–22 June 2012

Bouzeriaa, H., Fethaa, C., Bahib, T., Abadliab, I., Layateb, Z., Lekhchinec, S.: Fuzzy logic space
vector direct torque control of PMSM for photovoltaic water pumping system. Energy Proc.
74, 760–771 (2015)

Wong, L.A., Shareef, H., Mohamed, A., Ibrahim, A.A.: Optimal battery sizing in photovoltaic
based distributed generation using enhanced opposition-based firefly algorithm for voltage
rise mitigation. Sci. World J. 2014, Article ID 752096, 11 p (2014). Hindawi Publishing
Corporation

Abouda, S., Nollet, F., Chaari, A., Essounbouli, N., Koubaa, Y.: Direct torque control of
induction motor pumping system fed by a photovoltaic generator. In: International
Conference on Control, Decision and Information Technologies (CoDit), pp. 404–408 (2013)

Barazane, L., Kharzi, S., Malek, A., Larbès, C.: A sliding mode control associated to the field-
oriented control of asynchronous motor supplied by photovoltaic solar energy. Rev. Energ.
Renouv. 11(2), 317–327 (2008)

Hamidia, F., Abbadi, A., Bocherit, M.S.: Maximum power point tracking of photovoltaic
generation based on fuzzy logic. In: International Conference on Artificial Intelligence in
Renewable Energetic Systems, IC-AIRES2017, Tipaza, Algeria (2017a)

Hamidia, F., Abbadi, A., Bocherit, M.S.: Neuro-fuzzy logic controlled induction motor supplied
with PVG. In: CGE10, EMP (2017b)

Fig. 5. Torque, flux and rotor speed responses (in closed loop) with load torque, speed,
irradiation and temperature variation using Voltage PID-FA with battery

176 F. Hamidia et al.



Sundari, M.G., Rajaram, M., Balaraman, S.: Application of improved firefly algorithm for
programmed PWM in multilevel inverter with adjustable DC sources. Appl. Soft Comput. 41,
169–179 (2016)

Nazarian, P., Hadidian-Moghaddam, M.J.: Optimal sizing of a stand-alone hybrid, power system
using firefly algorithm. In: Proceedings of Eleventh The IIER International Conference,
Singapore, 15th February 2015, pp. 93–97 (2015)

Hemalatha, C., Rajkumar, M.V., Krishnan, G.V.: Simulation and analysis of MPPT control with
modified firefly algorithm for photovoltaic system. Int. J. Innov. Stud. Sci. Eng. Technol.
2(11), 48–52 (2016)

Solar Pumping (2017). www.worldbank.org/solarpumping

PV/Battery Water Pumping System Based on Firefly Optimizing Algorithm 177

http://www.worldbank.org/solarpumping


Innovative Renewables



Real Time Implementation of Sliding Mode
Supervised Fractional Controller for Wind

Energy Conversion System

Hamza Afghoul1,2(&), Fateh Krim2, Antar Beddar3,
and Anouar Ounas2

1 Ecole Supérieure de Technologies Industrielles, Annaba, Algeria
hamza.afghoul@gmail.com

2 LEPCI Laboratory, Electronics Department, Faculty of Technology, Setif-1
University, Setif, Algeria

f_krim@ieee.org, anouar.ounas@gmail.com
3 Electrical Engineering Department, University of Skikda, Skikda, Algeria

antar_tech@hotmail.com

Abstract. Wind energy conversion system is increasingly taking the place to be
the most promised renewable source of energy, which obliges researchers to
look for effective control with low cost. Thus, this paper proposes to apply a
suitable controller for speed control loop to reach the maximum power point of
the wind turbine under sever conditions. In literature, a major defect of the
conventional PI controller is the slow response time and the high damping.
Moreover, many solutions proposed the fractional order PI controller which
presents also some weakness in steady state caused by the approximation
methods. The main idea is to propose a Sliding Mode Supervised Fractional
order controller which consists of PI controller, FO-PI controller and sliding
mode supervisor that employs one of them. A prototype is built around real-time
cards and evaluated to verify the validity of the developed SMSF. The results
fulfil the requirements and demonstrate its effectiveness.

Keywords: MPPT � Wind energy conversion system � PI controller
FO-PI controller � Sliding mode control � DPC

1 Introduction

Recently, the high demand of electrical energy and the decrease in naturel resources
lead to look for new, clean and inexhaustible sources of energy. Thus, Renewable
energies have received much attention in the last decades [1, 2]. Therefore, wind
energy is one of the most developed sources by looking to the installed capacity
worldwide which is about 485 GW [3] and 12.63 GW for Europe [4]. Actually, per-
manent magnet synchronous generators (PMSGs) have been gaining much attention in
modern wind energy conversation systems (WECSs) due to the variable speed oper-
ation, low converter cost, fast dynamical response [1, 5]. However, variable physical
parameters, nonlinearity, and variable load torque are some of the important issues to
be considered in the control process design of PMSG [6].
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Recent developments in control loops are responsible for optimum operation of the
wind turbine [7]. Examples include torque control [8], power control loops [9], and
pitch control [10]. Moreover, there is still a need for implementing each control loop
separately using conventional proportional integral (PI) or proportional integral
derivative (PID) controllers, and minimizing the couplings among loops by iterative
adjustments [3]. However, the modern wind turbine structure, larger, more flexible and
environmental conditions, make the conventional controllers not suitable in transient
state even their good steady state. Therefore, the need for advanced control methods is
increased. Previous works have focused on improving the dynamic of the PI controllers
such as: applying fuzzy logic control [11], and sliding mode control [12]. The main
limitation of these methods is the need for high speed power converters and powerful
calculators.

Until now, PID controllers are still being used in the industry applications for their
simple structure, ease of design, and inexpensive cost [13]. In addition, they have good
performance, including acceptable overshoot with small settling time for slow indus-
trial processes [13, 14]. This solution could not be a suitable alternative in high non-
linear systems. Hence, fractional-order (FO) controllers have been applied in several
fields with better results in comparison with the traditional ones [1]. Appropriate FO
integral (I)/derivate (D) can be utilized in order to improve the performance of the PID
controller. In recent past, particular interest has been given to the fractional calculus
theory and the approximation methods to build suitable controllers for complex sys-
tems. Firstly, A. Oustaloup was proposed Commande Robuste d’Ordre Non Entier
(CRONE) controller in 1991. Afterwards, I. Podlubny started the FO PID (FO-PID) in
the form of PIkDl in 1999 [15]. The powers k, l are real orders employed by
researchers to give more freedom degrees to the FO-PID compared to the integer PID.
But, the high order of the approximation method could be a major drawback for the
FO-PID controller. Thus, compromising between the order of the approximation and
the required performance in experimental application is the real challenge. Lately, more
researches have been introduced to the structure of the FO-PI controllers employed in
several domains. [14] tries to employ a fractional order integral plus proportional (FO-
IP) controller in active power filtering to gain short response time and low overshoot
but this kind of controllers presents some limitations in steady state with high distor-
tions. Then, [16] proposed a combination between a conventional PI and FO-PI con-
trollers and switch between them when external disturbances are detected but this
approach still have to be improved in order to control the decision maker. In [17],
authors introduced an intelligent solution by replacing conventional decision with a
fuzzy logic supervisor but the cost of this approach could be a critical issue. After that,
authors of [18] applied a new structure of hybrid FO-PI controller on the same system
under study of this paper. The obtained results could be satisfying in steady and
transient states but the complexity of the proposed controller presents some critical
concerns in term of the powerful calculator units needed that lead to increase the
implementation cost.
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Nowadays, sliding mode control has been the choice of many researchers in control
and could been a good alternative in supervising domain [1]. However, the natural
chattering phenomenon of the sliding mode is a major problem for inverters control [1].
But, in our case, it could be the major advantage by up or down depending on sliding
surface. Thus, this paper proposes a new controller structure named Sliding Mode
Supervised Fractional order controller (SMSF) with simple design, suitable for WECS,
easy to be implemented, earn the benefits from the efficiency of the conventional PI
controller in steady state and accuracy of tracking the wind speed in sever conditions.
The SMSF controller combines between conventional PI controller and FO-PI con-
troller and set one of them based on a sliding mode supervisor (SMS). Moreover, the
general structure of a PI controller is kept by employing two parallel paths which have
tunable scalar gains in order to ensure that the SMSF controller can easily be imple-
mented in control loops.

2 Wind Energy Conversion System

Figure 1 shows the general power circuit configuration of the WECS. The system is
composed of three parts: an electrical part, a mechanical part, and a control
part. Whereas, the mechanical part represented by a wind turbine, which is employed
by DC motor with separate excitation used as an emulator. The electrical part includes
a PMSG connected to the grid via two back-to-back converters. Indeed, the control part
was implemented with two real-time dSPACE1104 cards. The first card contains the
improved current vector control [1] with the wind turbine model and wind profile. The
direct power control (DPC) [1] was implemented in the second one to control the GSC.

Fig. 1. Wind energy conversion system.
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2.1 Wind Turbine Model

The aerodynamic power extracted from the wind is expressed by Eq. 1 [2]:

Pw ¼ 1
2
CpqpR

2V3
w ð1Þ

Where, q is the air density (kg/m3), R is the turbine radius (m), Vw is the wind speed
(m/s), Cp is the coefficient of the turbine.

The tip speed ratio (TSR) k is defined as [1]:

k ¼ XtR
Vw

ð2Þ

Where, Xt is the wind turbine angular shaft speed.
The torque on the wind turbine shaft can be calculated from the power expression

as [1]:

Tw ¼ Pw

Xt
¼ 1

2
CpqpR

2 V
3
w

Xt
ð3Þ

Cp depends on the TSR and the pitch angle b such as [1]:

Cp ¼ ð0:5� 0:00167ðb� 2ÞÞ:sin pðkþ 0:1Þ
18� 0:3ðb� 2Þ

� �
� 0:00184ðk� 3Þðb� 2Þ ð4Þ

2.2 Generator Model

Park representation of a PMSG model is the commonly used, which its voltage
equations are expressed by [2]:

vsd
vsq

� �
¼ �Rs � Lds xLd

�xLq �Rs � Lqs

� �
isd
isq

� �
þ 0

x:uf

� �
ð5Þ

Where, Rs, x are the stator resistance and the generator electrical rotational speed
respectively. vsdq, isdq are the d; q stator voltages and currents. Ldq, uf are the d; q axis
inductances and magnetic flux.

The relationship between the electrical speed and the mechanical speed can be
expressed as:

x ¼ p
2
Xt ð6Þ

p is the poles number of the PMSG.
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The mechanical dynamics of the rotating parts can be given by maximum [1]:

J
dx
dt

¼ Tw � Tm � frx ð7Þ

Where, J is the inertia; Tw is the wind turbine torque and fr is the coefficient of
friction.

2.3 Wind Turbine Emulator

The wind turbine emulator is based on DC-DC converter and DC-Motor with separate
excitation as shown in Fig. 2.

3 Improved Current Vector Control

Vector control technique is mainly used to maximize the extracted power from the
wind [1], it has a nested-loop structure with a fast inner loop and a slow outer loop as
shown in Fig. 3, where the outer loop controls the wind turbine speed (x) and the inner
loop is designed to control the currents id and iq. Therefore, id and iq current loop is
decoupled which ensure a stable and decoupled active and reactive power.

Fig. 3. Current vector control for MSC control associated with SMSF controller.

Fig. 2. Wind turbine emulator.
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4 Design of the Proposed SMSF Controller

As many papers have highlighted [18], the most used controller in regulation loops is
the conventional PI controller regarding to the simplicity of design, the good steady
state and the acceptable transient state. Recently, several authors have expressed doubts
about employing this kind of controllers in complicated systems that have variable
parameters [17]. One of the proposed solutions is the fractional order PI controller (FO-
PI). Based on fractional calculus (FC) theory and approximation methods, the FO-PI
controller could be a good alternative in transients by offering fast response time and
low damping but it is also limited in steady state as cited in [18]. Thus, the main idea of
this paper is to propose a new controller which combines between one conventional
and other one fractional then employ one of them in regulation loop by using a
supervisor based on sliding mode control as shown in Fig. 4. The expected advantages
of the proposed Sliding mode supervised fractional (SMSF) controller are to have a
good steady state and best transient state when applying sever working conditions.
The SMSF controller is employing in speed regulation loop of current vector control of
Fig. 3.

4.1 Conventional PI Controller

In steady-state, the conventional PI controller is selected to obtain the expected control
performance and its TF is given by Eq. 8 with two controlled terms (kpc and kic) and an
integer order of integration (s�1).

CcðsÞ ¼ kpc þ kic
s

ð8Þ

4.2 Fractional Order PI Controller

Fractional order PI (FO-PI) controllers are studied for variable-speed operation of
WECS with a PMSG in several papers [1, 2]. However, the FO-PI controller has an
additional parameter a to be developed. This will add more flexibility to the controller
design [1].

In the frequency domain, the TF of the FO-PI controller is given as,

Cf ðsÞ ¼ kpf þ kif
sa

ð9Þ

Fig. 4. Block diagram of the proposed SMSF controller.
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4.3 Sliding Mode Supervisor

Sliding mode control is considered as one of the most accurate and robust control
technique for several control applications. The first order sliding mode control causes
the chattering problem which may damage the control performance. But, in our case,
the sliding mode supervisor (SMS) of Fig. 5 employs a PI or a FO-PI controller and
ignores the other one as mentioned in Eq. 10. In more details, going from up to down
state and vice versa seems to be the chattering phenomena of the sliding mode control
which is the main selection mechanism of the proposed SMS.

ud ¼ 0 PI
1 FO� PI

�
ð10Þ

To build the SMS, firstly, the sliding surface Sx is expressed by Eq. 11.

Sx ¼ X� � Xj j � m ð11Þ

Where, m is a real number whose values are responsible for the selection sensibility
of the proper controller.

Then, the control signal can be rewritten as Eq. 12 to fulfill Eq. 10:

ud ¼ 1
2
1þ signðSxÞ½ � ð12Þ

5 Experimental Results

In order to investigate the efficiency of the proposed SMSF controller in speed and
voltage loops, a variable speed WECS is a good challenge by imposing severe wind
speed profile. Figure 6 presents the experimental set-up of 6.6 kW developed in lab-
oratory in order to examine the validity of the proposed controller integrated to the
current vector control.

In order to test the efficiency of the SMSF controller integrated to current vector
control, a sever wind speed profile has been applied. Actually, Figs. 7 and 8 show the
response of WECS with MPPT controller based on PI and SMSF controllers
respectively.

Fig. 5. Sliding mode supervisor (SMS) block diagram.
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Fig. 6. Experimental setup for WECS, 1: PC with first DSPACE, 2: PC with second DSPACE,
3: DC motor, 4: DC/DC converter, 5: separate excitation, 6: PMSG, 7: machine side converter, 8:
Grid side converter, 9: transformer, 10: nonlinear load, 11: numerical oscilloscope, 12: voltage
sensors, 13: speed sensor, 14: currents sensors, 15: filters.

Fig. 7. Experimental results using conventional PI controller for WECS: (a) wind turbine speed
and its reference, (b) error between wind speed and its reference, (c) power coefficient, (d) error
in power coefficient.
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From Figs. 7a and 8a, it is clear that the PMSG power has the same waveform of
the wind speed. But, the PMSG speed of conventional control has a considerable
overshoot in tracking of its optimal value with high error between the speed and its
reference (Fig. 7b), which leads to losses in the power extraction, the power coefficient
Cp in this case is far from its optimum value (Fig. 7c, d). Whereas, by employing the
proposed controller; it is clear that the PMSG speed follows its reference (Fig. 8a) with
acceptable losses (Fig. 8b). As a result, a good Cp is recorded around the optimum
values (Fig. 8c, d). Obviously, the WECS with the proposed SMSF controller presents
the best tracking results in term of wind speed and power coefficient with negligible
errors.

6 Conclusion

In this paper, a suitable Sliding Mode Supervised Fractional order controller (SMSF)
for Wind Energy Conversion System (WECS) was developed. The potential of this
approach is to behave as adaptive controller with low complexity in the design. In more
details, the proposed SMSF combines between the simplicity of a conventional PI
controller in steady state and the efficiency of a FO-PI controller in transient state.
The SMSF controller was employed in the current vector control loop for maximum
power extraction also in direct power control loop to ensure smooth injection of wind
energy to the grid. The effectiveness of the proposed controller was tested

Fig. 8. Experimental results using the proposed SMSF controller for WECS: (a) wind turbine
speed and its reference, (b) error between wind speed and its reference, (c) power coefficient,
(d) error in power coefficient.
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experimentally in laboratory. Whereas, a wind turbine emulator based on a DC motor
was realized to drive an industrial PMSG and been connected to the grid via back-to-
back converters. A variety of tests have been performed to demonstrate the good
tracking capabilities and the accurate power control. In transient state, the experimental
results show that the proposed SMSF controller can achieve fast response time with
low overshoot and good tracking performance under variable wind speed profile. The
proposed controller could be a good alternative in regulation loops for variable speed
wind energy conversion system.
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Abstract. In this paper, a direct Sliding Mode Control (SMC) of Doubly Fed
Induction Generator (DFIG) driven by wind turbine with Space Vector Modu-
lation (SVM) inverter is presented. The SMC is used to track the stator active
and reactive power their references. The SVM inverter is used to improve the
quality of the energy generated by DFIG which allows the minimizing of stator
current harmonics and wide linear modulation range. Simulation results show
that the proposed control give good performance and good quality of the energy
where the THD of the stator current of the DFIG has small value.

Keywords: Doubly Fed Induction Generator � Sliding Mode Control
Wind Turbine � Space Vector Modulation � Total Harmonic Distortion

1 Introduction

One of the generation systems commercially available in the wind energy market
currently is the doubly fed induction generator (DFIG) with its stator winding directly
connected to the grid and with its rotor winding connected to the grid through a
variable frequency converter [1, 2].

Vector control technology is used to control the generator where the rotor of DFIG
is connected to an inverter of which the frequency, phase and magnitude can be
adjusted. Therefore, constant operating frequency can be achieved at variable wind
speeds [3].

This paper adopts the vector control method of stator oriented magnetic field to
realize the decoupling control of the stator active and reactive power using sliding
mode control (SMC).

The sliding mode theory, derived from the variable structure control family, was
used for the induction motor drive for a long time. It performs a robust control by
adding a discontinuous control signal across the sliding surface, satisfying the sliding
condition [4].

This paper presents a numerical simulation study of direct sliding mode control of
active and reactive power of the DFIG fed by SVM inverter to improve the quality of
the energy injected into the electrical grid.
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2 DFIG Field Oriented Control

The Doubly Fed Induction Machine (DFIM) model can be described by the following
state equations in the synchronous reference frame whose axis d is aligned with the
stator flux vector, (/sd ¼ /s and /sq ¼ 0) [5, 6].

By neglecting resistances of the stator phases, the stator voltage will be expressed
by:

Vds ¼ 0 and Vqs ¼ Vs � xs � /s ð1Þ

The reactive power is imposed by the direct component ird .

Ps ¼ � Vs
M
Ls

irq ð2Þ

Qs ¼ V2
s

xsLs
� Vs

M
Ls

ird ð3Þ

The arrangement of the equations gives the expressions of the voltages according to
the rotor currents:

Vrd ¼ Rr � ird þ rLr
dird
dt � gxsrLrirq

Vrq ¼ Rrirq þ rLr
dirq
dt þ g M

Ls
Vs þ gxsrLrird

(
ð4Þ

With: Tr ¼ Lr
Rr
; Ts ¼ Ls

Rs
; r ¼ 1� M2

Ls�Lr.
The system studied in the present paper is constituted of a DFIG directly connected

through the stator windings to the grid, and supplied through the rotor by a static
frequency inverter as presented in Fig. 1.

Fig. 1. Configuration of the doubly fed induction generator
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3 Sliding Mode Control

3.1 Active Power Control by SMC

The active power error is defined by [4]:

e ¼ P�
s � Ps ð5Þ

The surface of active power control equation can be obtained as follow:

rsðPsÞ ¼ e ¼ P�
s � Ps ð6Þ

_rsðPsÞ ¼ _P�
s � _Ps ð7Þ

Substituting the expression of Ps

:
Eq. (2) in Eq. (7), we obtain:

_rsðPsÞ ¼ _P�
s � �Vs

M
Ls

_irq

� �
ð8Þ

We take:

Vrq ¼ Veq
rq þVn

rq ð9Þ

Where the equivalent control is:

Veq
rq ¼ Rrirq � P�

s

: LsLr:r
VsM

ð10Þ

Therefore, the correction factor is given by:

Vn
rq ¼ kVrqsatðrsðPsÞÞ ð11Þ

kVrq: positive constant.

3.2 Reactive Power Control by SMC

The reactive power error is defined by [4]:

e ¼ Q�
s � Qs ð12Þ

The surface of reactive power control equation can be obtained as follow:

rsðQsÞ ¼ e ¼ Q�
s � Qs ð13Þ

_rsðQsÞ ¼ _Q�
s � _Qs ð14Þ
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Substituting the expression of _Qs Eq. (3) in Eq. (14), we obtain:

_rsðQsÞ ¼ _Q�
s �

V2
s

xsLs
� Vs

M
Ls

_ird

� �
ð15Þ

We take:

Vrd ¼ Veq
rd þ Vn

rd ð16Þ

Where the equivalent control is:

Veq
rd ¼ Rrird � _Q�

s
LsLr � r
VsM

ð17Þ

Therefore, the correction factor is given by:

Vn
rd ¼ kVrdsatðrsðQsÞÞ ð18Þ

kVrd: positive constant.

4 Simulation Results

The DFIG used in this work is a 4 kW, whose nominal parameters are indicated in
appendix.

To verify the feasibility of the proposed control scheme, computer simulations were
performed using Matlab/Simulink software.

We have proposed a random variable wind speed as shown in Fig. 2 to verified the
robustness of the proposed control,

Figure 3 shows the turbine rotor speed. Figure 4 presents the power coefficient
variation Cp, it is kept around its maximum value Cp ¼ 0:5.

Figure 5a presents the stator active power and its reference profile injected into the
grid. The stator reactive power and its reference profile are presented in Fig. 5b. After
these figures a very good decoupling obtained between the stator active and reactive
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power. It is clear that the actual stator active power tracks its desired values using the
proposed control with the presence of the oscillations produced by the chattering
phenomena of the SMC, where the reactive power is maintained to zero to guarantee a
unity power factor (cosð/Þ ¼ 1) at the stator side.

Figure 6 shows the DFIG stator current changes versus time and its zoom, it shows
good sinusoidal currents, where the amplitude of this current increases when the wind
speed increases.

Figure 7 shows the harmonic spectrum of the output phase stator current which
obtained by using Fast Fourier Transform (FFT) technique. It can be clearly observed
that the stator current has a low Total Harmonic Distortion (THD) where its value is
4.38%, as indicated in the Fig. 7. Where this value is acceptable according to “IEEE
Std 519-1992” which recommended by “require AC sources that have no more than
5% Total Harmonic Distortion” [7].
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5 Conclusion

In this paper, a direct sliding mode control (SMC) of active and reactive power based
on DFIG driven by wind turbine with space vector modulation (SVM) inverter has
been studied and designed in Matlab/Simulink software.

The SMC has been used to track the stator active and reactive power their refer-
ences. The stator active and reactive powers are exchanged between the stator of the
DFIG and the electrical grid by the control of the rotor inverter where the simulation
results show good dynamic performances and good robustness of the proposed control.

In addition, SVM technique is used for the inverter control to improve the quality of
energy injected into the electrical grid, which this technique allows the minimizing of
stator current harmonics and wide linear modulation range where the THD of the stator
current has the value 4.38% (<5% according IEEE Std 519-1992).
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Appendix

DFIG Data:

Rs = 1.2 X, Rr = 1.8 X, Ls = 0.1554 H, Lr = 0.1568 H, M = 0.15 H, P = 2,
J = 0.2 kg.m2, f = 0.001 N.m.s/rad.
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Abstract. This paper introduces a new technique for controlling the speed of
multi-phase permanent magnet synchronous motor (PMSM). This technique
depends on two well known control methods; the first one using a nonlinear
control based on sliding mode control (SMC), which has a main advantage
known as a sliding mode property. In the second, the fuzzy logic control is used
to overcome the occurring chattering phenomena. A combination between the
two mentioned above methods is suggested in this paper. Simulations results of
the proposed control theme present good dynamic and steady-state perfor-
mances as compared to the classical SMC from aspects of the reduction of the
torque chattering, the quickly dynamic torque response and robustness to
disturbance.

Keywords: Five-phase PMSM � Sliding Mode Control (SMC)
Chattering phenomena � Fuzzy Sliding Mode Control (FSMC)
Robustness

1 Introduction

Among the AC motors, PMSM systems have been used more and more in many
applications, e.g., aerospace application [1], electric-drive vehicle systems [2], and
wind energy conversion systems (WECSs) [3], due to their distinctive advantages of
high efficiency, high power density, and wide constant power region [4]. The multi-
phase systems have more advantages compared to the three phase systems like high
output power rating, low torque pulsations and stable speed response [5, 6]. Multiphase
machines have gained attention in numerous fields of applications such as Aircraft, ship
propulsion, petrochemical and automobiles, where high reliability is required [7, 8].

Traditional vector control structures which include proportional-integral (PI) regu-
lator for application to an multiphase machine driven have some disadvantages such as
parameter tuning complications, mediocre dynamic performances and reduced
robustness.
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The SMC theory was proposed by Utkin in 1977 [9]. Thereafter, the theoretical
works and its applications of the SMC were developed [10]. The SMC achieves robust
control by adding a discontinuous control signal across the sliding surface, satisfying
the sliding condition. Nevertheless, this type of control has an essential disadvantage,
which is the chattering phenomenon caused by the discontinuous control action.
A plenty of research papers focus on elimination/avoidance chattering by using dif-
ferent methods [11, 12].

In fuzzy logic, an exact mathematical model is not necessary because linguistic
variables are used to define system behavior rapidly.

This paper presents a comprehensive study of the hybrid of SMC and fuzzy logic
control for a five-phase PMSM speed control, which can assure robustness against a
load torque disturbance and speed variation with chattering reduction.

The main body of this paper contains six sections. Section 2 gives the model of
five-phase PMSM. Section 3 introduces the sliding control strategy. In Sect. 4, fuzzy
sliding mode speed control of the five-phase PMSM is presented. Section 5 summa-
rizes the results of this study. Finally, the main conclusions of the work are drawn.

2 Model of Five Phase PMSM

The model of the five-phase PMSM is presented in a rotating d, q frame as [14]:

vds ¼ Rsids þ Ld
d
dt
ids � wrLqiqs

vqs ¼ Rsiqs þ Lq
d
dt
iqs þwrLdids þ

ffiffiffi
5
2

r
wr/f

ð1Þ

Where vds and vqs are the stator voltages in the d-q axis, ids and iqs are the stator
currents in d-q, Rs is the stator resistance, Ld and Lq are inductances in the rotating
frame.

The expression of electromagnetic torque is given by:

Te ¼ pððLd � LqÞidsiqs þ
ffiffiffi
5
2

r
/f iqsÞ ð2Þ

On the other hand, the mechanical equation of the machine is:

Jm
dwr

dt
¼ pTe � pTr � fmwr ð3Þ

With Jm is the inertia coefficient, fm is the viscous damping, P is the number of
poles pairs, and Tr is the external load torque.
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3 Sliding Mode Speed Control of the Five-Phase PMSM

The design of a SMC requires mainly two stages. The first stage is choosing an
appropriate sliding surface. The second stage is designing a control law.

In order to prescribe the desired dynamic characteristics of the controlled system,
[15] proposes a general function of the switching surface:

S xð Þ ¼ d
dt

þ k

� �n�1

e xð Þ ð4Þ

Here, e(x) = x* − x is the tracking error vector, k is a positive coefficient and n is
the relative degree.

The second phase consists to find the control law which meets the sufficiency
conditions for the existence and reachability of a sliding mode such as [15, 16]

SðxÞ _SðxÞ\0 ð5Þ

So that the state trajectory be attracted to the switching surface S(x) = 0. A com-
monly used from of Un is a constant relay control.

Un ¼ Kxsgn SðxÞð Þ ð6Þ

sgn(S(x)) is a sign function, which is defined as

sgn SðxÞð Þ ¼ �1 if SðxÞ\0
1 if SðxÞ[ 0

�
ð7Þ

kx is a constant.
The sliding surfaces are chosen according to (3) as follows:

SðwrÞ ¼ w�
r � wr ð8Þ

Based on the proposed switching surface, the speed control laws are:

i�q ¼
Jm _w�

r þ pTr þ fmwr

p ðLd � LqÞids þ
ffiffi
5
2

q
/f

� � þK1:sign ðSðwrÞÞ ð9Þ

Where K1 is positive constant.
Figure 1 represents the sliding mode speed control scheme of a five-phase PMSM.
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4 Fuzzy Sliding Mode Speed Control of the Five-Phase
PMSM

The disadvantage of SMC is the chattering effect. In this paper, the regulator of speed is
substituted by a FSMC to obtain a robust performance. One part of the equivalent
control (SMC) and part of fuzzy control are contained in this hybrid control (FSMC)

UFSMC ¼ Ueq þUfuzzzy ð10Þ

The two parts are combined to provide stability and robustness of the system, the
method of control by fuzzy logic approach is adopted to solve the problem of chattering
[13] (Fig. 2).
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5 Results and Discussions

To perform this tests we have introduced a load torque Tr = 5 Nm in the interval
t = [0.3, 0.6] s and a step change of the reference speed from 150 rad/s to −150 rad/s at
t = 0.9 s. Parameters of the machine are given in Table 1. The simulation results are
show in Fig. 3. These results show that the response of speed control is satisfying in all
intervals of operation; the motor is running at rated speed, load impacts do not influ-
ence on its value. It can be noticed the FSMC have a nearly perfect speed disturbance
rejection (less than 2%). So our control is robust to variations in load and speed, we can
still note that the chattering phenomenon is reduced to the level of the electromagnetic
torque. The current Iq is the image of the torque.

Figure 4 shows the speed response comparison and torque response comparison of
the two methods. From Fig. 4a, it is obviously that the FSMC for the regulation of
speed is better than the classical PI speed regulator. The start-up speed, dynamics
performance and the robustness of the FSMC are all very good. The torque response
comparison is shown in Fig. 4b. It can be seen that excluded the excellent steady-state
and dynamics performance, the proposed drive method also restricts the torque chat-
tering in a lower degree than the other conventional method. The torque chattering
value of FSMC method and SMC method are 2 Nm and 6 Nm respectively. So the
advantage of the proposed method control is very obviously.

Table 1. Five-phase PMSM parameters.

Rs Ld Lq /f p Jm fm
3.6 X 0.0021 H 0.0021 H 0.12T 2 0.0011 kg/m2 0 Nm/s
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6 Conclusion

This paper presents the design of control system for controlling the speed of five-phase
permanent magnet synchronous motor using the fuzzy sliding mode control algorithm.
The important feature required in multi-phase PMSM speed control is less sensitivity to
mechanical motor parameters and load variation. These advantages are provided by the
developed association of the SMC controller and the fuzzy logic algorithm used to
mitigate the chattering. FSMC achieves less speed oscillation and low torque ripples
compared with the conventional PI controllers and the classical SMC. Simulation
results are presented to demonstrate the effectiveness of the control strategy.
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Abstract. This paper presents the modeling and control of doubly fed induc-
tion generator (DFIG) based on wind turbine systems. In order to control the
stator active and reactive powers of the DFIG, a control law is synthesized using
two types of controllers: a linear PI controller and nonlinear Sliding Mode
Controller (SMC). Their performances are compared in terms of power refer-
ence tracking and robustness against machine parameters variations. Simulation
results using Matlab/Simulink have shown good performances of the wind
energy converter system operate under typical wind variations and every pro-
pose control strategies.

Keywords: Modeling � DFIG � PI controller � Sliding Mode Control (SMC)

1 Introduction

Doubly fed induction generators (DFIGs) are mostly used in high-power wind energy
conversion systems because of their salient features [14, 15]. Different ways of driving
the DFIG have been proposed in literature like controlling the electromagnetic torque
[16], controlling the rotating speed [1, 11], and controlling the stator active power [12,
17]. The main goal of all these control methods is to track the maximum attainable
power of the wind turbine as long as the wind speed is below a certain upper limit [2, 8].

This paper presents a control method for the machine inverter in order to regulate
the stator active and reactive power. The active power is controlled in order to be
adapted to the wind speed in a wind energy conversion system and the reactive power
control allows getting a unitary power factor between the stator and the grid. Firstly, we
adopt the vector transformation control method of stator oriented magnetic field to
realize the decoupling control for the active power and reactive power using sliding
mode control (SMC) [9].

Sliding mode theory, stemmed from the variable structure control family. it has
been used for the induction motor drive for a long time. It has been known for its
capabilities in accounting for modeling imprecision and bounded disturbances. It
achieves robust control by adding a discontinuous control signal across the sliding
surface, satisfying the sliding condition [3]. In this paper, we apply the sliding mode
control (SMC) to stator active and reactive powers of a DFIG.
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2 Modeling of DFIG

DIFG electrical equations in the park frame will be written as follow [4, 5, 11]:

Vds ¼ RsIds þ d
dt
/ds � xs/qs

Vqs ¼ RsIqs þ d
dt
/qs þxs/ds

Vdr ¼ RrIdr þ d
dt
/dr � xr/qr

Vqr ¼ RrIqr þ d
dt
/qr þxr/dr

8>>>>>>>>>><
>>>>>>>>>>:

ð1Þ

Where Rs and Rr are respectively the stator and rotor phase resistances.

x ¼ P:Xmec ð2Þ

Xmec is the electrical speed and P is the pair pole number.
The stator and rotor flux can be expressed as:

/ds ¼ LsIds þMIdr
/qs ¼ LsIqs þMIqr

/dr ¼ LrIdr þMIds
/qr ¼ LrIqr þMIqs

8>>>><
>>>>:

ð3Þ

Where Ids, Iqs, Idr, Iqr are respectively the direct and quadrature stator and rotor
currents.

The active and reactive powers at the stator are defined as [11]:

Ps ¼ VdsIds þVqsIqs
Qs ¼ VqsIds � VdsIqs

�
ð4Þ

DFIM torque generated based on stator currents and rotor flux is shown as follows:

Tem ¼ pM
Ls

ðIdr/qs � Iqr/dsÞ ð5Þ
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3 Control Strategy of the DFIG

By aligning the d-axis in the direction of flux us [6, 7] we have:

Uds ¼ Us; Uqs ¼ 0 ð6Þ

Therefore by using Eqs. (5) and (6) we obtain:

Tem ¼ p
M
Ls

IqrUds
� � ð7Þ

The stator flux can be expressed as:

/s ¼ LsIds þMIdr
0 ¼ MIqr þ LsIqs

�
ð8Þ

By neglecting resistances of the stator phases, with the assumption that the stator flux
is also constant then the direct and quadrature stator voltage can be written as [7, 14]:

Vds ¼ 0
Vqs ¼ Vs ¼ xs/s

�
ð9Þ

Stator currents are expressed in terms of rotor currents:

Ids ¼ /s
Ls
� M

Ls
Idr

Iqs ¼ � M
Ls
Iqr

(
ð10Þ

The orientation of the stator flux to the direct axis, and as a result, the voltage aligns
with the quadrature axis. The stator active and reactive power can then be expressed
only versus these rotor currents

Ps ¼ Vs
M
Ls
Iqr

Qs ¼ �Vs
M
Ls
Idr þ Vsws

Ls

(
ð11Þ

Facts of constant stator voltage, the stator active and reactive powers are controlled
by iqr and ird respectively. The expressions of rotor voltages as a function of rotor
currents are given as follows:

Vdr ¼ RrIdr þ r � Lr � dIdrdt � r � Lr � xrIqr
Vqr ¼ RrIqr þ r � Lr dIqrdt þ r � Lr � xr � Idr � g � M�Vs

Ls

(
ð12Þ
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Where: g ¼ xs�x
xs

¼ xr
xs

is the sliding value of the DFIG.

r ¼ 1� M2

LsLr
Dispersion coefficient.

These two controls variables Vdr and Vqr equations are coupled. The decoupling is
obtained by compensation in order to ensure the control of Ps and Qs independenly.

4 Controllers Syntheses

A. PI regulator

This controller is simple to elaborate. Figure 1 shows the block diagram of the system
implemented with this controller. The terms Kp and Ki represent respectively the
proportional and integral gains.

CðpÞ ¼ kp þ ki
p

ð13Þ

Transfer function in open loop is expressed by:

TðpÞ ¼ ðkp þ ki
p
Þð MVs

LsðRr þ pLrrÞÞ ð14Þ

TðpÞ ¼ kp
p
ðpþ ki

kp
Þ MVs

LsLrrðpþ Rr
Lrr

Þ ¼
pþ ki

kp
p
kp

MVs
LsLrr

pþ Rr
Lrr

ð15Þ

For eliminate zero present in transfer function, we use method of poles compen-
sation for synthesis regulator, we put:

Fig. 1. PI controller of active and reactive powers of DFIG
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ki
kp

¼ Rr

Lrr
Then: FðPÞ ¼ kp

MVs
LsLrr

p
¼ 1

srp
ð16Þ

Transfer function in closed loop:

FðpÞ ¼ 1
1þ psr

ð17Þ

sr is the time constant of the system fixed at 10 ms, corresponding at a value suffi-
ciently rapid for application in power production of a DFIG of 7.5Kw.

Terms kp and ki are expressed by:

kp ¼ 1
sr

LsLrr
MVs

; ki ¼ 1
sr

RrLs
MVs

ð18Þ

B. Sliding mode control

The sliding mode control is a nonlinear control method which guarantees the control
strategy despite of uncertainty. In this case the system stability is obtained by keeping
the system’s states on the sliding surface. A special issue about control plan is that
define a sliding surface with property guaranteeing of stability and attractivity [5, 10].
This method has high flexibility, and it is very robust. The sliding mode controller
doesn’t need to the mathematical models accurately like classical controllers but needs
to know the range of parameter changes for ensuring sustainability and condition
satisfactory [5, 11]. The block diagram of the SMC in a variable speed wind turbine
application in this paper is shown in Fig. 2.

Active power control:
For the sliding order n = 1 the expressions of the active power control surface become
[9, 13]:

Fig. 2. Block diagram of a sliding mode control of a DFIG [5].
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S Psð Þ ¼ e ¼ P�
s � Ps ð19Þ

Lyapunov equation: VðSPsÞ ¼ 1
2
S2Ps ð20Þ

Wehave: _SPs ¼ _P�
s � _Ps ¼ _P�

s þ
r:Ls:Lr
Vs:Msr

dirq
dt

ð21Þ

_SPs ¼ _P�
s þ

Vs:Msr

r:Ls:Lr
Vqr � Rr:iqr � r:Lr:wr:idr þ g:

Msr:Vs

ws:Ls

� �
ð22Þ

Wehave: Vqr¼VqrnþVqreq ð23Þ

_SPs ¼ _P�
s þ

Vs:Msr

r:Ls:Lr
Vqrn þVqreq
� �� Rr:iqr � r:Lr:wr:idr þ g:

Msr:Vs

ws:Ls
ð24Þ

In slidingmodewe have: _SðPsÞ ¼ 0; S Psð Þ ¼ 0;Vqrn ¼ 0 ð25Þ

Vqreq ¼ � r:Ls:Lr
Vs:Msr

_P�
s þRr:iqr þ r:Lr:wr:idr�g:

Msr:Vs

ws:Ls
ð26Þ

_SPs ¼
Vs:Msr

r:Ls:Lr
:Vqrn ð27Þ

On convergencemode: S Psð Þ _S Psð Þ� 0

Vqrn ¼ �Kvq:signS Psð Þ ð28Þ

Reactive power control:
For n = 1 surface of active stator power is defined by:

S Qsð Þ ¼ e ¼ Q�
s � QS ð29Þ

Lyapunov equation:VðSQsÞ ¼ 1
2
S2Qs ð30Þ

_SQs ¼ _Q�
s � _Qs ¼ _Q�

s þ
r:Ls:Lr
Vs:Msr

ð31Þ

_SQs ¼ _Q�
s þ

Vs:Msr

r:Ls:Lr
Vdr � Rr:idr þ r:Lr:wr:iqr
� � ð32Þ

Vdr ¼ VdrnþVdreq ð33Þ

_SQs ¼ _Q�
s þ

Vs:Msr

r:Ls:Lr
Vdrn þVdreq
� �� Rr:idr þ r:Lr:wr:iqr ð34Þ
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In sliding mode we have:

S Qsð Þ; _SQs ¼ 0 andVdrn ¼ 0 ð35Þ

Vdreq ¼ � r:Ls:Lr
Vs:Msr

_Q�
s þRr:idr � r:Lr:wr:iqr ð36Þ

For assure the convergence of Lyapunov function, we put:

Vdrn ¼ �Kvd:sign SQsð Þ ð37Þ
_SðQsÞ ¼ Vqrn ¼ �Kvq:sign SPsð Þ ð38Þ

5 Results and Discussion

Simulation results are shown by MATLAB/Simulink software. The DFIG used in this
work is a 7.5 kW, where nominal parameters are indicated in appendix.
A. Tracking test
We apply a stator active power reference step (−1000 W to −4000 W) at t = 1.5 s
while we fixed the stator reactive power reference at zero to ensure unit power factor in
the stator side. The simulation results are presented in Figs. 3, 4. The active and
reactive powers track almost perfectly their references. The results show that the sliding
mode control ensures a perfect decoupling between them.

Fig. 3. Tracking test with PI controller
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B. Robustness test
In this test we have changed the values the generator parameters as below:

R
0
s ¼ Rs � 1:4; R

0
r ¼ Rr � 1:4

For the test of robustness, the variation of parameters (Rs, Rr) has a little influence
on the response time and on the amplitude of oscillations in transient state (Figs. 5, 6).

Fig. 4. tracking test Sliding mode control

Fig. 5. Robustness test with PI controller. Fig. 6. Robustness test with sliding mode control
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6 Conclusion

This paper aims to control the stator active and reactive powers of a doubly fed
induction generator. A modelling of this last and its linear strategy of control (vector
control) are presented. Two types of controller are synthesizing and compared:
proportional-integral and nonlinear sliding mode control for active and reactive power
of DFIG wind turbine in order to demonstrate its performance, the controllers are tested
in term of reference tracking, and robustness. The obtained results demonstrate that the
sliding mode controller is very robust then the PI controller.

Appendix

Doubly fed induction generator parameters:
Rated values: 7.5 kW, 220/380 V, 15/8.6 A.
Rated parameters:
Rs = 0.455(Ω), Rr = 0.62(Ω), Ls = 0.084(mH), Lr = 0.081(mH), M = 0.098(mH),
p = 2, J = 0.2(Kg.m2).
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Abstract. This paper present a new direct power control (DPC) of dual stator
induction motor (DSIM) fed by indirect matrix converter (IMC) based on the
neural network controller, this study aims to improve the control performance
(flux, power and speed), the use of indirect matrix converter for to controlled the
input power factor, reduce the power ripple and to eliminate dc-link capacitor.
Simulation results obtained with matlab-simulink are presented to show the
improvement in performance of the proposed method.

Keywords: Dual stator induction motor (DSIM)
Indirect matrix converter (IMC) � Space vector modulation (SVM)
Hysteresis control � Neural controller � Direct power control (DPC)

1 Introduction

In recent years, the multiphase induction machines have received a great attention in
the field of power electronics because, by comparison with particularly attractive
features, they offer an interesting alternative to reducing stress on switches and
windings [1, 2]. DSIM is among the most used multiphase machines. Modeling,
analysis and control of such machines are studied in [3, 4]. Recent research
improvement in the control of DSIM have been presented in [5, 6]. Direct torque
control (DTC) is the most one of these control strategies, Different types of the DTC
have been introduced in the literature for DSIM [7].

The use of matrix converter in the DTC was initially presented by “Casadei” in [8],
this method was extended to the indirect matrix converter (IMC) in [9]. DTC was
extended to direct control of the active power in the generator [10].
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In this paper, we apply the DPC for the DSIM fed by IMC based on neural network,
using this control method, it is possible to combine the advantages of IMC with that of
the DPC schemes and neural controller. The simulation study clearly shows the
robustness and performances of the presented DPC under unity power factor conditions
and minimizes flux and power ripple while keeping constant switching frequency.

2 System Modeling

2.1 DSIM Model

The DSIM studied in this paper is a machine that includes two systems of three-phase
star-coupled windings fixed to the stator and out of phase with each other at an angle c
(c = 30°) and a mobile rotor similar to that of a conventional asynchronous machine
[3]. The state-space formula is a fourth-order model [2, 3]:

dX
dt

¼ AX þBU ð1Þ

With X ¼ uds1 uds2 uqs1 uqs2 udr uqr

� �T
is the case vector.

U ¼ Vds1 Vds2 Vqs1 Vqs2 0 0½ �T is the control vector.

A ¼

� Rs1
Ls1

þ Rs1La
L2s1

Rs1La
Ls1Ls2

xs 0 Rs1La
LrLs1

0
Rs2La
Ls1Ls2

� Rs2
Ls2

þ Rs2La
L2s2

0 xs
Rs2La
LrLs2

0

�xS 0 � Rs1
Ls1

þ Rs1La
L2s1

Rs1La
Ls1Ls2

0 Rs1La
LrLs1

0 �xS
Rs1La
Ls1Ls2

� Rs2
Ls2

þ Rs2La
L2s2

0 Rs1La
LrLs2

RrLa
LrLs1

RrLa
LrLs2

0 0 � Rr
Lr
þ RrLa

L2r
� xs � xrð Þ

0 0 RrLa
LrLs1

RrLa
LrLs2

� xs � xrð Þ � Rr
Lr
þ RrLa

L2r

2
66666666664

3
77777777775

B ¼

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0

2
6666664

3
7777775

Ts 1;2ð Þ ¼ Rs 1;2ð Þ
Ls 1;2ð Þ

, Tr ¼ Rr
Lr

are the stator time constant of the two stars and rotor time

constant respectively.
The mechanical equation of the machine is written:

dX
dt

¼ 1
J

Cem � Cr � ffXð Þ ð2Þ
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Electromagnetic torque established by the DISM it given by:

Cem ¼ P
Lm

Lm þ Lr
wdrðiqs1 þ iqs2Þ � ids1 þ ids2ð Þwqr

� � ð3Þ

Where: P is the number of poles pairs.

2.2 Modelling of Indirect Matrix Converter (IMC)

The indirect matrix converter is an alternative converter is used for directly power
conversion ac/ac, the conversion is separate by two stages: rectifier and inverter with no
dc-link capacitor. The topology of this converter is illustrated in Fig. 1. Six bidirec-
tional switches S1-S6 create rectifier stage and the inverter stage has a standard and
three-phase voltages source topology based on six switches [13, 14].

The transfer function of IMC is written as

Va

Vb

Vc

2
4

3
5 ¼

Sap
Sbp
Scp

San
Sbn
Scn

2
4

3
5: SAp SBp

SAn SBn
SCp
SCn

� �
:

VA

VB

VC

2
4

3
5 ¼¼ Sinv : Srec :Vin ð4Þ

Sinv, Srec are the transfer functions of two stages inversion and rectification of IMC [14]
and Sjk defines the connection function as follow

Sjk ¼ 1 if the switch Sjk is on
0 if the switch Sjk is of

�
ð5Þ

The two space vectors of the input current Iin and output voltage Vo

Iin ¼ 2
3

IA þ IB e
j2p3 þ IC e

j4p3
	 


; Vo ¼ 2
3

Va þVb e
j2p3 þVc e

j4p3
	 


ð6Þ

Fig. 1. Indirect matrix converter.
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3 Direct Power Control Strategy (DPC)

The present DPC of DSIM in this paper it is similar to DTC, and then the DTC is based
on the torque and the flux control, although the DPC it based on the power and flux
control [11].

Pout ¼ Te xm ¼ Te
xr

P
ð8Þ

The expression of the torque it given by:

Te ¼ 2
3
Kcusur sin cð Þ ð9Þ

Where, c is the angle between the stator and rotor flux linkage, Kc is the constant
depending on the parameter of motor. Substituting the torque in (9) with (8), the
expression of the output power becomes:

Pout ¼ 2
3
xrKcusur sin hs � hrð Þ ð10Þ

The reference power is given by

Pref ¼ T�
exref ð11Þ

DPC is based on the orientation of the stator flux. The latter can be expressed in
referential linked to the stator of the machine by the equation

us ¼
Z t

0

ðVs � RsIsÞ dtþus0 ð12Þ

In the case where a non-zero vector is applied during an interval T0; Te½ �, we can
neglect the fall of tension Rs : Isð Þ, this last equation is then written:

us ¼ VsTe þus0 ð13Þ

So the flux vector move with the amount VsTe

3.1 Control of Rectifier

The goal is to control the power factor of the input and to obtain the maximum value of
the virtual Vdc bus voltage, based on SVM, the reference vector can be synthesized with
these two adjacent vectors Ic; Id and a null vector I0 I0 [12, 14].
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Iin ¼ dcIcþ ddId ð14Þ

We define the cyclic ratios

dc ¼ mc sinðhinÞ
dd ¼ mc sinðp3 � hinÞ
d0 ¼ 1� dc � dd

8<
: ð15Þ

To maximize the voltage Vdc, the null vector is eliminate. The two cyclic ratios are
normalized according to the following equation [12]

d
0
c ¼ dc

dc þ dd
¼ sinðhinÞ

cosðp6�hinÞ
d

0
d ¼ dd

dd þ dc
¼ sinðp3�hinÞ

cosðp6�hinÞ
d0 ¼ 0 and d

0
c þ d

0
d ¼ 1

8>><
>>:

ð16Þ

3.2 Control of Inverter

For the control of the inverter, we apply the table of DPC, therefore according to the
error of the power and flux as well as its sector, the table of DPC chose the vector
inverter, which makes it possible to ensure the respect of the bands of the errors (power
and flux), is reported in switching Table 1.

4 DPC oF DSIM Obtained via the Artificial Neural Network
Technique

To guarantee the speed control we used a neural controller, which is insensible to
machine parametric variation and in order to reduce the response time for speed.
Figure 2 shows the schematic model of neural controller based speed regulator.

The principle of neural direct power control is similar to traditional DPC. However,
the classical PI controller replaced by neural controller. The general diagram Of DPC
with IMC based on neural controller of DSIM is shown in Fig. 3.

Table 1. Switching table of DPC

Dus DP S1 S2 S3 S4 S5 S6
1 1 V2 V3 V4 V5 V6 V1

0 V7 V0 V7 V0 V7 V0

− 1 V6 V1 V2 V3 V4 V5

0 1 V3 V4 V5 V6 V1 V2

0 V0 V7 V0 V7 V0 V7

− 1 V5 V6 V1 V2 V3 V4
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5 Simulation Results

The behavior of the structure of the DPC based on neural controller applied to a
4.5 kW machine is simulated using Matlab/Simulink environment with a hysteresis
band of �0:1 W for the power comparator, �0:01 Wb for the flux comparator.

The following figures illustrate the simulation results. The ability of the DSIM well
found with the proposed DPC (Fig. 4a). Control scheme in tracking a reference power
was confirmed. Control scheme in tracking a reference power was confirmed. The
hysteresis band is practically respected for all the speeds considered. In steady state, the
actual power is almost equal to the reference power. The speed follows its reference
(Fig. 4b). The variation of the power creates a small variation in the speed then the
speed follows the reference, has been shown using direct power control strategy. Good
performance in terms of stator current (Fig. 4c). As it can be seen, stator current shows
a sinusoidal waveform.

Fig. 2. Structure of neural network controller

Fig. 3. Direct power control based on neural controller
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(a)

(b)

(c)

(d)         

(e)

(f)

Fig. 4. (a) Power (w), (b) speed (rad/s), (c) stator currents (A), (d) input voltage and filtered
current, (e) stator flux magnitude (web), (f) stator flux vector (web), (g) output phase voltage (v)
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The input current is in phase with the input voltage (Fig. 4d), that is, the input
power factor is equal to one. The flux virtually respects its hysteresis band (Fig. 4e, f)
and follows its reference with some overshoot at low speeds. The output voltage and
the current (Fig. 4g) vary in amplitude and frequency according to the speed set point
and the power. The performance of IMC to reduced ripple in power and flux stator. The
drawback of variable switching frequency in the classical inverter DPC is solved with
IMC.

6 Conclusion

This paper investigated the control of IMC by using the DPC technique. This latter
with its simple structure to control the DSIM presents a solution to the problems of
robustness (flux, Power). Although the implementation of this method is a little more
complex compared to the DPC with DMC, but it gives good performances in both
transient and steady state behaviors and the best quality of the input current and the
input filtered current. The control of input power factor is independent of the output
current, the neural controller confirms its good performance when controlling the dual
stator induction motor speed, and this is clearly shown in the obtained simulation
results. The advantages provided by the proposed control scheme make this latter
competitive with regard to the other proposed control techniques.
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Abstract. This paper presents a design of stand-alone photovoltaic (PV) sys-
tem to generate electricity in a house in Adrar, 1 year recorded solar radiation is
used for the design of PV solar energy system. The proposed system takes into
account the meteorological data of the site of Adrar and the needs of electric
charge of the house; in 2015 annual average solar energy resource available is
6.45 KWh/m2/day and energy which are consumed by electrical house loads in
a course of 1 year is 2575.07 kWh. The paper provides a general understanding
of a photovoltaic system to electrify individual housing in rural areas and how
can be practically applied solar energy to power the house.

Keywords: Solar energy � PV systems � Power � Stand-alone

1 Introduction

The renewable energies are developed with a strong growth these last years. In the next
year, the durable energy system will be using the rational of the classic sources and on a
recourse increased to renewable energies. It is interesting to exploit the electricity
consumption of a location according to the needs. The provision of electricity through
the use of renewable energy resource is to assure the safety of consumers and to keep
the environment clean [1].

Algeria has a large stock of the sun’s energy due to its geographical location.
Where, the sun duration exposure exceed 2,000 h yearly across the country, in the most
nation received 5 Kwh of daily energy on a horizontal surface in 1 m. That is around
1.700 kWh/m2/year in the north and 2.263 kWh/m2/year in the southern part of the
country [2]. The high costs of investment in PV technology obstructed spread in the
market, that must estimate the parameters of the sizing of PV systems is very useful to
imagine PV systems optimization, economic, especially in remote areas in developing
countries [3].

This paper presents a design for a stand-alone PV system to provide the required
electrical energy for a single residential home in Adrar, Algeria.

© Springer Nature Switzerland AG 2019
M. Hatti (Ed.): ICAIRES 2018, LNNS 62, pp. 225–232, 2019.
https://doi.org/10.1007/978-3-030-04789-4_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04789-4_25&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04789-4_25&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04789-4_25&amp;domain=pdf
https://doi.org/10.1007/978-3-030-04789-4_25


2 Composition of Stand-Alone PV System

Figure 1 show the block diagram of the study stand-alone photovoltaic system and the
main components of the system are:

• The PV array: convert the sunlight directly into DC electrical power.
• The charge controller: regulates the voltage and current coming from the PV panels

going to battery and prevents battery overcharging and prolongs the battery life.
• The inverter is used to convert DC currant of PV panel into AC currant for AC

appliances.
• The battery: stores energy for supplying to electrical appliances when there is a

demand.
• The electrical load: electrical appliances that connected to solar PV system such as

lights, radio, TV, computer, refrigerator, etc.

3 Solar Radiation Data

The monthly average solar radiation on horizontal surface and on tilted surface of the
site Adrar is shown in Fig. 2. As can be seen, the solar radiation on horizontal surface
is limited between 3.87–8.09 kw/m2/day and between 5.45–7.57 kw/m2/day for the
solar radiation on tilted surface.

Figure 3 show the monthly average daylight hours, the daylight hours in Adrar
reaches its minimum in December with 10.9 h/day and its maximum in June with
13.3 h/day. So, the monthly average daylight hour in the whole year is 10.9 h [5].
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Fig. 1. Schematic diagram of a stand-alone PV system.
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4 Electrical House Loads

The house used simple and essential electrical appliances that do not consume large
quantities of electrical energy, the house appliances are lamps, TV, refrigerator,
computer, washing machine and water pump. The energy consumption of the electrical
appliances is shown in Table 1.

Fig. 2. Monthly average daily solar radiation for Adrar, Algeria on 2015.

Fig. 3. The monthly average daylight hours.
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Table 1. Household power consumption.

Electrical
load

Number
of units

Operating
hours per
day

Wattages
(W)

Daily
electricity load
(KWh/day)

Annual
electricity load
(KWh/year)

Lamp 5 4 lamps
from 18 to
24
1 lamps
from 0 to 6

60 3.6 1314

TV 1 From 16 to
20

80 0.32 116.8

Refrigerator 1 From 0 to
24

100 2.4 876

Computer 1 From 20 to
23

65 0.195 71.17

Washing
machine

1 From 12 to
14

150 0.3 109.5

Water
pump

1 From 12 to
14

120 0.24 87.6

Total 7.055 2575.07

The load profile for a typical day is shown in Fig. 4.The total house residential load profile
statistics are:
✓ The maximum hourly power consumption = 0.37 kW,
✓ The average hourly power consumption = 0.24 kW and
✓ The total daily power consumption is 7.05 kW.
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Fig. 4. The household load profile.
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5 Sizing System Components

The sizing of system component required to calculate the energy consumed by each
electrical appliance used in the house.

Equation (1) is used to compute the Energy consumed per day [6].

Ec ¼ P � Q � h ð1Þ

Where
Ec: Energy consumed by the load (Wh/day)
P: Electric power (w)
Q: Number of appliance used
h: Hours Used (h)

A. Photovoltaic Module Sizing

Different size of PV modules will produce different amount of power. To find out the
sizing of PV module, the total peak watt produced needs [7]. The peak power (Wp) of
the PV generator is obtained from the Eq. (2):

Pp ¼ Ec

k:Ir
ð2Þ

Where the coefficient k takes into account the following factors:

• Meteorological uncertainty;
• Uncorrected tilt modules depending on the season;
• The operating point of the modules that is rarely optimal, which can be exacerbated

by falling characteristics of the modules, the module efficiency loss over time (aging
and dust);

• The performance of charge and discharge cycles of the battery (80%);
• Charger efficiency (90 to 95%);
• Losses in cables and connections.

Pp: The peak power (Wp)
Ir : The average daily irradiation (KWh/m2/day)
For systems with Battery Park, the coefficient k is generally between 0.55 and 0.75.

The approximate value for the systems with battery used is often 0.65 [8]. Substituting
these values in the above equation, we obtain the peak power of the PV generator:

PP ¼ 7:05
0:65 � 6:4 ¼ 1:69KWp
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The size of PV modules (NM) required meeting the load demand can be determined
by using the following equation:

NM ¼ Pp
PCM

ð3Þ

A mono-crystalline PV module type Techno sun SYP80S-Mwith peak power = 80
Wp, Isc = 5 A, Voc = 21.6 V and area = 0.64 m2 are used to install the power of house,
the number of PV modules is obtained as:

NM ¼ 1:69 � 103
80

¼ 21:12

The total number of modules used to provide energy for the residential house is 21
modules, the configuration of PV array can be connected 3 modules in series and 7
ranges will be connected in parallel

B. Battery Sizing

The battery type recommended for using in solar PV system is deep cycle battery. The
storage capacity of the battery (CD) can be determined using the following equation [7, 8]:

CD ¼ EC � N
D:U

ð4Þ

Where
N: Number of autonomy days.
D: Maximum permissible of discharge of the battery
U: The nominal voltage of the battery

CD ¼ 7:05 � 103 � 3
0:8 � 24 ¼ 1101; 56 Ah

So the number of battery is 10 (2 in series and 5 in parallel) of a 12 V with capacity
of 110 Ah were required. These batteries will provide adequate storage to meet the
daily energy requirements.

C. Controller Sizing

The battery charge controller is necessary to protect the battery block against deep
discharge and over charge [9]. The solar charge controller is obligatory to charge the
battery with safety and preserve their longer lifetime. It has to be capable of wearing the
short circuit current of the PV array [4]. The sizing of the solar charge controller is to
take the Isc of the PV module and multiply it by a factor of 1.3 and the number of
string, in this case, it can be chosen to handle 48 A (5 A*7*1.3) and the DC voltage
about 24 V.
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D. Inverter Sizing

An inverter is used in the system where AC power output is needed., the inverter must
be sized to provide 20% higher than the rated power of the total AC loads you wish to
run simultaneously at any one moment, the rated output power of the inverter becomes
(1.2 * 0.37 = 0.44 kW). The specifications of the required inverter will be 450 W, 220
VAC, and 50 Hz.

6 Conclusion

The optimum exploitation of renewable energy sources is very important to all
countries of the world, especially in the developing countries, like Algeria. Solar
photovoltaic energy is one of the important renewable energy technologies, due to their
high reliability and safety.

In this paper a stand-alone system is designed and analyzed for the electrification
for a single residential house in a rural area located in the city of Adrar, Algeria. The
proposed photovoltaic system required a minimum 21 photovoltaic modules of 80 Wp,
10 unit of battery capacity of 110 Ah and an inverter size of 450 W for the design.

Finally, we conclude that the provision of electricity to the rural site using the
renewable energy sources in Adrar, Algeria creates many opportunities and new per-
spectives in national development through the rural Development.

Acknowledgements. The authors thank the team Potential Solar Energy and Wind, Photo-
voltaic Conversion Division, Research Unit in Renewable Energies in the Saharan Medium for
provide the meteorological data.
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Abstract. The aim of this paper is to study and to compare between two control
strategies for tracking the Maximum Power Point (MPP) for a photovoltaic
(PV). The PV array is connected to the load through a boost converter. In fact,
the Maximum Power Point Tracking (MPPT) is achieved by using two different
methods for searching the Maximum Power point (MPP). These strategies
methods are Perturb and observe (P&O) and Extremum Seeking Control (ESC).
The aim goal of these strategies is to predict the maximum power point. Sim-
ulation results show the effectiveness of the control strategies applied to the
studied system.

Keywords: Extremum Seeking Control (ESC) � Perturb and observe technique
MPPT � PV array

1 Introduction

The production of energy is a challenge of great importance for the coming years.
Indeed, the needed energy of industrialized societies is steadily increasing. In addition,
the countries development needs more and more energy to carry out their development.
Today has seen a growing interest in the research in the field of renewable energy
sources, especially the solar energy which has remarkable advantages over traditional
energy sources such as (oil, petrol). Integration of solar PV in the gird and in stan-
dalone generation systems has increased. Besides, the power generated by PV modules
depends on solar irradiation levels and temperatures. So, a Maximum Power Point
Tracking (MPPT) controller is required to ensure that the maximum power is generated
to the load. In literature, There were several proposed MPPT algorithms such as:
Perturbation and Observation (P&O) [1]; Incremental Conductance (IC) [2]; Fuzzy
Logic controller (FLC) [3] and Fractional short-circuit voltage (FSCV) [2].

These cited algorithms of MPPT strategy have been successfully demonstrated in
tracking the MPP under uniform insolation where only one maximum power point
(MPP) exists in the power-against – voltage (P-V) curve [4, 5]. However, in some cases
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it can be very difficult to find an appropriate reference value witch will be used to
achieve the MPPT. For illustration, the energy efficiency of photovoltaic system
depends on the irradiation and the temperature. If we is desire to test the maintaining of
the optimal efficiency of his system, it is necessary to change one of these perturba-
tions. Extremum Seeking Control is a family of control design approaches whose
purpose is to autonomously find optimal point of the system behavior for the closed-
loop system. Besides, as it is known, the power characteristic of a photovoltaic
(PV) array is nonlinear [6] ESC will be successfully used to stabilize the system at its
optimum point. Therefore, the Extremum seeking control is largely used to achieve the
real-time optimization for dynamic systems and tracking a varying maximum or
minimum (extremum, or optimum value) of a performance fitness functions. It is a very
interesting methodology in practice because it does not necessitate any knowledge of
the process dynamics or model of the system [7].

The work of this paper focusses on a comparative study between two control
strategies applied to PV array for achieving the MPPT. The scheme of the studied
system is presented in Fig. 1.

2 Photovoltaic Array Modelling

The equivalent circuit of a classical PV cell is shown in Fig. 2.

Where, Iph represents the cell photo current; Rsh and Rs are the intrinsic shunt and
series resistances of the cell, respectively.

Boost converter

DC-DC 

MPPTControl
Irr1

Irr2

Irr3 

PV array
Load

Fig. 1. The layout of the studied system.

Fig. 2. PV cell equivalent circuit.
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The photo-current Iph is expressed by the following equation:

Iph ¼ Isc þKi T � 298ð Þ½ � � Ir=1000 ð1Þ

The reverse saturation current Irs is given by:

Irs ¼ Isc= exp
qVoc

NsknT

� �
� 1

� �
ð2Þ

The saturated current (I0) that varies with the cell temperature, is expressed:

I0 ¼ Irs
T
Tr

� �3
exp

qEg0

nk
1
T
� 1
Tr

� �� �
ð3Þ

The output current of the PV is written as follow:

I ¼ Np � Iph � Np � I0 � exp
V=Ns þ I � Rs=Np

n� Vt

� �
� 1

� �
� Ish ð4Þ

Where,

Vt ¼ k � T
q

ð5Þ

And,

Ish ¼ V � Np=Ns þ I � RS

Rsh
ð6Þ

With;
Np: Number of the PV modules connected in parallel.; Rs: Serie resistance (X).; Ns:

Number of the PV modules connected in series.; RSh: Shunt resistance (X).; Vt: Diode
thermal voltage (V).

2.1 Characteristic of PV Array Model

The power-voltage and current-voltage characteristics for different values of temper-
ature and irradiation are obtained from the simulation and are shown in Fig. 3.

The (I-V) and the (P-V) characteristics of the PV array for different values of
temperature are presented in Fig. 4.

From Figs. 3 and 4, we can see clearly the effect of the variation of weather
conditions. The PV works practically near its MPP for important value of irradiations.
In addition, the PV array works also near its optimum values at low temperature values.
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3 MPPT Strategies

In this study, the two MPPT strategies are fully achieved by using the Extremum
seeking control and (P&O) technique. The general control scheme of the studied
system is presented in (Fig. 5).

(a)

(b)

Fig. 3. PV characteristics for different values of irradiation: (a) I-V characteristics, (b) P-V
characteristics

Fig. 4. PV characteristics for different values of temperature.

Boost

Duty cycle

C2C1

L D

MPPT algorithm

MPPT Strategy (P&O or ESC)

Load
T

PV array

Irr

Fig. 5. Control scheme of the PV array by using the (Extremum Seeking Control) or (P&O)
strategy.
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The algorithms of the applied MPPT strategies (P&O) and (ESC) are developed
here after:

3.1 Extremum Seeking Control

Extremum Seeking Control is a real-time optimization algorithm and an adaptive
control tool [8, 9], which resolves the problem of tracking the maximum or the min-
imum of a given performance function. In fact, generally, it attempts to determine the
extremum value of an unknown nonlinear performance function [10]. As it is known in
literature, the conventional control algorithm deals with the problem of equilibrium of a
system about a known reference trajectory that easily determined, while reaching
certain design criteria. However, in some cases it can be very difficult to find a required
reference trajectory [11, 12]. Between the important various applications of ESC we
can found the Global Maximum Power Point Tracking (GMPPT) which can seek and
track the MPP. The basic algorithm of the (ESC) is detailed in Fig. 6.

To obtain the optimal performances of the ESC algorithm, perturbation frequency
(x), its amplitude (a), gradient update law gain (k), and the cut-off frequencies (xh) and
(xl) for the LPF and the HPF, must be tuned and calibrated adequately. The general
model equations of the ESC are inspired from the literature and they are formulated as
follow:

y ¼ f ĥþ asin xtð Þ
� �

ĥ ¼ �kv
e ¼ v � l�1 xl

sþxl

n o
v ¼ y*l�1 s

sþxh

n o� �
sin xtð Þ

8>>>>><
>>>>>:

ð7Þ

3.2 Perturb and Observe (P&O) Technique

The (P&O) algorithm is depicted in Fig. 7.

Y*

a sin( ) sin( )

Y=f( )

Fig. 6. Block diagram of the Extremum Seeking Control algorithm.
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4 Simulation Results and Discussions

The obtained simulation results from the use of the Extremum seeking control are
presented in Figs. 8 and 9, for a fixed of temperature (25 °C) and for a different
irradiation values.

From the obtained simulation, one can that, one can remark that the maximum
power is reached for different value of irradiations. In fact, the generated power to the
load is equal practically to the maximum power provided by the PV array with a little
difference which is due to the system losses (see Fig. 9(c)). In addition, the duty cycle
value varies in such a way that the MPP is extracted from the PV (see Fig. 9(b)).

The same scenario of the irradiation variation (Fig. 8) is applied for testing the
performances of the P&O technique. The obtained simulation results for fixed tem-
perature of 25 °C and different irradiation values are presented in Fig. 10. From the
simulation results that the P&O technique has permitted to the system to follow the
MPP. In fact, the produced power to the load is equal to that produced by the PV array
(see Fig. 10(a)) for different values of the irradiations and a fixed value of the tem-
perature. In addition system responses track their optimum value according to the MPP
technique through the use of the P&O technique. By comparing between the system
responses (especially Fig. 9(c) and Fig. 1(a)) obtained by using the two studied tech-
niques (ESC and P&O), one can remark that:

Fig. 7. Perturb and observe MPPT algorithm

Fig. 8. The different irradiation values.
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• From the responses profiles obtained through the ESC technique, one can remark
that the produced power varies slowly according to the irradiations variation with a
good transition regime (without any fast variation of the power produced by the PV
array which due to the stabilizing system achieved by the ESC).

• While, the responses profiles obtained by using the P&O show that the system
responses change rapidly with a good time response but with a fast variation of the
produced PV array power. So and due to the fast variation of the PV array power,

(a)

(b)

(c)

Fig. 9. Different responses of the studied system with (ESC): (a) PV-voltage (V), (b) Duty
cycle, (c) PV-power (W) and Load-Power (W).

(a)

(b)

Fig. 10. Different responses of the studied system with (P&O): (a) PV-power (W) and load-
power (W), (b) PV-current (A).
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the produced power at the load side cannot follow exactly its optimum reference in
order to achieved exactly the best optimum value MPP.

5 Conclusion

In this work, two control strategies (P&O and ESC) are developed and used to achieve
the MPPT of a PV array system. In fact, The P&O is based on the perturbation and
observation of a point in the (P-V) characteristic until reaching the MPP. While, the
ESC approaches is based on the stabilization of the PV at the optimum Point and then
finding the optimum duty cycle value to be applied to the boost converter. From
simulation results, it has been remarked that the system responses obtained the use of
the P&O have a rapid dynamics change with a good time response but with a fast
variation and fluctuations of the produced PV array power. But, the obtained simulation
results through the use of the ESC show that the produced power varies slowly
according to the irradiations variation with a good transition regime (without any fast
variations and fluctuations of the power produced by the PV array which due to the
stabilizing system achieved by the ESC). As perspectives, using the ESC under shading
phenomena; improving the time response of the system by optimizing the filter
parameters incorporated in the ESC algorithm.
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Abstract. The control security of the modern vehicles is directly related to the
control of the lateral dynamics of the vehicles and especially the yaw dynamics.
The objective of this paper is to develop an active security system, based on the
technique of sliding mode control, for the rate yaw control. The most important
component of active lateral control assistance is the motor used to act on lateral
dynamics. There are two principles of assistance: by differential braking of the
wheels or by intervention on a steering column with a mechanical link. The
approach to highlight the function to be performed to ensure the lateral stability
of a road vehicle: Active Front Steering (AFS). The basic principle of this
direction is to provide a steering correction with respect to the steering angle of
the wheel, i.e. by adding a corrective steering angle to the driver maneuvers to
facilitate the vehicle’s rotational movement around its vertical axis to improve
lateral vehicle stability in critical situations (skidding, turning or cornering).
Several Matlab/Simulink simulation tests will be carried out to validate the
effectiveness of the proposed control.

Keywords: Lateral dynamics � Lateral control � Bicycle model
Assisted steering � Active security system

1 Introduction

The motor vehicle remains one of the main causes of mortality of our modern life, and
this despite the efforts made by the policies in the field of prevention, information and
repression and those of the car manufacturers in terms of passive safety (air bag, …)
and active safety (ABS, ESP, …) [1]. This state of affairs lies in the intervention of the
driver on complex processes that govern driving (keeping the vehicle on the road,
compliance with rules not always obvious, …) and that are not always adapted to its
own physiological limits (sharpness visual, distance evaluation, loss of attention,
nervousness, …), but that technological advances in recent years are trying to make it
easier. With advances in automation, computing, telecommunications and miniatur-
ization of instruments, researchers are now able to develop driver assistance systems
that automate certain tasks by introducing new safety in order to improve safety by
increasing the stability of the vehicle in cases where longitudinal or lateral accelerations
occur, in which, the systems must act on the controllability of the vehicle so that the
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latter responds more quickly to the demands of the driver. According to the statistics,
lane departure accidents account for 30% to 40% of claims: incorrect steering of the
vehicle due to falling asleep, excessive speed, or loss of control due to inexperience,
poor visibility, or reduced grip. This motivates a major research effort to help the driver
and secure driving. The aids are developed on three levels: passive safety, active safety,
preventive security. This work focuses on the development of one of the active safety
systems for improving the stability and safety of a road vehicle [2]. In general, the
control algorithm provides robust tracking of a trajectory. Simulations have been
performed represent different driving situations. The various tests carried out highlight
the robustness of the control law developed.

2 Modeling of the Vehicle in Its Environment

The dynamic behavior of a vehicle is the response it gives to a certain number of
internal and external excitations, namely: driver maneuvers, atmospheric disturbances,
the effects of the tire/road interaction and the variation of geometric characteristics of
the road [3, 4]. The modeling of the vehicle is difficult task to achieve. This is due to
the multiplicity of its constituents and which, by interacting, give rise to non-linearities
[5]. In the next section, we present the dynamic vehicle model which is characterized
by the equations taking into account the dynamic and aerodynamic aspects [6].

A. Language Dynamic Model of the Vehicle

Taking into account the different longitudinal and lateral forces, the overall model of
the vehicle is described by the equations of motion [7]:

Mv _vx � vyr
� � ¼ Fxf : cos df

� �þFxr

�Fyf : sin df
� �� Kx:vx: vxj j

Mv _vy þ vxr
� � ¼ Fxf : sin df

� �þFyr

þFyf : cos df
� �� Ky:vy: vy

�� ��þFw

ð1Þ

Jv _r ¼ Lf Fxf � sin df
� �þFyf � cos df

� �� �
� Lr � Fyr þ D

2
DFx � DFy � sin df

� �� �þ Lw � Fw

ð2Þ

With

Fxf ¼ Fxfl þFxfr Fxr ¼ Frfl þFxrr Fyf ¼ Fyfl þFyfr Fyr ¼ Fyrl þFyrr

DFx ¼ Fxrr � Fxrlð Þþ Fxfr � Fxfl
� �� cos df

� �
DFy ¼ Fyfr � Fyfl
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The modeling of the vehicle environment is based on tire-ground contact.
The slip angle ai is expressed for a steering angle di as follows:

ai ¼ bi � di ð3Þ

With bi, steering angle of the wheel (i), and given by the following relation:

bi ¼ arctan
Vyi

Vxi

� �
¼ arctan

Vy þ _w:xi
Vx � _w:yi

 !
ð4Þ

The longitudinal sliding coefficient at each wheel i ði 2 ½1; 2; 3; 4�Þ is calculated as
follows (Fig. 1):

ki ¼ Rxxi � uti
maxðRxxi; utiÞ ð5Þ

We have,

a ¼ arctan
Vy

Vx

� �
ð6Þ

The lateral slip for the fourth wheels (front and rear) is given as follows:

a1 ¼ arctan 1
Vx þ d Vy þ rLf

� �� �
� d

a3 ¼ arctan 1
Vx�d Vy þ rLf

� �� �
� d

a2 ¼ arctan 1
Vx�d Vy þ rLr

� �� �
a4 ¼ arctan 1

Vx�d Vy þ rLr
� �� �

8>>>>>><
>>>>>>:

ð7Þ

Where
Lf : Perpendicular distance between the nose gear and the center of gravity;
Lr: Perpendicular distance between the rear axle and the center of gravity;
d: Steering angle of the front wheels.

Fig. 1. Side slip of wheel
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The longitudinal adhesion factor of a wheel is defined as the ratio of the force and
the vertical load Fz:

la ¼
Fx

Fz
ð8Þ

According to Kachroo’s function, the parameter la varies in a non-linear manner as
a function of the slip of the wheel k, whether it is driving or braking.

la ¼
2lpSpk

S2p þ k2
ð9Þ

Taking into account the previous model and after a mathematical manipulation, one
can lead to the following dynamic equations:

Mv _vx � vyr
� � ¼ Fxf � cos df

� �þFxr

� Fyf � sin df
� �� Kx � vx � vxj j

Mv _vy þ vxr
� � ¼ Fxf � sin df

� �þFyr

þ Fyf � cos df
� �� Ky � vy � vy

�� ��þFw

Jv _r ¼ Lf Fxf � sin df
� �þFyf � cos df

� �� �
� Lr:Fyr þ D

2
DFx � DFy � sin df

� �� �þ Lw � Fw

ð10Þ

with

Fxf ¼ Fxfl þFxfr Fxr ¼ Frfl þFxrr Fyf ¼ Fyfl þFyfr Fyr ¼ Fyrl þFyrr

Where Fyi and Fti are the lateral and longitudinal forces respectively and they are
given by:

Fx

x ¼ Xþ Sh
Fx Xð Þ ¼ y xð Þþ Sv

y xð Þ ¼ D sin C tan�1 BX � E BX � tan�1 BXð Þð Þð Þð Þ

8<
: ð11Þ

Fy

x ¼ Xþ Sh
Fy Xð Þ ¼ y xð Þþ Sv

y xð Þ ¼ D sin C tan�1 BX � E BX � tan�1 BXð Þð Þð Þð Þ

8<
: ð12Þ
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With uti the linear speeds of the vehicle brought back to the centers of the wheels
and given by:

ut1 ¼ ðVx þ drÞ cosðdÞþ ðVy þ Lf rÞ sinðdÞ
ut2 ¼ Vx þ dr
ut3 ¼ ðVx � drÞ cosðdÞþ ðVy þ Lf rÞ sinðdÞ
ut2 ¼ Vx � dr

8>><
>>: ð13Þ

The loads Fzi on the rear and front axles can simplify as follows (Fig. 2):

Fz1 ¼ LrgMv

2L
� hcgMv

2L
ð _Vx � rVyÞþ hcgMv

2lw
ð _Vy þ rVxÞ

Fz3 ¼ LrgMv

2L
� hcgMv

2L
ð _Vx � rVyÞ � hcgMv

2lw
ð _Vy þ rVxÞ

Fz2 ¼ Lf gMv

2L
� hcgMv

2L
ð _Vx � rVyÞþ hcgMv

2lw
ð _Vy þ rVxÞ

Fz4 ¼ Lf gMv

2L
� hcgMv

2L
ð _Vx � rVyÞ � hcgMv

2lw
ð _Vy þ rVxÞ

ð14Þ

B. Electric Power Steering Column

The studied vehicle is equipped with a conventional steering column, equipped with an
electric motor, which transforms a steering angle of the steering wheel or engine (in the
active assistance mode) into a steering angle of the wheels. The dynamics of the electric
power steering column (Fig. 3) is described by a second order linear system [8].

The state representation of this model is as follows:

_dd
€dd

" #
¼ 0 1

0 � Bs
Is

" #
dd
_dd

	 

þ 0 0 0

1
Is

1
Is

� 1
Is

" # Ca

Cc

Cat

2
64

3
75

df ¼ 1
Rs

0
h i dd

_dd

	 
 ð15Þ

Fig. 2. Forces acting on a vehicle in a general case of movement.
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Inputs for this model are driver torque Cc, assist torque Ca, and self-aligning torque
Cat. The latter can be modeled as the product of geometric hunting gt and lateral force

on the front wheels Ff ¼ �2Cy bþ Lf
Vx
r � df

� �
. The expression obtained at the steering

wheel is:

Cat ¼ � 2kmCygt
Rs

bþ Lf
Vx

r � df

� �

TSB ¼ 2kmCygt
Rs

; TSr ¼ 2kmCygt
Rs

Lf
Vx

ð16Þ

The parameter Rs is the steering reduction ratio and Is represents the moment of
inertia of the steering column and km is the manual steering gain.

3 Active Safety System Based on Sliding Mode Control

A. Principle of the AFS

Based on simplifying assumptions to pass from the nonlinear model of the vehicle to a
linear model (bicycle model) exploitable in the development of the active safety system
based on a robust variable structure control (sliding mode control) to generate a control
signal (corrective steering angle) for proper system operation. In our study, the active
front steering (AFS) uses a corrective steering angle to facilitate the vehicle’s rotational
movement around its vertical axis for better road holding [9].

Figure 4 shows a schematic diagram of AFS system. The control system processor
(AFS Algorithm) receives signals from the various embedded sensors. Based on sensor
signals and observation of status information, the processor calculates the corrective
steering angle that allows for better road holding.

fδ

pδ
Mδ

dδ

M

Fig. 3. Model of the steering column.
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The additional simplifications will make it possible to retain the only movements of
yaw and drift, and thus to arrive at the equations of the “bicycle” model.

By choosing r and vy as state variables, the bicycle model can be written:

_Vy

_r

" #
¼

�2 Cyf þCyr

Mvvx
2 �Cyf Lf þCyrLr

Mvvx
� Vx

2 �Cyf Lf þCyrLr
Jvvx

�2
Cyf L2f þCyrL2r

Jvvx

2
4

3
5 Vy

r

	 


þ
2Cyf

Mv

2Cyf Lf
Jv

" #
df þ

1
Mv

lw
Jv

" #
Fw

ð17Þ

By defining the vehicle drift angle (b) as the angle between the vehicle heading and
the velocity vector (b ¼ arctan Vy

�
Vx

� �
), the model can be rewritten as follows:

_b
_r

	 

¼

�2 Cyf þCyr

Mvvx
2 �Cyf Lf þCyrLr

Mvv2x
� 1

2 �Cyf Lf þCyrLr
Jv

�2
Cyf L2f þCyrL2r

Jvvx

2
4

3
5 b

r

	 


þ
2Cyf

Mvvx
2Cyf Lf
Jv

" #
df þ

1
Mvvx
lw
Jv

" #
Fw

_b
_r

	 

¼ a11 a12

a21 a22

	 

b
r

	 

þ b1

b2

	 

df þ

1
Mvvx
lw
Jv

" #
Fw

8>>>>>>>>>><
>>>>>>>>>>:

ð18Þ

According to [10], the desired drift angle can be approached by zero and the yaw
rate can be derived from the bicycle model.

rd sð Þ ¼ kr
1þ ss

df sð Þ

kr ¼ vx
Lf þMvLf Lrv2x=2Lf Lf þ Lr

� �
Cyr

s ¼ Jvvx
MvLrv2x þ 2Cyf Lf Lf þ Lr

� �
ð19Þ

Reference 
model

AFS 
algorithm

Corrective
steering 

angle

Yaw rate

Desired 
yaw rate

Vehicle 
speed

Steering 
angle of the 

driver

+

+

Fig. 4. Schematic of a typical AFS system for a road vehicle.
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kr and s are the gain of the equilibrium state and the time constant of the yaw rate
response respectively.

B. Sliding Mode Controller Design

Based on the mathematical relationship between yaw rate and yaw moment, an
AFS method based on yaw rate is proposed. The principle of CMG is to force the
trajectories of the system to reach in a finite time, and to remain there on a sliding
surface.

The error between the actual vehicle yaw rate (r) and the desired yaw rate (rd) is
defined by the following equation:

er ¼ r � rd ð20Þ

We choose the sliding surface as follows:

S ¼ er þ c _er ð21Þ

The dynamics of sliding movement is governed by: S ¼ 0

S ¼ 0 ) er þ c _er ¼ 0

) r � rdð Þþ c _r � _rdð Þ ¼ 0

) r � rdð Þþ c a21vy þ a22rþ b2df � _rd
� � ¼ 0

ð22Þ

So, the value of the equivalent order:

dfeq ¼ � 1
cb2

r � rdð Þþ c a21vy þ a22r � _rd
� ��  ð23Þ

If the states of the systems have not reached the sliding surface, the equivalent
control must be reinforced by another so-called robust control, we then define the
resulting steering angle by:

Ddf ¼ dfeq � drob:sgn Sð Þ ð24Þ

To remedy the unwanted effects of “Chattering”, at this level, by replacing the
function Sign by the function Saturation. The steering angle becomes:

Ddf ¼ dfeq � drob:sat Sð Þ ð25Þ

The robust control is determined using the boundary condition, so we define the
steering angle such that:

Ddf ¼ � 1
cb2

r � rdð Þþ c a21vy þ a22r � _rd
� �� � g

b2
:sat Sð Þ ð26Þ
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4 Stimulation and Discussion of Results

Series of simulations were performed under the MATLAB/Simulink environment to
verify the robustness of the proposed AFS system, Fig. 5. By comparing two control
techniques, with a conventional PI controller and with a sliding mode controller
(CMG). To clarify the effects of these two controllers, the behavior of the lateral
dynamics of the vehicle with and without controller are analyzed. The test is performed
on a test track with double lane change. In the first phase t 2 0� 24ð Þ s, we assume
that the double lane change test of the vehicle is performed on a dry road (no slippery
l ¼ 1) while keeping the longitudinal velocity constant Vx ¼ 36 km/h (Fig. 6b). In the
second phase, t 2 24� 48ð Þ s, we assume that the double lane change test of the
vehicle is performed on a slippery road (no slippery l ¼ 0; 6) while increasing the
longitudinal velocity to Vx ¼ 54 km/h (Fig. 6b). The controllers subtract or add a
corrective steering angle when applying a double lane change. Figure 6i shows that the
corrective control signal generated by the two controllers is smooth and less oscilla-
tions. The yaw rate velocity of vehicle follows its desired trajectory despite the dis-
turbances and uncertainties characterizing the passage of the vehicle on a road with low
traction (the tires are found on a slippery road), Fig. 6f, j. The side angle of vehicle is
closed to zero, Fig. 6h, which increases the stability during lane change and therefore
the vehicle follows the reference path, Fig. 6j. The corrective steering angle created by
the controllers makes it possible to reduce the lateral acceleration of the vehicle to
ensure the comfort of the vehicle, Fig. 6k. According to the simulation results, we
notice that the vehicle follow exactly the driver instructions that allows the SM con-
troller to give good dynamic performance.

dδ
xv

r
dr

fδΔ fδ

μwF

Reference 
model

Bycicle 
model

SM 
controller

Vehicle 
model

Fig. 5. Schematic diagram of the AFS with sliding mode control.
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(a) Steering angle (b) Vehicle speed

(c) Adhesion coefficient (d) Torques of wheels

(e) Zoom on the torques of wheels (f) Vehicle yaw rate

(g) Error on the yaw rate (h) Vehicle side angle

(i) Corrective steering angle (j) Vehicle trajectory
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Fig. 6. Simulation results.
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Abstract. This paper presents the application of a simulation with a proposed
model and control of a (DFIG) associated into a wind energy conversion system
with a variable speed wind turbine using Artificial Fuzzy Logic techniques, and
we are particularly interested in the application of indirect vector control by
stator field orientation of DFIG. Firstly, a mathematical model of the machine
written in an appropriate d–q reference frame is proposed to investigate simu-
lations. secondly, and in order to control the power flowing between the stator of
the DFIG and the power network, a control law is synthesized using two types
of controllers: Proportional-Integral (PI) controller and fuzzy logic based con-
troller. The proposed controller was tested and compared with one other tech-
nique, the PI controller. Finally, the obtained results show that the proposed
controller exhibits better behaviour in terms of settling time, overshoot,
robustness with respect to machine parameters variation, and good tracking
references. The simulation was carried out by means of computational simula-
tions in Matlab/Simulink Software.

Keywords: Doubly fed induction machine � Wind turbine
Proportional-integral � Fuzzy logic � Vector control

1 Introduction

Wind energy is the source of the renewable energy. It is the most promising of elec-
trical power generation for the future. The wind power is a clean source of energy. It is
non-degraded, firstly, it was exploited in mechanical applications. After that, it has
been used to generate electricity [1].

Nowadays, the Doubly fed induction generator (DFIG) is one of the most popular
used variable speed wind turbines, due of its advantages in better reliability, supply
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division and low maintenance cost. It is normally powered by a voltage source inverter
[1, 2]. Otherwise, indirect vector control techniques proposed by Pena and al. in [2] and
other researches which is based on classical PI (Proportional-Integral) controllers are
traditionally used for controlling the active and reactive power of the DFIG [1–5]. The
main goal of such a technique consists in dissociate the rotor current into its two
corresponding (d–q) components; i.e., the active and reactive ones. Nevertheless, the
computing of the gains of PI controllers are tedious and the appropriate corresponding
values could be difficult to be obtained, due to the nonlinearity and the great com-
plexity of the overall system, and also to the parameter’s variations that will occur
during the functioning of such a process which are considered as a major disadvantage
of such a kind of regulator [6, 7]. So, and in order to handle such problems, some
robust control techniques were proposed in the literature and were applied in several
applications as: sliding mode control, adaptive control, predictive control and H∞

control approach,…etc; [3–6]. On the other hand, artificial intelligence techniques in
general such as: Takagi-Sugeno fuzzy method, fuzzy logic, Artificial Neural Networks,
genetic algorithms and particle swarm optimization, were used and proves that they are
too suitable to control systems that are characterised by variations of their parameters
and ensured optimal performances [6–9]. Better solutions we can achieve by using the
fuzzy logic controller since it is based on the knowledge of the expert (human
knowledge) and the implicit inaccuracy [10]. In fact, in several applications, the use of
an Artificial Fuzzy Logic system (controller) proved that such an approach ensures
more robustness towards parameter’s variations and external perturbations during the
functioning of the process [9, 10]. In this paper, the authors propose to control active
and reactive powers by using first in the process the Proportional -Integral (PI) con-
troller then this latter is replaced by an AFL one respectively. After more, the two
controllers are compared and results are discussed, the main objective is to show that
controllers can improve performances of doubly-fed induction generators in terms of
reference tracking, sensibility to perturbations and parameter’s variations.

2 Modelling of System Understudy

This section briefly describes the modelling of the studied system, as depicted in Fig. 1.

Fig. 1. A DFIG based wind energy conversion system.
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2.1 Modelling of the Wind Turbine and Gearbox

The wind turbine model is given by the following system of equations [2, 4]:

Pex ¼ 1
2
qSuCpðk; bÞV3

w ð1Þ

k ¼ XtR
V

ð2Þ

Xt ¼ Xmec

G
ð3Þ

Cpðk; bÞ ¼ 0:5176
116
ki

� 0:4b� 5
� �

exp
�21
ki

� �
þ 0:0068k ð4Þ

1
ki

¼ 1
kþ 0:08b

� 0:035

b3 þ 1
ð5Þ

2.2 Modelling of the DFIG

The electrical equations of a DFIG are given by [2]:

Vds ¼ Rsids þ d/ds

dt
� xs/qs

Vqs ¼ Rsiqs þ
d/qs

dt
þxs/ds

Vdr ¼ Rridr þ d/dr

dt
� xr/qr

Vqr ¼ Rriqr þ
d/qr

dt
þxr/dr

8>>>>>>>>>><
>>>>>>>>>>:

ð6Þ

With;

/ds ¼ Lsids þ Lmidr
/qs ¼ Lsiqs þ Lmiqr

/dr ¼ Lridr þ Lmids
/qr ¼ Lriqr þ Lmiqs

8>>>><
>>>>:

ð7Þ

The rotor and stator angular velocities are expressed by the following relationship:

xr ¼ xs � PXmec ð8Þ

The electromagnetic torque can be obtained using the power budget. There are
several expressions of electromagnetic torque all equal:
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Cem ¼ 3
2
p
Lm
Ls

Uqsidr � Udsiqr
� � ð9Þ

3 Field Oriented Control of DFIG

Among the above control techniques, the FOC is widely employed in the industrial
field due to its simplicity of conception and its good performances [2, 3].

We use asynchronous reference with the q axis aligned to the computed stator flux.
Assuming that the resistance of the stator windings (Rs) is neglected, the voltage and
the flux equations of the stator winding can be simplified as follow:

Vds ¼ 0;Vqs ¼ Vs ¼ xsUds;Uds ¼ Us;Uqs ¼ 0 ð10Þ

The active and reactive power equations of a DFIG can be expressed as

Ps ¼ � LmVs
Ls

iqr

Qs ¼ V2
s

xsLs
� VsLm

Ls
idr

(
ð11Þ

By exploiting Eqs. (6), (7), (10) and (11), we can get the rotor voltages as

Vdr ¼ RrIdr þ rLr
dIdr
dt � gxsrLrIqr

Vqr ¼ RrIqr þ rLr
dIqr
dt þ gxsrLrIdr � g LmVs

Ls

(
ð12Þ

where: r ¼ 1� Lm
LrLs

(leakage coefficient), g ¼ xs�xr
xs

(slip) and Vs (stator voltage).

4 Controller Synthesis

4.1 PI Controller

The PI controller is the most commonly used and the easiest to synthesise for DFIG
control purposes and in many industrial control schemes. This type of regulator is a
combination of both proportional and integral action. It has the effect of improving
simultaneously the steady and transient states [8].

The open loop transfer function is given by

OLTF ¼
pþ ki

kp
p
kp

�

3LmVs

2Ls Lr�L2m
Ls

� �
pþ LsRr

Ls Lr�L2m
Ls

� � ð13Þ

In order to eliminate the zero of the transfer function (the compensation method) we
choose:
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ki
kp

¼ LsRr

Ls Lr � L2m
Ls

� � ð14Þ

If the poles are perfectly compensated, the open loop transfer function becomes

OLTF ¼
kp 3

2
LmVs

Ls Lr�L2m
Ls

� �
p

ð15Þ

The closed-loop transfer function can be expressed as

CLTF ¼ 1
1þ psr

With : sr ¼ 1
kp

2
3

Ls Lr � L2m
Ls

� �
LmVs

Finally, we get:

kp ¼ 1
sr

2LsLr � L2m
3LmVs

ð16Þ

ki ¼ 1
sr

2LsRr

3LmVs
ð17Þ

4.2 Design of Fuzzy Feedback Controller

Fuzzy controllers have been popular especially in the industrial processes. Because of
its effectiveness techniques when the mathematical model of the system is nonlinear or
when there is no mathematical model [10].

The structure of the fuzzy control system consists of: Fuzzification, Knowl-
edgeBase, Inference engine, Defuzzification

The schematic diagram of a complete fuzzy control system is given in Fig. 2. The
plant control dIqr is inferred from the two state variables, error Ep and change in error
dEp [9, 10].

Fig. 2. Basic structure of the fuzzy control system
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We can calculate the two input variables EP(k) and dEP(k) at every sampling time as:

EpðkÞ ¼ Pref ðkÞ � PsðkÞ ð18Þ
dEpðkÞ ¼ EpðkÞ � Epðk � 1Þ ð19Þ

The control signal Irq
ref is obtained after integrating the output of the fuzzy logic

regulator.

Irefrq ðkÞ ¼ Irefrq ðk � 1Þþ dIrefrq ðkÞ ð20Þ

In this paper, the triangular membership function, the max-min reasoning technique,
and the centre of gravity defuzzification method are used, as those methods are most
frequently employed in many works of literature [8–10].

5 Regulators Performances

In this section, to access the effectiveness of the proposed Artificial Fuzzy Logic control
strategy, simulation results are shown for different scenarios using Matlab/Simulink
software.

5.1 Reference Tracking Scenario

The main goal of this scenario is to study the behavior of different control strategies
while the DFIG’s operates in ideal conditions, by considering different steps for active
and reactive powers. Figs. 3, and 4 show the obtained simulation results. Note that as it
is shown in Fig. 4, the AFL regulator offers perfectly track their references (active and
reactive powers values) compared to the PI regulator.
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Fig. 3. Simulation results to the active and a reactive power impact (PI controller)
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5.2 Robustness Scenario

In order to test the robustness of the two controllers, the value of mutual inductance Lm

is decreased by 10% and 30% of its nominal value. Figures 5 and 6 show the effect of
parameter’s variations on the active power’s responses with the two different con-
trollers applied, respectively.

The results in Fig. 6 show a good dynamic and static performance, such as very fast
response time and no overshoot and minimal static error compared to Fig. 5. From
these results, we find that the Artificial Fuzzy Logic regulator (AFL) illustrates a
satisfactory improvement in robustness, compared to the PI regulator.
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Fig. 4. Simulation results to the active and a reactive power impact (FL controller)
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6 Conclusion

In this paper, we introduce an Artificial Fuzzy Logic control approach to improved
power control of DFIG’s used in wind turbine, after modelling the wind turbine and the
DFIG in the d and q axis, we have established the indirect vector control of DFIG based
on stator flux oriented. We have also presented the performance of the AFL and PI and
compared between them, the robustness of the controllers is evaluated and allows us to
have a decoupling between active and reactive power thus independent control. The
simulation results show that the control strategy AFL is much more efficient compared
to PI, it also improves the performance of the power DFIG, and ensure some important
strength despite the variation of the parameters of the DFIG, fast and accurate dynamic
response with an excellent steady-state performance. The use of the AFL has many
advantages.
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Abstract. In this work, we try to improve the performance of the wind turbine
by using a dual rotor wind system; this yield is subject to the BETZ limit of a
value of 0.59 for a simple rotor wind. We use a proportional integral (PI) reg-
ulator for the generator velocity control.

Keywords: Dual rotor wind turbine � MPPT � PI regulator

1 Introduction

In recent years, wind energy has become the most widely used renewable resource and
has been installed worldwide (Bu et al. 2015; Zamani et al. 2016). The reason is that
the energy produced does not cause greenhouse gases or other pollutants. Modern wind
turbines use advanced power electronics to ensure efficient control of the generator and
ensure compatible operation with the power system (Anaya-Lara et al. 2009). Despite
these advances, the wind power yield remains limited by the BETZ limit which reaches
a maximum of 59% (Yahdou et al. 2013). In this paper, we are interested in improving
this efficiency of the aerogenerator by using a double rotor wind turbine.

2 Dual Rotor Wind Turbine

This type of wind turbine is composed of two rotors on a horizontal axis. There are
several types of dual rotor wind turbines; they are distinguished according to the
direction of rotation and the size of the propellers of the two turbines. We focus in this
paper on the study of contra-rotating wind turbines and rotors of different sizes. The
rotor with large radius propellers is said to be main, it develops a great torque. On the
other hand, the small rotor is called secondary connected to the fast shaft. He develops
a couple less important than the previous one (Yahdou et al. 2016) (Fig. 1).
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2.1 Modeling of the Dual Rotor Wind

The purpose of this part is to establish the dynamic model of the mechanical part of the
double rotor wind turbine (Fig. 2).

Applying the superposition principle, we have the following cinematic relation:

X3 ¼ g1X1 þ g2X2 ð01Þ

With η1 and η2 are positive.
We assume that the efficiency of the gear is 100%, we can write the conservation of

energy:

X3
k¼1

Pk ¼ P1 þP2 þP3

¼ X1T1 þX2T2 þC g1X1 þ g2X2ð Þ2¼ 0

ð02Þ

G
en

er
at

or

GearingV1

V2

Main Rotor

Auxiliary Rotor V2

Ω1
Ω

2

Ω3

Fig. 1. The components of a dual rotor wind turbine

Fig. 2. Mechanical elements of a double rotor wind turbine.
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The mechanical part of the counter-rotating wind turbine equations is represented
by Eq. 03 (Rudaz 2009):

_X1
_X2

� �
¼ 1

J1J2 þ n21J2J3 þ n22J1J3

J2 þ n22J3 �n1n2J3 n1J2
�n1n2J3 J1 þ n21J3 n2J1

� � T1
T2
T3

0
@

1
A ð03Þ

With J is the Lagrange multiplier
The kinetic power of the wind through the secondary rotor of radius R1 is given by

the following relation:

P1 ¼ 1
2
qpR2

1V
3
1 ð04Þ

The aerodynamic torque developed by the secondary rotor is given by:

T1 ¼ CpqpR2
1V

3
1

2X1
ð05Þ

The kinetic power of the wind through the main rotor of radius R2 is given by the
following relation:

P2 ¼ 1
2
qpR2

2V
3
2 ð06Þ

The aerodynamic torque developed by the main rotor is given by:

T2 ¼ CpqpR2
2V

3
2

2X2
ð07Þ

The relationship between wind speeds v1 and v2 is given by % (Yahdou et al.
2013):

V2 ¼ 2
3
V1 ð08Þ

For our study, we assume that the generator can be modeled by a pure dissipative
load:

T3 ¼ CX3 ¼ C g1X1 þ g2X2ð Þ ð09Þ

Where C is negative.

Control of a Dual Rotor Wind Turbine System 265



2.2 Control MPPT of the Dual Rotor Wind

The most classic approach used in our work is to control the speed of rotation by a PI
regulator. The Fig. 3 shows a part of our system looped and corrected by a PI regulator
whose transfer function is of the form Kp + Ki/p (Fig. 4).

KiX ¼ x2
nJd

KpX ¼ 2nxnJd � fv

�
Whose Jd ¼ J1

G2
1
þ J2

G2
2
þ Jg

� �
ð10Þ

3 Simulation Result and Discussions

The simulation is done by MATLAB/Simulink software. The simulation of the dual
rotor wind turbine is based on the diagram presented in Fig. 3, the characteristics of
which are given in Table 2. It can be seen in Fig. 5 that the speed of the generator shaft
follows perfectly reference. We also see in Fig. 6 that the power on the generator shaft
equal to the sum of the powers captured by the two main and auxiliary turbines. We see
that the power will increase by 20% using a double rotor wind turbine compared to a
single rotor wind turbine.

T1

Ω3 

Eq(05)V1
β1 

Eq(07)V2

β2 

T2
Eq
(03)

Eq 
(01)

Ω1

Ω2 

Eq 
(02)

T3 

T1
T2 

Ω3

Ω
3Ω3réf

PI

Fig. 3. Control by a PI regulator of the dual rotor wind turbine
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Fig. 5. Speed X3 of the generator

Fig. 6. Powers of both turbines and power on the generator shaft

Fig. 4. Profile of the wind speed.
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4 Conclusion

In this article, we present a simple technique for controlling a twin rotor wind turbine.
We used a MPPT to control the rotational speed and the power of the generator. The
results obtained after simulation show the efficiency of the PI regulator. It can be
deduced that dual rotor wind turbines are more efficient than single rotor wind turbines.
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See Tables 1 and 2.
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Table 1. Nomenclature

Symbol Signification

J Inertia
V1, V2 Wind captured by auxiliary and main turbines respectively
Ω1, Ω2 Auxiliary and main turbine rotation speed respectively
Cp Power coefficients
q Air density

Table 2. The parameters of the dual rotor wind turbine

Parameter Value Units

Rated power 1.5 MW
Main rotor diameter R1 51 m
Auxiliary rotor diameter R2 26.4 m
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Abstract. This study presents intelligent control of the global wind energy
conversion system (WECS), through a Permanent Magnet Synchronous Gen-
erator based variable speed Wind Turbine (PMSG-WT). The proposed control
design is touched many parts in PMSG-WT, which are control of Maximum
Power Point Tracking, Pitch Angle controller, and control of PMSG. The pro-
posed controller is designed using Fractional PI controller. Where the controller
parameters are successfully tuned by a new metaheuristic optimization Bat
algorithm (BA). To highlight and compare the performances of this controller, it
is employed under changes wind speed condition and compared with the con-
ventional PI controller. Simulations results show clearly effectiveness of the
proposed controller. Moreover, the PMSG-WT plant is effectively controlled at
different operating conditions by the proposed scheme.

Keywords: Wind energy conversion system � PMSG
Fractional order PI controller � Bat algorithm

1 Introduction

Today renewable energies becoming more and more popular, with the increase of
energy demand and the green house effect also pollution are caused by conventional
energies (petrol-gas-carbon), moreover a green energy presents a solution for isolated
sites [1]. The wind energy conversion system (WECS) using variable speed wind
turbine (WT) with a permanent magnet synchronous generator (PMSG) is one of the
most promising ones due to its advantages of high power, no gearbox, high precision,
except initial installation costs. However, its control is a difficult task, due to the
inherent nonlinearities [2].

The WT characterized by three different regions. The first is the low-speed region,
where the turbine should be stopped and disconnected from the grid to prevent it from
being driven by the generator. The second is the moderate-speed region that is bounded
by the cut-in speed at which the turbine starts working, and it wants to be controlled
with Maximum power point tracking mode. In the high-speed region, the wind turbine
must be protected with pitch angle control.

Thus, many control strategies have been proposed to overcome the various diffi-
culties in the control and design of PMSG-WT, e.g. conventional PI control [3], fuzzy
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logic [4], and Fuzzy-Sliding mode [5]. There is a certain difficulty to find the controller
parameters, for this cause the control objective can be formulated as an optimization
problem. The last one can be solved using metaheuristic optimization methods. Some
of these approaches include Genetic Algorithm (GA) [6], gray Wolf technique [5] and
In our study we using Bat Algorithm optimization technique.

In this contribution, a fractional PI controller tuning with Bat Algorithm opti-
mization technique has applied for WT-PMSG, where the parts touched are MPPT
control, Pitch angle control and control of the PMSG. The proposed controller is able to
drive the state of the PMSG-WT system to track its optimal trajectory. The present
paper is structured as follows In Sect. 2, the proposed WECS is presented. Then in
Sect. 3 the proposed controller and optimization technique are detailed. Finally, a
comparative study between the optimized controllers FOPI and the conventional is
illustrated in Sect. 4.

2 Wind Energy Conversion Model

The conversion chain consists of a variable-pitch turbine coupled with a PMSG in
order to capture the maximal wind energy, it is necessary to install the power electronic
devices between the wind turbine generator (WTG) and the grid where the frequency is
constant. The input of a wind turbine is the wind and the output is the mechanical
power turning the generator rotor. In this work, we study the generator side as men-
tioned in the overall WECS layout shown in Fig. 1.

The power captured from a wind turbine is given by [2]:

Pt ¼ 1
2
qpR2V3

wCPðk; bÞ ð1Þ

k ¼ xtR
Vw

ð2Þ

Fig. 1. Structural diagram of WECS.

Fractional Order PI Controller Design for Control of Wind Energy Conversion System 271



Where Cp is the power coefficient, xt is the mechanical rotation speed, k is the tip
speed ratio, Vw is the wind speed, q is the air density and R is the blade length.

2.1 MPPT Control

In the low-speed case, it must capture a maximum power from wind, the power
coefficient should be maintained at its maximum (CPmax) which is achieved by making
the tip speed ratio k equal to the optimal value kopt at a fixed value. The mechanical
rotation speed requires to follow its optimal reference xopt as:

xopt ¼ kVw

R
ð3Þ

From the Fig. 2 The optimal tip speed ratio is kopt ¼ 8:1 and CPmax ¼ 0:48:

2.2 Pitch Angle Control

In the case of high wind region, it is necessary to limit the rotational speed to avoid the
damage of the turbine and in other words, the output power of the wind turbine can be
regulated by pitch angle control Fig. 3.

The control strategy implemented is as follows [7]:

bref ¼ b0 ¼ 0 for 0\P\Pn
bref ¼ Db

DP Pt � Pnð Þ for P[ Pn

�
ð4Þ

Fig. 3. Characteristic of the WEC different
pitch angle.

Fig. 2. Power coefficient.
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2.3 Modeling of the PMSG

The voltage dynamic equations tutoring reference frame are expressed as [2]

Vd ¼ RSid þ Ld
did
dt � Lqxiq

Vq ¼ RSiq þ Lq
diq
dt þx Ldid þwð Þ

(
ð5Þ

Then the mechanical system is represented by the following equation:

j
dxt

dt
¼ Cm � Ce � fxt ð6Þ

Where ðVd;VqÞ are the stator voltages in the d-q axis, ðid; iqÞ are the currents in the
d-q axis, ðLd;LqÞ are the d-q axis inductances in the d-q axis, x ¼ pxt is the electrical
rotation speed, Rs is the stator resistance, w is the flux linkage of permanent magnets
and is p the number of pole, The smooth-air-gap of the synchronous machine are
considered, Ld ¼ Lq ¼ L: The electromagnetic torque in the d-q reference frame is
given by:

Ce ¼ 3
2
pððLd � LqÞidiq þwiqÞ ¼ 3

2
pwiq ð7Þ

Finally Fig. 4 presents the global control system.

Fig. 4. Strategie scheme control.
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3 Control Strategy

3.1 Fractional-Order Controllers

In the last decades, the applications of Fractional Calculus (FC) attract more attention
of scientists in several domains. First, FC is an area of mathematics which generalizes
the order of integration and derivation from integer to real value. The operator of
fractional order differential-integral is given [8, 9].

da
dta R að Þ[ 0
1 R að Þ ¼ 0Rt
0
d sð Þ�a R að Þ\0

8>><
>>: ð8Þ

One of the most commonly used definitions is the Caputo definition [13]

0D
t
af ðtÞ ¼

1
Cðn� aÞ

Z t

a

f ðnÞðsÞ
ðt � sÞ ð9Þ

Where CnðnÞ ¼
Rþ a

0
xn�1e�xdx is the gammas function based on the Riemann–

Liouville, the fractional order.
PI controller transfer function can be rewritten as follows in the time domain:

UðtÞ ¼ kp þ eðtÞþKi

Z t

0

ðt � sÞ
CðaÞ eðsÞdðsÞ ð10Þ

3.2 Objective Function

BA have been applied to minimize the values provided by the objective functions of the
system that is given by:

IAE ¼
Ztsim
0

eðtÞj jdt ð11Þ

3.3 Bat Algorithm

The bat-inspired metaheuristic algorithm, called the Bat algorithm (BA), was newly
implemented by Yang [10], inspired by the echolocation of microbat. In nature,
echolocation can have just a few thousandths of a second (up to about 8–10 ms) with a
changing frequency in the area of 25–150 kHz, matching to the wavelengths of
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2–14 mm in the air. Microbats usually utilize echolocation for searching forprey.
During roaming, microbats produce short pulses, but, their emitted pulse rates augment
and the frequency is tuned, when a potential prey is nearby. The augment of the
frequency, called frequency-tuning, together with the acceleration of pulse emission
will shorten the wavelength of echolocations and therefore augment precision of the
detection. The echolocation characteristics of microbats can be idealized as the fol-
lowing rules:

(a) All bats utilize echolocation to sense distance, as well as they also recognize the
difference between prey/food and background barriers in a few magical manners;

(b) Bats fly randomly with velocity vi at position xj with an unchanging frequency fmin,
varying loudness Ao and wave length k to look for prey. They can routinely tune
the rate of pulse emission r 2 ½0; 1� and adjust the wavelength (or frequency) of
their emitted pulses, depending on the proximity of their aim, and

(c) While the loudness can change in many manners, we suppose that the loudness
varies from a great (positive) A0 to a least constant value Amin. One must identify
for every bat (j), its velocity vj and position xj in a d-dimensional search space, the
novel solutions velocities vj

t and xj
t at time step t can be written as follows:

fj ¼ fmin þðfmax � fminÞa ð12Þ

vtj ¼ vtj þðxt�1
j � x�Þfj ð13Þ

xj ¼ xt�1
j þ vtj ð14Þ

where a in the range of [0,1] is a random vector drawn from a uniform distribution and
is the current global best location, after comparing all the solutions among all the n bats
at the current iteration x* is located. As the product kj fj is the velocity increment, one
can utilize either fj (or kj) while fixing the other factor, to tune the velocity change. For
implementation, every bat is randomly assigned a frequency which is drawn uniformly
from (fmin, fmax). The local search is principally a random walk around the current best
solutions.

4 Results and Discussions

In order to analyze the performance of the proposed Fractional Order PI Controller.
Simulation tests have been carried out on PMSG-WT with the parameters being given
in Table 1. Numerical values of FOPI and PI controllers tuning with Bat Algorithm are
given Table 2. The proposed control strategy is employed under changes wind speed
condition Fig. 5.

Figures 6 and 7 shows the variation of the rotor speed and mechanical power
controlled by PI and proposed FOPI controllers compared with a reference generator
speed. Note that the proposed controller has the lower time response of the tracking
Furthermore, the less speed tracking errors and it highlights the good performances
than the baseline PI regulator.
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Fig. 5. Wind speed variation.

Fig. 6. Rotor speed. Fig. 7. Mechanical power.

Fig. 8. Wind speed profile. Fig. 9. Mechanical power.
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In the case of pitch angle control. The high wind speed profile has been chosen as
illustrated in Fig. 7 to show how the controllers do, when the wind speed atteint the
rated value (13.94 m/s). We note that the results were positive for tow controllers in
Fig. 8, with superiority of proposed controller, This shows clearly in sudden change of
wind speed at t = 2 s the FOPI regulator has a good and robustness response than PI
controller. Where maintains the rated power of the WT Pn = 10000w.

In Figs. 9 and 10 we apply optimized FOPI to control the id and iq currents of
PMSG, it is clear that the currents well their optimal references for the two controllers.
But the response time for the proposed controller is less than the conventional con-
troller (Fig. 11).

5 Conclusion

This paper has presented a new meta-heuristic called Bat Algorithm to find the optimal
parameters of Fractional order PI controller applied to a Permanent Magnet Syn-
chronous Generator used in a wind energy conversion system. The different parts of the
proposed WECS have been modeled separately. The objectives of this study are:
ensuring maximum power generation in the low-speed region, protect the wind turbine
in case of the high wind speed region using Pitch angle control, control of the generator
currents. All of this is tested in the variable wind speed conditions. Simulations results
and comparison with baseline PI controller show that the PMSG-WT plant can be
controlled with more efficiency and more stability using proposed optimized FOPI
controller.

Fig. 10. Current d-axis. Fig. 11. Current q-axis.

Fractional Order PI Controller Design for Control of Wind Energy Conversion System 277



Appendix

See Tables 1 and 2.
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Table 1. Wind conversion system
parameters.

Parameter Value

Blad length ðRÞ 2 m
Air density ðRÞ 1.225 Kg/m3

Stator inductance ðLÞ 0.174 mH
Friction coefficient ðf Þ 0.005 N �m
Moment of inertia ðJÞ 0.089 Kg m2

Stator resistance ðRsÞ 0.00829 X

Magnetic flux ðwÞ 0.071 wb
Number of poles ðpÞ 6

Table 2. Optimal controllers parameters given
by the (BA).

MPPT Pitche angle Vector
control
id iq

PI P 76.2 91.67 0.4 0.39
I 87.8 14.33 59.64 98.47

FOPI P 98.7 69.93 0.94 0.89
I 97.2 3.24 93.88 44.72
a 0.86 0.5 0.89 0.5
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Abstract. In this paper, we attempt to apply breaking bars and broken ring
segments faults to a squirrel cage induction motor, which involve the same
conditioning. The principle objective in this manuscript is how to clarify the
difference in terms of amplitude and frequency, the outcomes of this test system
examined by comparing with that of a healthy induction motor, these compar-
isons reveal the efficient of the PSD analysis.

Keywords: Induction motors � Squirrel cage � Ring segment
Broken bars � PSD

1 Introduction

The Squirrel-cage induction motors are widely used in many industrial applications
because they are cost effective and mechanically robust. However, production will stop
if these motors fail. Therefore, early detection of motor faults is highly desirable.
Induction motor faults summarized in (Thomson and Fenger 2001), and rotor failures
account for approximately 10% of the total induction motor failures.

Numerous fault detection methods have been proposed to identify the above faults.
The fault detection methods involved several different types of fields of science and
technology. They performed by mechanical and/or electrical monitoring.

The most frequent used detection methods are:

• Motor current signature analysis (MCSA),
• Acoustic noise measurements,
• Model, artificial intelligence and neural network based techniques, …, etc.

For the detection of the induction motor’s rotor faults here, the motor current
signature analysis method applied.
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2 Multiple-Coupled Circuit Model

We use the multiple-coupled circuit model described in (Filipetti et al. 1995) to analyze
the harmonic content of the stator currents when a motor has broken bars. The rotor
cage portion of the model for a healthy motor consists of n identical and equally spaced
current loops formed by two rotor bars and two end ring segments (see Fig. 1a). Rb and
Lb represent the resistance and leakage inductance of each bar. Re and Le represent the
resistance and leakage inductance of each end ring segment between adjacent bars.
This model does not consider saturation, parasitic currents, and inter bar currents but
still shows the effect of the broken bars on the stator currents. Figure 1b shows the
Squirrel Cage equivalent circuit for a motor with one broken bar, as described in
(Noureddine and Touhami 2015). This circuit eliminates the loop n and modifies the
self-inductance and mutual inductance associated with the loop n − 1. Figure 1c shows
the Squirrel Cage equivalent circuit for a motor with one broken ring segments.

2.1 Stator Voltage Equations

An induction machine stator comprises of 3 phase concentric windings. Each of these
windings is treated as a separate coil (Noureddine and Touhami 2015). The stator
equations for induction machine can be written in vector matrix form as (Toliyat and
Lipo 1995):

Vs½ � ¼ Rs½ � Is½ � þ d ws½ �
dt

ð1Þ

where:

ws½ � ¼ Ls½ � Is½ � þ Msr½ � Jr½ � ð2Þ

The matrix [Rs] is a 3 � 3 diagonal matrix, which consists of resistances of each
coil

Rs½ � ¼
Rs 0 0
0 Rs 0
0 0 Rs

2
4

3
5 ð3Þ

The matrix Ls½ � is a symmetric 3 � 3 matrix.

Ls½ � ¼
Ls Mss Mss

Mss Ls Mss

Mss Mss Ls

2

4

3

5 ð4Þ

The mutual inductance matrix [Msr] is a 3 � (n + 1) matrix comprised of the
mutual inductances between the stator coils and the rotor loops.
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(c)

(b) 

(a)

Fig. 1. Squirrel Cage IMs Equivalent for: (a) healthy, (b) one broken bar, (c) one broke ring
segments.
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Msr½ � ¼
Mar1 Mar2 � � � Mark � � � Marðn�1Þ Marn Mare

Mbr2 Mbr2 � � � Mbrk � � � Mbrðn�1Þ Mbrn Mbre

Mcr1 Mcr2 � � � Mcrk � � � Mcrðn�1Þ Mcrn Mcre

2

4

3

5 ð5Þ

2.2 Rotor Voltage Equations

A cage rotor consists of n bars can be treated as n identical and equally spaced rotor
loop. As illustrated in Fig. 1, each loop formed by two adjacent rotor bars and the
connecting portions of the end-ring between them. Hence, the rotor circuits have
(n + 1) independent currents as variables. The n rotor loop currents coupled to each
other and to the stator windings through mutual inductances. The end-ring loop does
not couple with the stator windings; it however couples the rotor currents only through
the end leakage inductance and the end-ring resistance. From Fig. 1a, the voltage
equations for the rotor loops can written in vector matrix form (Munoz and Lipo 1999)
as:

Vr½ � ¼ Rr½ � Ir½ � þ d wr½ �
dt

ð6Þ

where:

Vr½ � ¼ Vr1 Vr2 Vr3 � � � � � � � � � Vrk � � � � � � � � � � � � Vr n�1ð Þ Vrn Vra
� �t

¼ 0 0 0 � � � � � � 0 � � � � � � � � � � � � 0 0 0½ �t
�

ð7Þ

wr½ � ¼ Lr½ � Jr½ � þ Mrs½ � Is½ � ð8Þ

Since each loop is assumed to be identical, the equation (Meshgin et al. 2004) is
valid for every loop. Therefore, the resistance matrix Rr½ � is a symmetric nþ 1ð Þ2
matrix given by:

Rr½ � ¼

Rr �Rb 0 � � � 0 �Rb �Re

�Rb Rr �Rb � � � 0 0 �Re

0 ..
. ..

. ..
. ..

. ..
. ..

.

..

. ..
. ..

. ..
. ..

. ..
. ..

.

0 0 0 � � � Rr �Rb �Re

�Rb 0 0 � � � �Rb Rr �Re

�Re �Re �Re � � � � � � �Re n � Re

2
6666666664

3
7777777775

ð9Þ

where: Rr ¼ 2 Rb � Reð Þ.
The matrix Mrs½ � is the transpose of the matrix Msr½ �. Due to the structural symmetry

of the rotor, [Lr] can be written in matrix form (Toliyat and Lipo 1995), where Lr is the
self-inductance of the kth rotor loop, Lb is the rotor bar leakage inductance, Le is the
rotor end-ring leakage inductance and Mrr is the mutual inductance between two rotor
loop.
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Lr½ � ¼

Lr Mr Mrr � � � Mrr Mr �Le

Mr Lr Mr Mrr � � � Mrr �Le

0 ..
. ..

. ..
. ..

. ..
. ..

.

..

. ..
. ..

. ..
. ..

. ..
. ..

.

Mrr � � � � � � � � � Lr Mr �Le

Mr Mrr � � � Mrr Mr Lr �Le

�Le �Le �Le � � � � � � �Le n � Le

2

6666666664

3

7777777775

ð10Þ

where: Mr ¼ Mrr � Lb, Lr ¼ Mrr � Lb.
The global equation of voltage is given by

VG½ � ¼ RG½ � IG½ � þ LG½ � d IG½ �
dt

þ d LG½ �
dt

IG½ � ð11Þ

The modified Park transformation is applied on the system (11) we find

Vt½ � ¼ Rt½ � It½ � þ Lt½ � d It½ �
dt

ð12Þ

What gives

d It½ �
dt

¼ Lt½ ��1 Vt½ � � Rt½ � It½ �f g ð13Þ

Where

Vt½ � ¼ Vos Vds Vqs
..
.

0 0 � � � � � � 0 � � � � � � � � � � � � � � � 0 0 ..
.

0

h it

It½ � ¼ Ios Ids Iqs ..
.

jr1 jr2 jr3 jr4 � � � � � � � � � � � � � � � � � � jr n�1ð Þ jrn
..
.

je

� �t

Rt½ � ¼
Rs½ � þ dh

dt F½ � Lsp
� �

P hsð Þ½ ��1d Msr½ �
dt

Mrs½ � d P hsð Þ½ �
dt

þ d Mrs½ �
dt

P hsð Þ½ �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

½0� nþ 1ð Þ�3

Rr½ �

2

66664

3

77775

nþ 4ð Þ2

ð14Þ

Lt½ � ¼
Lsp
� � ..

.
Msrp
� �

� � � ..
. � � �

Msrp
� �t � � � Lr½ �

2
664

3
775

nþ 4ð Þ2

ð15Þ

Msrp
� � ¼ P hsð Þ½ ��1 Msr½ � ð16Þ
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where: P hsð Þ½ � Ls½ � P hsð Þ½ ��1¼ Lsp
� �

.
The modified Park transformation is P hsð Þ½ �.
The matrix of the currents of the bars and the rotor segments given respectively by

the following equations

Ib½ � ¼

Ib1
Ib2
..
.

Ibk
..
.

Ib n�1ð Þ
Ibn

2

6666666664

3

7777777775

¼

jr1 � jr2
jr2 � jr3

..

.

jrk � jr kþ 1ð Þ
..
.

jr n�1ð Þ � jrn
jrn � jr1

2
66666666664

3
77777777775

; Iri½ � ¼

Iri1
Iri2
..
.

Irik
..
.

Iri n�1ð Þ
Irin

2

6666666664

3

7777777775

¼

jr1 � ja
jr2 � ja

..

.

jrk � ja
..
.

jr n�1ð Þ � ja
jrn � ja

2
66666666664

3
77777777775

ð17Þ

jrk The current flowing in the kth maille.
jra The current flowing in the short-circuit ring.
Ibk The current flowing in the kth bar.
Ire The current flowing in the kth ring segment.

The electromagnetic torque equation

Ce ¼
ffiffiffi
3
2

r
PM Iqs

XN

k¼1

jrk cos k0a0ð Þ � Ids
XN

k¼1

jrk sin k0a0ð Þ
" #

ð18Þ

where: k0 ¼ 2k � 1ð Þ=2ð Þ; k = 1………………n.

2.3 System Resolution

We can re-write the obtained (n + 4) equations system’s in a condensed matrix form as
fellow

d It½ �
dt

¼ Lt½ ��1 Vt½ � � Rt½ � It½ �f g ð19Þ

Coupled with the following two mechanical equations

dx
dt

¼ P
J

	 

Ce � Cr � fxð Þ; dh

dt
¼ x ð20Þ

The total is (n + 6) differential equations of the first order solved by the implicit
method of Rung–Kutta.
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3 Broken Rotor Bars and Broken Ring Segments

An induction motor has two parts – stator and rotor. The rotor has bars with slots for
the rotor windings and end rings to short the ends of the windings. The rotor bars may
crack or break due to many reasons, which gives rise to broken rotor bars. A broken bar
causes several effects in induction motors. A well-known effect of a broken bar is the
appearance of the socalled side-band components in the frequency spectrum of the
stator current. These founded on the left and right sides of the fundamental frequency
component. The frequencies of these sidebands are given by: 1� 2:k:gð Þ � fs, and
k = 1,2,3… (Sahar et al. 2018; Roman 2012).

Where g the slip in per unit and fs is is the fundamental frequency of the stator
current other electric effects of broken bars used for motor fault classification purposes
including speed oscillations, torque ripples (Filipetti et al. 1996).

4 Simulation Broken Bars and Broken Ring Segments

We modeled a faulty motor with one, two, and three adjacent broken bars or adjacent
broken ring segments to analyze the harmonic content of the stator currents for these
operating conditions. The simulation method of the broken bar: is to replace the value
of the resistance of the broken bar by a sufficiently large value; the aim is to make the
current passing through this bar is equivalent to zero. As a remark for broken ring
segments, it used the same method of simulation.

4.1 Broken Bar

The figures represented below identify the analysis of stator current via PSD method in
two cases: healthy induction motor and broken induction motors (Fig. 2).

The magnitude of the harmonics of the absorbed current increases each time there is
an increase in the number of broken bars. The nature of the broken influences the
magnitude of the harmonics components 1� 2:k:gð Þ � fs there is a greater value in the
spectrum of the absorbed current when the number of bars broken. The slip is larger
than those of the broken bars are when the number of faults is one, two or three.

4.2 Broken Ring Segments

When a break occurs in two adjacent rings segments, the current passing through the
rod that falls between them is zero, i.e., a break in two adjacent rings segments causes a
break in bar between them (Fig. 3).

For a break in three, adjacent rings segments causing a fracture between the bars.
This explains the difference between components of ð1� 2kgÞ � fs in both figures.
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4.3 Comparison of Broken Rotor Bars and the Broken Ring Segments

In Fig. 4a, the frequency 1� 2:k:gð Þ � fs is identical in frequency that is to say that
they have the same slip. Due to the magnitude of the harmonics 1� 2:k:gð Þ � fs, broken
in the ring segments has a greater effect than the broken bars.

 

(a) (b) 

(c) (d) 

(e) 

Fig. 2. Estimation of the DSP in the presence of fault, selected frequency band. (a) Healthy,
(b) 1 broken bar, (c) 2 broken bars, (d) 3 broken bars and (e) broken bars comparison.
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In both figure (Fig. 4b and c), the frequency is not the same and this means that
they do not have the same slip, the magnitude of the components in the break ð1�
2:k:gÞ � fs in two bars or three adjacent larger than in two or three adjacent ring
segments.

(c) 

(a) (b) 

(d) 

(e) 

Fig. 3. Estimation of the DSP in the presence of fault, selected frequency band. (a) Healthy,
(b) 1 broken ring segment, (c) 2 broken rings segments, (d) 3 broken rings segments, (e) broken
rings segments comparison.
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5 Conclusions

This manuscript has analyzed the PSD of the absorbed current in broken end ring
segments and compared them with those of the broken bars. We have verified by
simulation that the components 1� 2:k:gð Þ � fs of the broken end ring segments when
the number of faults is one are larger than of the broken bars, and the opposite when it
is the number of faults is two or three. In addition, when the number of faults is two or
three the slip became larger than of these broken end ring segments did, it remains
constant when the number of faults is one. Moreover, the effect of the number of
broken bars and broken end-ring segments on the motor performance has clarified with
these outcomes.

Acknowledgements. The authors gratefully acknowledge the helpful suggestions of the
reviewers, which have improved the manuscript.

(a) (b) 

(c) 

Fig. 4. Estimation of the DSP in the presence of fault, selected frequency band.
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Abstract. Basic concepts of six-phase ac motor drives have existed for a
number of years ago and were considered extensively in the eighties for safety-
critical and/or high power applications. There has been an upsurge in the interest
in these drives in recent times, initiated by various application areas, such as
‘more-electric’ aircraft, electric ship propulsion and EV/HVs. In our study, an ac
drive with dual stator windings fed by dual six step converters is proposed. Two
sets of electrically isolated windings are placed in the stator slots, and one set is
shifted from the other by 30° in space. Two converters are used to fed the dual
windings, and the phase voltages from the two converters are also shifted 30°
from each other in time. The 5th and 7th harmonics of the air-gap flux and rotor
currents are reduced dramatically.
However, for each individual converter, the 5th and 7th harmonic currents are

found to be substantial and the functioning of the power converter evidently is
deteriorated. In this paper, the computer-simulation of the dual-stator-winding
induction machine using FLUX2D software in which the space harmonics of the
stator windings and those of the rotor circuits are accounted for has been
presented.

Keywords: Dual-stator induction machine � Finite elements method
Harmonics analysis

1 Introduction

Three-phase induction machines are today a standard for industrial electrical drives.
Cost, reliability, robustness, and maintenance-free operation are among the reasons
these machines are replacing dc drive systems. The development of power electronics
and signal processing systems has eliminated one of the greatest disadvantages of such
ac systems, that is, the issue of control. With modern techniques of field-oriented vector
control, the task of variable-speed control of induction machines is no longer a
disadvantage.

In a multiphase system, here assumed to be a system that comprises more than the
conventional three phases, the machine output power can be divided into two or more
solid-state inverters that could each be kept within prescribed power limits. In addition,
having additional phases to control means additional degrees of freedom available for
further improvements in the drive system. With split-phase induction machines, and
appropriate drive system, the sixth harmonic torque pulsation, typical in a six-step
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three-phase drive, can be eliminated (Bakhshai et al. 1998), (Nelson and Krause 1974).
Also, air-gap flux created by fifth and seventh harmonic currents in a high-power six-
step converter-fed system is dramatically reduced with the penalty of increased con-
verter harmonic currents (Xu and Ye 1995).

Dual-stator machines are similar to split-phase machines with the difference that the
stator groups are not necessarily equal. A dual-stator machine with different numbers of
poles in each three-phase group has been proposed in (Lipo 1980) to obtain control-
lability at low speeds. Two independent stator windings are used in (Ojo and Davidson
2000) for an induction generator system. One set of windings is responsible for the
electromechanical power conversion while the second one is used for excitation pur-
poses. A PWM converter is connected to the excitation windings and the load is
connected directly to the power windings (Fig. 1).

2 Motor Design

Standard squirrel cage induction motors, rated at 5.5 kW, was used to investigate the
new drive configurations. the motors was wound in a 6-pole concentric arrangement
with six slots per-phase per-pole in a thirty six slot stator. At least two differently
wound motors can be used.

(1) 2-Layer Wound Motor: This motor had two windings per-phase arranged in the
slots in two layers. The separation of the windings in the slot allows slot leakage
flux paths to increase the inter-winding leakage inductance. The separation also
minimizes inter-winding capacitive effects.

Fig. 1. Windings of the Double-star induction machine (DSIM).
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(2) 3-Layer Wound Motor: This motor was wound with three windings per phase
placed in the stator slots in three layers. The winding separation increases the inter-
winding leakage inductance between the unipolar windings by allowing the slot
leakage flux paths to contribute. The effective stator resistance is low in this
winding. The use of only two unipolar winding sections means that this motor can
only be used in a star connection. For our study, we choose the first case.

Fig. 2. Pre-processing steps.

Fig. 3. Finite-element mesh. Fig. 4. Coupled circuits
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3 Field Calculation

In the following, the results concerning two kinds of six-phase asynchronous machines
are presented, it depend of the angle between winding. The rated values of these
machines are summarized in Table 1. According to the previous section, the three
stages of the whole procedure have to be performed. Figures 2 and 3 illustrate
respectively the structure of FLUX2D and mesh generation in the case of the DSIM;
Fig. 4 represents the external coupled circuits.

Where D is the stator inner diameter, ls the stator length, P the number of poles, and
Bg1 the peak fundamental air-gap flux. Figures 5 and 6 give, for null shift between the
two winding or a = 0°, the field and current distribution, it’s the same obtained for
conventional three phases induction machine. Figure 7 give the harmonics analysis of
magnetic field in air-gap. We can observe the presence of space harmonic 5 and 7.

3.1 Result for a = 0°

Finite-element analysis is conducted in the six-phase machine to calculate the air gap
flux distribution and to demonstrate the influence of different harmonics like harmonic
5, 7, 11 and 13; other harmonics are not studied because, for symmetrical structure and
balanced feeding, they don’t exist. An asymmetric six-phase induction motor was
designed using a conventional three-phase motor as baseline. For the baseline machine,
from the nameplate and geometrical data, the air-gap flux is calculated. The stator
phase voltage of the machine is calculated as

Vsf ¼ x e k1NsUp ð1Þ

Where

Up ¼ 2Dis ls
p

Bgl ð2Þ

Table 1. Machine characteristics

Rated power Sn (kVA) 7.346
Rated voltage Un (V) 380
Power factor cos u 0.75
Pole number 6
Rated frequency fn (Hz) 50
Phase number 6
Stator notches number 36
Rotor notches number 28
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3.2 Result for a = 30°

Figures 8 and 9 shows that the space harmonic 5 and 7 does not exist in this case. This
means that these harmonics does not contribute to the electromechanical conversion of
energy.

The power supply of the machine by the harmonics of higher row revealed us the
influence of this one on the behavior of the machine (Fig. 10):

We can see on the Figs. 11 and 12 that when the machine is supplied by harmonic 5
and 7 (same results obtained for harmonics 11 and 13), the lines of field do not cross the
air-gap. As result they do not contribute to the electromechanical energy conversion.
Whereas the density of the currents which circulates in the windings stator is very
significant, it is almost zero in the rotor bars.

Harmonics 5 and 7

Fig. 7. Spectral analysis of normal induction (a = 0°)

Fig. 5. Field distribution Fig. 6. Current density distribution
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Fig. 9. Current density distributionFig. 8. Field distribution

Fig. 10. Spectral analysis of normal induction (a = 30°)

Fig. 12. Current density distributionFig. 11. Field distribution (fh = 5 fs)
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4 Conclusion

In this paper, the results of simulations obtained by Flux2D made it possible to analyze
and quantify the performances of our prototype and to realize of specificity functional
of the DSIM. The study of the machine response for a supply with a source of tension
containing harmonics 1, 5, 7, 11 and 13 approached, we showed the effect of each one
of these harmonics on the magnetic behavior of the machine for the two principal
configurations of windings a = 0° and a = 30°.
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Abstract. The aim of this work is to investigate the performance of robust
vector control based on synergetic theory of dual star induction motor (DSIM)
fed by two inverters coupled in Photovoltaic Generator (PVG). To do this, in
first stage in order to improve the performance of vector control of DSIM, we
propose a novel control scheme based on synergetic control theory newly
integrated in the control of DSIM. The main advantage of synergetic control is
fast response, asymptotic stability of the closed-loop system in the all range of
admissible operating condition, and robustness of the system to the variation
parameter. On the other one, to overcome the problem of synergetic controller
parameter tuning, it is proposed in this study, the Particle Swarm Optimization
(PSO) algorithm which allow obtaining the optimal parameter of suggested
controller and consequently improving the performance of control system. In the
second stage, to couple the DSIM to a photovoltaic generator, we have use the
model with two exponential models. Then we have presented the control of this
latter by an algorithm called MPPT, based on fuzzy logic theory. The obtained
simulation results illustrate clearly that the suggested scheme control provides
high performance in all range of operating conditions.

Keywords: Dual Star Indication Motor (DSIM) � PV generator
Fuzzy MPPT � Synergistic control � PSO � Optimization

1 Introduction

The demand on the electrical energy is increase with very fast way these last years as
well as the constraints related to its production, such that the effect of pollution and
global warming, lead the research toward the development of renewable sources of
energy. The advent of new so-called renewable sources has facilitated the introduction
of DSIM in energy production and especially for electric traction. Among these
energies, photovoltaic energy which gives an efficient system by associating it with
DSIM. This combination gives rise to various new, powerful, reliable and robust
applications. In this context, the photovoltaic (PV) systems offer a solution very
competitive. To overcome the problem of performance of solar panels and obtain a
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maximum performance, it is necessary to optimize the design of all parties of the PV
system [1].

In this context, the photovoltaic (PV) systems offer a solution very competitive. To
overcome the problem of performance of solar panels and obtain a maximum perfor-
mance, it is necessary to optimize the design of all parties of the PV system. In
addition, it is necessary to optimize the converters DC/DC employees as interface
between the PV generator and the load in order to extract the maximum of power, and
thus operate the generator PV generator to its maximum power point (MPP) using a
MPPT controller (maximum power point tracking), consequently, get a maximum
electric current that flows under the variation of the load and the atmospheric condi-
tions (brightness and temperature. The growth of the consumption of electric energy
and electrical applications of high power, have led to use Dual Star Indication Machine
(DSIM) for segment the power. In addition to this advantage, the DSIM present several
other benefits such as the segmentation of power without increasing the currents by
phase and the minimization of losses iron, robustness, the simplicity of its structure, its
low cost and the no need a regular maintenance [1–3]. Through these benefits, the
DSIM is used in several applications, especially in the area of high powers such as
naval, railway propulsion systems and renewable energy [4]. However, its control
remains complex and difficult to implement. This is due in particular to the problem of
close coupling between the various variables and the strong non-linearity is present in
the machine model, which may lead to poor dynamic performances compared to those
obtained with the DC motor. One of the first commands to solve this problem is the
vector control, also called field-oriented control (FOC). The principle of this control
method consists in making the performances of the DSIM similar to those of the DC
machine, by orienting the flux vector on an axis of the reference frame linked to the
rotating field. This made it possible to eliminate the coupling problem between the two
variables “torque and flux” [4]. However, this type of control has a major disadvantage,
which lies in its sensitivity to the parameters of the machine, in particular the rotor time
constant. Moreover, the classical regulators of the PID family rely on a state model
with constant coefficients where the parameters of the system are supposed to be known
with precision [2, 4, 5]. What is no longer the case of DSIM where some of its state
variables are inaccessible to direct measurements (rotor flux) and its parameters (in
particular rotor resistance) are affected by the thermal effect, leading to limited per-
formances [6]. Actually, because of their success, intelligent controllers such as Arti-
ficial Neural Network intelligent (ANN) and Fuzzy Logic Controller (FLC) have
become one of the most favorable areas of research for controlling nonlinear systems
[1]. However, membership function type, number of rules and correct selection of
parameters of FLC are very important to obtain desired performance in the system. The
selection of suitable fuzzy rules, membership functions, and their definitions in the
universe of discourse invariable involves painstaking trial-error. To solve these prob-
lems, the use of non-linear ordering techniques was timely and justified. Known for its
simplicity, speed and robustness has been widely adopted and has proven to be
effective in many applications. It consists in changing the control structure as a function
of the state of the system, ensuring good system performance and robustness to external
disturbances and parametric variations [2, 4, 5]. The steady state of the system in this
case is called the sliding mode. That is, the state trajectory of the system is brought to a
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hyper surface called the sliding surface and switches around this surface to the point of
equilibrium [4–8]. Despite these numerous advantages, this type of controller with
variable structures suffers from a major disadvantage which is the phenomenon of
chattering. Indeed, in the theory of systems with variable structures, it is assumed that
the switching between the control structures will take place instantaneously [4–6].
However, the physical limitations of the semiconductor components of the inverter,
which cannot follow the switching imposed by the control, causes the system to
oscillate around the surface instead of sliding over that surface, which may excite non-
modeled dynamics of the system, this is called chattering.

In order to reduce this phenomenon, a technique consisting in making continuous
an approximation of the discontinuous function was used. A new approach for con-
trolling non-linear systems is the synergistic approach, presented in [9, 10]. The work
on the application of the synergistic controller, showed that it offers a better robustness
with respect to possible parametric variations as well as level of yield High design
simplicity and flexibility of synergistic controllers. The theory of the synergistic con-
troller has several advantages and is widely used in the case of numerical controls. It
therefore ensures a reduction of chattering with in addition of robustness [9–16]. The
synergistic approach can help not only reduce the size of a modeled system, but also
ensure the stability of the power system in general. Theoretically, the synergetic reg-
ulator shows a great capacity to ensure the robustness of control system presence of
various disturbances. However, this technique has been used only for nonlinear sys-
tems whose dynamic model is perfectly known, which is rarely the case. Moreover, the
parameters of this regulator are not optimal, which has been proposed to be remedied.
In the literature, different approaches using Particle Swarm Optimization (PSO) algo-
rithm have been proposed for the optimal adjustment of regulators in control systems
[17]. The main advantage of this optimization approach compared to traditional
techniques is the robustness, and flexibility.

The paper is organized as follows, in Sect. 2, the study of photovoltaic generator
system PVG is presented. The fuzzy MPPT strategy is explained in Sect. 3. In Sect. 4
the modeling of DSIM is described. Section 5 deals with indirect vector control of
DSIM. The design of proposed synergetic controller of DSIM is developed in Sect. 6.
The tuning the parameters of the suggested controller by PSO is proposed in Sect. 7.
The performance and robustness of the suggested controller is illustrated by simulation
results in Sect. 8. Finally, conclusion is presented in Sect. 9.

2 Study of Photovoltaic Generator System “PVG”

Connecting the PV generator to a load requires adapting the generator to operate at
maximum power. And so that the power supplied by the generator to the load is
maximum, it is necessary permanently to follow the point called Maximum Power
Point (MPP). Our objective is to adapt the photovoltaic generator (GPV) to the DSIM.
The adaptation between source and load is achieved by inserting a DC/DC converter
(chopper) controlled by a MPPT mechanism. The two diode model or still known as
the exponential two diode model is widely used in literature [1]. It is gaining
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importance because it gives results closest to those obtained by a real GPV. The model
with two diodes is shown by this figure (Fig. 1).

The following equation describes the output current of the photovoltaic cell for the
two diode model.

I ¼ IPV � I01 exp
Vþ IRs

a1VT1

� �
� 1

� �
� I02 exp

Vþ IRS

a2VT2

� �
� 1

� �
� Vþ IRS

RP

� �
ð1Þ

3 Fuzzy MPPT Mechanism

As conventional methods of MPPT shown their limitations in the face of sudden
changes in climatic conditions and the load connected to the generator, several methods
have emerged to mitigate these failures and improve the operation of these generators.
The fuzzy logic approach is used to improve MPPT control performance. Fuzzy logic
algorithm has proposed to obtain faster MPP control and more stable output power
under transient and steady state conditions. Two input variables, which are error and
change in error, and the duty cycle is considered as the output linguistic variable. The
inputs fuzzy E and CE variables are given by:

E ¼ P Kð Þ � P K� 1ð Þ
V Kð Þ � V K� 1ð Þ ð2Þ

CE ¼ E Kð Þ � E K� 1ð Þ ð3Þ

The five fuzzy sets are namely: NB: Negative Big; NS: Negative Small; EZ: Zero;
PS: Positive Small; PB: Positive Big. Hence, 25 fuzzy rules were created. We have
chosen the MAX–MIN inference algorithm to complete the fuzzy procedure. The
defuzzification process employs the gravity center method (Table 1).

Figures 2 and 3 show the Rules View and Surface View of fuzzy MPPT.
The Fig. 4 represent the output power of the PV generator with and without fuzzy

MPPT and with two different irradiation.

Fig. 1. Equivalent circuit of a photovoltaic cell.
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4 Dual Star Induction Motor Model

The DSIM includes in the stator two systems of 3 phase windings shifted between them
with a electrical angle (in this modeling we take a = 30°) and a rotor is coil or squirrel
cage. To simplify the study, we consider the electrical circuits of the rotor as equivalent
to a three-phase winding short-circuit. The Fig. 5 shown up the position of the axes of
coiling of the nine phases constituting the machine.

Table 1. Inference rules

CE E
NB NS ZE PS PB

NB NB NB NB NS ZE
NS NB NS NS ZE PS
ZE NB NS ZE PS PB
PS NS ZE PS PS PB
PB ZE PS PB PB PB

Fig. 2. Rules view of fuzzy MPTT. Fig. 3. Surface view of fuzzy MPTT.
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Fig. 4. Output power of PVG with and without fuzzy MPPT.
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In order to obtain a model of dual star induction motor, we adopt the usual
assumptions i.e.: the magnetic saturation and core losses are neglected, machine
windings are sinusoidal distributed, so, the model of DSIM motor, can be written in a
synchronous frame (d, q) and expressed in state-space form, is a fourth-order model [2,
3] as:

_x ¼ AxþBU ð4Þ

Where:

X ¼ /ds1/qs1/ds2/qs2/dr/qr

� �T
;U ¼ vds1vqs1vds2vqs20 0

� �T
;

The system matrices given by:

A ¼

La�Ls1
Ts1Ls1

xs
La

Ts1Ls2
0 La

Ts1Lr
0

�xs
La�Ls1
Ts1Ls1

0 La
Ts1Ls2

0 La
Ts1Lr

La
Ts2Ls1

0 La�Ls2
Ts2Ls2

xs
La

Ts2Lr
0

0 La
Ts2Ls1

�xs
La�Ls2
Ts2Ls2

0 La
Ts2Lr

La
TrLs1

0 La
TrLs2

0 La�Lr
TrLr

xgl

0 La
TrLs1

0 La
TrLs2

�xgl
La�Lr
TrLr

2
666666664

3
777777775

Fig. 5. Vector representation of DSIM.
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And

B ¼

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0

2
6666664

3
7777775

The mechanical modeling part of the system given by:

J
dXr

dt
¼ Tem � Tl � kfXr ð5Þ

Moreover, the electromagnetic torque given by:

Tem ¼ P
Lm

Lm þLr
iqs1 þ iqs2
� 	

/dr � ids1 þ ids2ð Þ/qr

� � ð6Þ

5 Rotor Field Oriented Control

The basic idea of vector control is to assimilate the behavior of the DSIM to that of
separately excited DC machine, hence to create a linear and decoupled model between
electromagnetic torque and flux, which allows improving its dynamic behavior. By
considering the following conditions /_qr = 0 and /_dr = w_r, the drive behavior can
be expressed by simplified model as follow [3]:

Tem ¼ P
Lm

Lm þLr
iqs1 þ iqs2
� 	 � /dr

� � ð7Þ

The rotor currents given as:

idr ¼ 1
Lr þLm

wr � Lm � ids1 þ ids2ð Þ½ � ð8Þ

iqr ¼ Lm

Lr þLm
iqs1 þ iqs2
� 	 ð9Þ

Moreover, the sliding pulsation given by:

wsl ¼ Rr � Lm

Lm þLrð Þ � /r
iqs1 þ iqs2
� 	 ð10Þ
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6 Synthesis of Synergetic Control

Generally, nonlinear dynamic system represented by the following equation [10, 12, 15]:

_x ¼ f x; u; tð Þ ð11Þ

Where x represents the system state vector, and u represents the control vector.
The first step in the design of a synergetic control resides in the training of macro-

variables defined as a function of the state variables of the system in the form of
algebraic relationship between these variables that reflect the characteristics of the
requirements of the design. In the simple case, these macro-variables can be defined in
the form of linear combinations of these variables of state and determine the properties
of the movement of the system [13, 14] from an initial state of any kind to a state of
desired balance said: the manifold.

W ¼ w x; tð Þ ð12Þ

Where W is the macro-variable and w x; tð Þ a function defined by the user. Each macro-
variable W, presents a new constraint on the system in the state space, as well its order
reduced to a unit, by forcing it to assess toward a global stability in the Desired State
W ¼ 0.

The designer can choose the characteristics of these macro-variables according to
the requirements or limitations on some of the variables of state.

In the second step, the fixing of the dynamic evolution of macro-variables to the
manifolds (w ¼ 0) by an equation, the functional equation, defined by the following
general form [13, 16]:

T _wþw ¼ 0 ð13Þ

With T[ 0.
T is the control parameter, which indicates the speed of convergence of the system

in a closed loop to the area indicated.
The solution of the Eq. (13) gives the following function:

w tð Þ ¼ w0e
� t

s ð14Þ

Taking into account the chain of the differentiation, which is given by [13, 14, 16]:

dw x; tð Þ
dt

¼ dw x; tð Þ
dx

dx
dt

ð15Þ

Substitution of the (12) and (13) in (15) allows us to write [10, 14]:

T
dw x; tð Þ

�

dx
f x; u; tð Þþw x; tð Þ ¼ 0 ð16Þ
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Solving the Eq. (16) for “u”, the control law is then expressed as follows [13, 14, 16]:

u ¼ g x;w x; tð Þ;T; tð Þ ð17Þ

From the Eq. (17), it is apparent that the control depends not only of the state
variables of the system, but also of the macro-variable and the control parameter t. In
other words, the designer can choose the characteristics of the controller by choosing
macro-variable appropriate and specific control parameters T. In the synthesis of the
synergistic controller shown above, it is clear that the latter acts on the non-linear
system and a linearization or a simplification of the model is not necessary, as is often
the case for the approaches traditional control.

6.1 Synergetic Controller Design for DSIM

Generally, the control laws are a function of the parameters, state variables and the
convergence time of the system. If we limit our search to a macro-variable that is a
linear function of the mechanical state variables, in general it has the following form:

w1 ¼ ax1 þ bx2 ð18Þ

Where:

x1 ¼ xr�ref � xr

x2 ¼ /r�ref � /r

w1 Must satisfy the following equation:

T _w1 þw1 ¼ 0 T[ 0 ð19Þ

By introducing the Eq. (19) in the first functional Eq. (20), we get:

T a x1
� þ b x2

�
 �
þ ax1 þ bx2 ¼ 0

� T a
dxr

dt
þ b

d/r

dt

� �
þ a xr�ref � xrð Þþ b /r�ref � /rð Þ ¼ 0

Where:

dxr
dt ¼ 1

J Tem � TL � kfxrð Þ
d/r
dt ¼ � Rr

Lr þLm
/r þ RrLm

Lr þLm
ids1 þ ids2ð Þ

(
ð20Þ
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Replacing dxr
dt and d/r

dt by their expressions in the system (20) we get:

�T a
1
J
Tem � TL � kfxrð Þþ b

d/r

dt

� �
þ axr þ b/r ¼ 0 ð21Þ

By Solving (21) for Tem, we obtained the following control law:

Tem ¼ J
Ta

ax1 þ bx2 � Tb
d/r

dt

� �
þTL þ kfxr ¼ 0

Tem ¼ J
Ta

a xr�ref � xrð Þþ b /r�ref � /rð Þ � Tb
d/r

dt

� �
þTL þ kfxr ¼ 0

ð22Þ

Where a, b and T are the controller parameters.

7 Tuning of Synergetic Controller Parameters by PSO
Technique

Particle Swarm Optimization (PSO) is a robust stochastic optimization method intro-
duced by Kennedy and Eberhart the early 1995 [17]. It is a meta-heuristic inspired by
social behavior of bird flocking and fish schooling when searching for food. A brief
description of PSO is presented in this section while a detailed explanation can be
found in the references [18]. In PSO, through the search process in the problem space,
each individual (particle) will adjust its flying velocity and position according to its
self-flying experience as well as the experiences of the other companion particles of the
swarm. The velocity and position of each particle can be determined by the following
equations [17]:

vi tþ 1ð Þ ¼ w � vi tð Þþu1 � r1 tð Þ � pbi tð Þ � xi tð Þð Þþu2 � r2 tð Þ � pgi tð Þ � xi tð Þ

 �

ð23Þ

xi tþ 1ð Þ ¼ xi tð Þþ vi tð Þ ð24Þ

Where vi and xi are the current velocity and position of particle at the kth iteration of
each particle i; pbi is the best position; gbi is the best swarm position; r1 and r2 are
random variables; u1 and u2 are two accelerations constants; and w is the inertial
weight used as a compromise between the local and global exploration capabilities of
the swarm. In optimizing the parameters of synergetic controller using PSO algorithm,
each particle is requested to represents a potential solution, comprised of a vector of
combination (K1, K2, K3). In control system of DSIM, the objective is to improve its
performance, specifically, reduce the errors between the reference speed and the real
speed of DSIM. Consequently, the fitness function of each possible solution was
evaluated using Integral Time Absolute of Error (ITAE) (see Fig. 6) expressed by:

306 H. Guermit and K. Kouzi



J ¼ ITAE ¼ Zt

0

e tð Þj jdt ð25Þ

The error e of Eq. (22) represents the function to be minimized is given by:

e tð Þ ¼ Xref � Xr ð26Þ

The good adjustment of scaling factor K1, K2, K3 of synergetic controller can
improve greatly the performance of control system. The main steps of the proposed
PSO-Synergetic Controller are the following:

Step 1. Initialize randomly the swarm such particle population size, dimension of
the search space and specify the search boundaries of controller
parameters.

Step 2. Evaluate the fitness of each search particle and determine the best position
from the particle with the minimal fitness in the swarm.

Step 3. Update the velocity and position of each particle.
Step 4. Check stopping criteria, if the maximal number of iterations is not yet

reached, return to step 2. Otherwise go to following sub step.
Step 5. Terminate the algorithm and give the best controller-parameters.

8 Simulation Results and Discussion

In order to show the performance of the optimized synergetic control of DSIM fed by
two inverters coupled in Photovoltaic Generator (PVG) with fuzzy MPPT, a numerical
simulation was carried out under different conditions. The parameters of the test DSIM
used in the simulation are given in Table 2. From Fig. 7, one can notice that the
application of the synergetic control to the DSIM has made it possible to demonstrate
its simplicity of design and the superiority of the performances obtained, relative to
those obtained with the conventional regulation, or a variable-structure regulator. In
fact, it is observed that the orientation condition of the flux of the proposed synergetic

Fig. 6. An optimized synergetic controller by PSO algorithm.
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Table 2. Parameters of DSIM model

Parameters Symbol Value

Nominal power Pn 1.5 MW
Nominal voltage Vn 220/380 V
Nominal rotor speed xr 315 rad/s
Number of poles P 2
Stators resistances Rs1, Rs2 3.72 Ω

Rotor resistance Rr 2.12 Ω

Stators leakages inductances Ls1, Ls2 0.022 H
Rotor leakages inductances Lr 0.006 H
Mutual leakages inductances Lm 0.3672 H
Inertial moment J 0.0662 kg . m2

Viscous coefficient Kf 0.001 N.m.s/rad
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Fig. 7. Simulation results of speed control using an optimized synergetic controller of DSIM fed
by PVG with fuzzy MPTT.
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control is demonstrated by the cancellation of the quadrature flux /qr and by similar
performances to those of the separately excited DC machine.

Also the synergetic control gives satisfactory results even with sudden reversal of
the speed reference. Besides, the synergetic controller shows a good performance in the
rejection of the torque of the load, and the reduction of the vibrations of the torque
introduced by the chattering. Moreover, in order to highlight the robustness of sug-
gested controller against key parameter variations of DSIM (J), and Rr, simulation
works have been carried out considering increase of this parameter. The obtained
results are shown in Fig. 8.

It can be seen that the speed dynamic is unaffected by the key parameter variations.
In fact, one can notice that a rapid and no overshoot speed responses are achieved
against large variation of inertia and rotor resistance.

9 Conclusion

In this research work, an optimized synergetic control of dual star induction motor
(DSIM) fed by two inverters coupled in Photovoltaic Generator (PVG) is presented. By
using fuzzy MPPT, solar power is efficiently extracted and fed DSIM controlled by
synergetic vector control. To solve the problem of scaling factor determination of
synergetic controller, it was proposed in this study, the (PSO) algorithm which can
provide the optimal parameter of suggested controller and consequently improve the
performance of control system.

From the obtained results, it can be say: that an optimized synergetic control can
increase the robustness of the drive speed control. In fact, the s optimized synergistic
controller demonstrates best performance in the load torque rejection, and reduction of
the vibration torque introduced by the chattering phenomenon.
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Abstract. The main goal of the manufacturers is to efficiently exploit their
technological systems to improve their agility and productivity by using all
available resources optimally in minimum time. For this, it is necessary to
develop effective maintenance strategies to ensure the continuity of production
and machine availability while minimizing the overall cost.
Our work describes a policy adopted for the determination of the minimum

cost of preventive maintenance of a multi-component system with respect to an
availability constraint. For this, we have proposed a model that examines the
situation of maintenance decision in which three actions, a minimal repair, a
periodic overhaul and a complete renewal, the improvement of the system due to
the maintenance action of a revision differs of the virtual age approach by
considering a direct reduction of the failure rate.
The genetic algorithm (GA) was used as a technique to optimize the cost

function with respect to an availability constraint, i.e. to determine the optimum
couples of periodicity of the preventive maintenance and the revision number.
The results obtained considerably improved the preventive maintenance plan.

Keywords: Preventive maintenance � Cost � Multi-components system
Optimization � Genetic algorithm � Preventive maintenance plan

1 Introduction

Optimizing Preventive Maintenance is a process of improving their efficiency and
effectiveness. This process tries to balance the requirements of the preventive main-
tenance (economic, technical, etc.) and the resources used for the realization of their
program (manpower, spare parts, articles of consumption, equipment, etc.).

The goal of optimizing preventive maintenance is to choose the appropriate policy
for each system and the identification of the periodicity of this policy should be carried
out to achieve the objectives regarding safety, reliability of equipment and system
availability. The effective management of maintenance requires the use of multi-criteria
optimization procedures, based on this procedure; it is up to the decision-maker to
choose the optimal preventive maintenance [2].

The criteria for efficiency measures for optimization policies are based solely on
maintenance cost measures, such as the expected cost per unit of time and total
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discounted costs [3]. A small part of the maintenance models is based solely on
reliability measures and availability [4, 8].

In the literature, the basic assumptions about maintenance efficiency are known as
perfect maintenance, which restores the system to its new state. Minimal repair does
not change the failure rate. The most realistic hypothesis is the imperfect maintenance
that places the system between the two extreme situations [4–7].

In this paper, we used the quasi-renewal process to model maintenance efficiency
by considering a direct reduction in the system failure rate due to the maintenance
action of a revision [1]. The improvement model assumes that each revision makes the
system failure rate “bad as old” and “satisfactory as the previous revision period” with
a fixed degree, the measure of effectiveness that will be considered in this work are

• Maintenance costs.
• The availability of system.

Both criteria are used simultaneously; in other words, the model is used to deter-
mine the optimal couples (x*, n*) that minimizes the maintenance cost function with
respect to an availability constraint.

2 Preventive Maintenance Policy

This strategy assumes that the system undergoes preventative maintenance, which is
considered a revision at the end of each time interval x, and whenever a failure occurs,
it is repaired and restored to an operational state without changing the failure rate of the
system. After a number of overhauls, the system receives a complete renewal that
brings the system to a new state; the cycle is repeated over an infinite time horizon
[1, 7].

A. System Improvement Model

A system is improved if its failure rate is reduced. Here, the improvement due to an
overhaul is defined as follows:

kk tð Þ ¼ pkk�1 t � Xð Þþ 1� pð Þkk�1 tð Þ ð1Þ

kk�1 tð Þ is the system’s failure rate function just before the overhaul, kk tð Þ is the
failure rate function right after the overhaul, x is the overhaul interval and p
improvement degree p 2 0; 1½ �.

Notation
k tð Þ: Original failure rate of the system (without PM);
k̂ tð Þ: Actual failure rate of the system (with periodic overhauls);
H tð Þ: Originally expected number of failures in the interval [0, t);

H tð Þ ¼
Z t

0
k xð Þdx
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Ĥ tð Þ: Actual expected number of failures in the interval [0, t);

Ĥ tð Þ ¼
Z t

0
k̂ xð Þdx

p; q: p is the improvement degree and q ¼ 1� p;
X: PM (overhaul) interval;
n: Number of overhauls in a renewal cycle;
Cm;CP;Cr: Costs of minimal repair, PM and renewal respectively;
Tm; TP; Tr: Downtime of minimal repair, PM and renewal respectively;
C n;Xð Þ: The expected unit-time cost when the system is receives ðn� 1Þ overhauls

with interval X in a renewal cycle.
A: Threshold value of Availability of the system (Availability constraint).

Assumptions
(1) A minimal repair does not change the failure rate.
(2) In this paper, each component is assumed to follow a Weibull distribution with

known beta (b) and Etta (g) values.
(3) An overhaul (PM) improves the system with a fixed degree p.
(4) All the renewal cycles have the same length ns.
(5) Cm;CP;Cr; Tm; TP; Tr k tð Þ and H tð Þ are known.

3 Optimization Model

A. Cost Model

The total expected cost in a renewal cycle C n; sð Þ is given by:

C n;Xð Þ ¼ Expected cost incurred during a cycle E cð Þ
Expected length of cycle E Lð Þ ð2Þ

C n;Xð Þ ¼ Cr þCP n� 1ð ÞþCmĤ nsð Þ
ns

ð3Þ

Where

Ĥ nXð Þ ¼
Xn

i¼0

n
i

� �
pn�1qi�1H iXð Þ ð4Þ

B. Availability Model

The other measure of effectiveness is the availability function A n;Xð Þ is given by:
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A n;Xð Þ ¼ 1� downtime
downtimeþ uptime

ð5Þ

The downtime of the system is given by: Tr þ TP n� 1ð Þþ TmĤ nXð Þ
The uptime of the system is given by: nx

A n;Xð Þ ¼ nX

nXþ Tr þ TP n� 1ð Þþ TmĤ nXð Þ ð6Þ

C. Problem Formulation

We used the cost model as an objective function to be minimized and the avail-
ability model as a constraint, so the problem can be formulated as:

MinC n;Xð Þ

Subject to

A n;Xð Þ�A

• For Weibull failure rate:

k tð Þ ¼ b

g

t
g

� �b�1

With b[ 0

The originally expected number of failures in a renewal cycle

H iXð Þ ¼ ZiX

0

k xð Þdx

By introducing in Eq. (4) the actual expected number of failures becomes

Ĥ nXð Þ ¼ X
g

� �bXn
i¼0

n
i

� �
pn�1qi�1ib

D. Solution Procedure

The above model is used to determine the optimal number and intervals overhauls
for each subsystem according to the following procedure: first, estimate the interval in
which the optimal number of revisions is found, then find x, n which minimizes the
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objective function (cost) for each fixed n in this range, and finally to select X, n such
that the objective function is minimized. The optimal couple is the one that gives a
minimum of maintenance costs.

In the multi-components of the system, the solutions provided by this model remain
unrealistic, because we cannot perform maintenance at any time (resource constraint),
for an effective maintenance strategy and to avoid frequent maintenance shutdowns on
different components. In this case, the constraint where the maintenance intervals must
be a positive integer multiple is implemented to round the intervals.

• For overhaul interval

X� ¼ a � T a is an positive integer

T: is constant for realistic maintenance time step determined on the basis of the
availability of technicians and resources.

• For the number of overhauls

To create the opportunity to renew components simultaneously:

1. We determine the component that seems critical
2. Determine the optimal number for this component (n1)
3. For the number of revisions for the other components n must be chosen so that all the

instants of renewal of the components become divisible by an integer (ni = b n1 *)

In our case we assume that the first component is critical.
Finally, we distinguish two cases:

1. Optimization without implantation of rounding constraint of the intervals (type
X = aT)

2. Optimization with implantation of rounding constraint.

Optimization by genetic algorithms is appropriate to be used in the search for
optimal couples.

Following this technique, we realized a program in Matlab in order to minimize the
cost compared to a availability constraint.

4 Numerical Example

As numerical case, our system essentially composed of three subsystems in series, in
this paper, each component is follow a Weibull distribution with known (b) and (η)
values; Tables 1 and 2 gives the Weibull parameters, data costs and constraints
(Availability).
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5 Optimization Results

A. Without Constraint Of Rounding

At first, each individual component is taken into account and the optimal numbers
and time intervals for each component are determined. The expected cost is calculated
for each component, independently, the following Table 3 shows the results for the first
component.

According to the results, the optimal couples (n*, x*) obtained give the minimum
cost per unit of time is 4.26, so in this case for the first component, the objective value
is

C (n*, X*) = C (10, 16065.61) = 4.26 ($=hourÞ and the availability is 87.89%.
Table 4 summarizes the optimal results for the other components.

Table 1. Input parameters of the subsystems

b g Minimal repair cost Cm $ð Þ Preventive cost (PM)
Cp $ð Þ

Renewal cost
Cr $ð Þ

Component 1 2 2300 190 7000 280000
Component 2 2.5 6500 300 5000 200000
Component 3 1.6 1500 200 9500 300000

Table 2. Availability constraint

Availability constraint (%)

Component 1 80
Component 2 90
Component 3 90

Table 3. Optimization results for first component

n A (%) C ($=hour) PM interval (hour)

1 83.23 6.34 88293.77
2 84.96 5.56 51609.70
5 87.62 4.41 27920.94
6 87.78 4.34 24180.24
7 87.75 4.34 21172.10
8 87.86 4.29 19141.63
9 87.84 4.29 17371.60
10 87.89 4.26 16065.61
11 87.86 4.27 14881.91
12 87.78 4.30 13825.58
15 87.65 4.33 11615.81
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This model leads to system availability 75.90% and each component has a renewal
time, we can see that there is no opportunity to renew the subsystems simultaneously.

B. With Constraint of Rounding

This constraint makes it possible to coordinate the maintenance operations of the
overall system in order to better manage the times between the maintenance operations
of the subsystems. The Table 5 gives the results after the integration of this constraint.

Table 5 gives the new optimum couples (n*, X*) after the application of this
constraint to permit coordination of subsystem overhauls and their renewal. We can see
that this constraint leads to small additional maintenance cost, but at the same time, it
leads to an increase in the availability (A before – A after = 78-75.90). So the avail-
ability improvement is about 2.1% and less downtime due to non-joint maintenance
operations.

For the renewal cycle the first and second subsystems undergo a renewal of 17.7
years, so we can see that there is a simultaneous renewal, the third subsystem under-
goes a renewal every 35.47 year at the second renewal of the two subsystems.

6 Conclusion

The purpose of maintenance policies is to improve system availability and reduce the
frequency of failures to minimize overall costs.

The approach proposed by Zhang is used to determine the periodicity and number
of maintenance reviews of individual components in serial multi-component systems,
based on periodic reviews with a minimum repair policy in case of failure.

This article is considered to be an aid tool for engineers and maintenance managers
to manage maintenance operations for all components with different management
requirements, namely the stress for availability.

Table 4. Optimization results for system

Components n* A (%) C* ($=hour) PM interval (hour) X* Renewal cycle (year)
(n*x)

C1 10 87.89 4.26 16065.61 18.33
C2 11 94.37 2.83 13344.10 16.75
C3 8 91.46 2.93 41599.8 37.99

Table 5. Optimization results for system

Components n* A (%) C* ($=hour) PM interval (hour) X* Renewal cycle (year)
(n*x)

C1 9 90.66 4.28 17260.00 17.70
C2 12 94.06 2.85 12900.00 17.67
C3 6 91.38 2.97 51800.00 35.47
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As in multi-component systems in series, the shutdown of any subsystem causes
the shutdown of the whole system and the production losses are very high, a constraint
being exerted on the rounding of the intervals between the components to achieve a
more realistic solution allowed us to adjust all maintenance intervals of the components
for the asset they manage, according to the needs of the company.

The results come up:

1. The applicability and high efficiency of the genetic algorithm optimization tech-
nique in the field of optimizing preventive maintenance

2. That this model in multi-component systems can be considered as a decision
support tool for the management and organization of maintenance operations.
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Abstract. In this paper a robust intelligent controller based on the theory of fuzzy
logic is adopted in order to fulfil maximum power point tracking (MPPT) algo-
rithm for a photovoltaic generator, on the one hand and to control the asynchronous
motor used in the photovoltaic pumping system on the other hand. In this context,
the modelization and simulation of the various constituents of the installation
(photovoltaic cell, converters, asynchronous motor and pump) is done. To follow
the point of maximum power, an adaptation stage equipped with an MPPT algo-
rithm is inserted by introducing two fuzzy algorithms (classical and adaptive). In
the second part we will be interested in the control of the asynchronous motor by
afield oriented control (FOC, using three controllers, the simulation results
obtained on Matlab/Simulink, shows the importance of the techniques imple-
mented in particular on the efficiency, robustness and response time.

Keywords: Photovoltaic � PV pumping � MPPT � Fuzzy logic
Adaptive fuzzy logic

1 Introduction

Solar photovoltaic electricity is the most elegant way to produce electricity without
moving parts, gas and noise, while converting abundant, non-exhaustible sunlight into
useful electrical energy. Driven by this context the use of energy spreads in several
areas (lighting, pumping …) especially in remote areas where the power network is
absent [1, 2]. Unfortunately, the nonlinear characteristic of the photovoltaic generator
only makes it possible to obtain the maximum power in a single point (MPP), but this
point varies according to several parameters such as solar irradiation, temperature and
the nature of the charge [3, 4]. These types of variations are random and very difficult
to control effectively to remedy this problem several algorithms (MPPT) have been
developed and widely adapted to determine the maximum power point. In this paper,
we present two MPPT methods that use fuzzy logic theory, which aim to optimize the
amplitude of the perturbation in order to minimize the oscillations and increase the
speed of convergence then we used these two techniques to control the speed of the
asynchronous machine, doing a comparative study with a classical PI regulator, it has
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been possible to show the efficiency and the robustness of the fuzzy controllers, in
particular the AFLC algorithm.

2 System Description

Figure 1 describes the photovoltaic pumping system used in this article. It consists of a
photovoltaic generator (GPV) that provides power to the installation, DC/DC converter
to adapt the output of the GPV to the load by ensuring maximum power operation,
induction motor feed via inverter and a centrifugal pump. The system objectives are to
ensure maximum photovoltaic generator operation and to improve the dynamic per-
formance of the photovoltaic pumping system by using speed controllers.

3 MPPT Controllers

3.1 Fuzzy Control [5]

Fuzzy logic is a mathematical description of a process, based on the theory of fuzzy
sets, its mechanism is articulated around three main stages namely: fuzzification, fuzzy
inference and deffuzification (Table 1).

• Fuzzification [6, 7]

Fuzzification or the interface with the fuzzy, establishes an adequate representation of
the knowledge. During this step the input numeric variables are converted to linguistic
variables based on the membership functions (Fig. 2).

Fig. 1. Overall structure of photovoltaic pumping.
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• Inférence

The objective of fuzzy inference is to construct rules of decision and to find for each of
them the function of belonging to the conclusion. In this work the resulting mem-
bership functions of the linguistic variable dai to each of its classes (Table 2).

Table 1. Fuzzy controller rules

Error(e) Change of error(Ce)
NB NM NS ZE PS PM PM

NB NB NB NB NB NM NS ZE

NM NB NB NB NM NS ZE PS
NS NB NB NM NS ZE PS PM
ZE NB NM NS ZE PS PM PB
PS NM NS ZE PS PM PB PB
PM NS ZE PS PM PB PB PB
PB ZE PS PM PB PB PB PB

Fig. 2. Fuzzy controller membership function (inputs, output).

Table 2. Rule base for computation of b.

Erreur(e) La variation d’erreur(Ce)
NB NM NS ZE PS PM PM

NB NB NB NM ZE ZE ZE ZE

NM NB NM NM ZE NM PS PS
NS NB NB NB NB PM PS PM
ZE NB NB NS ZE PS PM PB
PS NM NS ZE PS PM PB PB
PM NS PB PB PB PB PB PB
PB ZE PB PB PB PB PB PB
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• Défuzzification

Défuzzification uses the center of gravity method to calculate the FLC algorithm output
which is the change in the duty cycle.

da ¼

Pn

j¼1
C aj
� � � aj

Pn

j¼1
C aj
� � ð1Þ

3.2 Adaptive Fuzzy Control [8]

We call an adaptive fuzzy controller if one of its adjustable parameters (membership
functions, fuzzy rules…) changes while the controller is in use. Figure 3 shows the
principle diagram of the AFLC.

As shown in Fig. 3, the AFLC method is composed of two parts:

a. Fuzzy basic learning controller: represents the classic fuzzy controller
b. Learning Mechanism: The purpose of this part is to study the environmental

parameters and to modify the FLC accordingly, so that the response of the global
system is near the optimum point.

In our study we propose to modify the out scaling factor of a conventional fuzzy
controller according to Eq. (2).

DaFA ¼ b � DaFC ð2Þ

Learning mecanism

Fuzzy knowledge base controller

FUZZIFICATION INFERENCE DEFFUZIFICATION

Knowledge
base

Inverse 
fuzzy model

Knowledge-base modifier
Scalling

Fuzzy set
Rule base

Rule

Fig. 3. Structure of an adaptive fuzzy controller
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With:
b: the gain adapting factor, DaFA: the output of the adaptive fuzzy controller, DaFC

: the output of the classic fuzzy controller
The rule base for the calculation of b is given in Table 2 and the membership

functions of the error (e), for change of the error (Ce) we will keep the same ones
presented on (Fig. 2).

4 Numerical Simulation

To verify the execution of the methods implemented, we will perform two tests, we
take the reference values of the flux and the DC bus voltage are given respectively:
Фd-ref = 0.7Wb and Vdcref = 460 V.

In a first place we simulate the global system under the STC conditions using the
three controllers; the results obtained are given by (Figs. 4 and 5).

The simulation results show that the response of the fuzzy controllers is faster,
especially that of the AFL controller, which increases the pumping time and the flow of
water. Table 3 gives the response time (s) for each controller.

After having tested the system under stable conditions, we will execute it under
variable climatic conditions (Figs. 6 and 7). The simulation results are given in Figs. 8,
9, 10, 11 and 12.
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Table 3. Response time for each regulator

Controler s(s)

PI-classic 0.0705
PI-fuzzy 0.0612
PI-adaptive fuzzy 0.056
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It is clear that fuzzy controllers have a faster response, particularly the adaptive
fuzzy controller; this allows pumping to begin and therefore the pumping time will be
improved.

In Fig. 8 the AFLC algorithm follows the MPP and gives the maximum power at
every moment. It can be clearly seen in Fig. 9 the variation of the speed depends on the
variation of the photovoltaic power.

The flow pumped by the pump is given in Fig. 10, it is the image of the speed of
rotation of the motor and this is explained by the principle of converting mechanical

Fig. 6. Solar radiance Fig. 7. Temperature

Fig. 8. Maximal photovoltaic power
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energy into hydraulic energy. It can be noted that the pumping time is improved in the
case where the adaptive fuzzy regulator is used.

The form of Isd remains constant independently of Isq which has the same shape as
the electromagnetic couple which responds well to the principle of vector control.

5 Conclusion

This work is dedicated to the optimization of a photovoltaic pumping system, to be
done we divide the work into two parts.

The first part consists in maximizing the power produced by the photovoltaic
generator using two controllers, the first based on the theory of classical fuzzy logic and
the other adaptive. The comparison between the two methods shows a slight difference
in response time.

In the second part we applied a vector control with rotor flow orientation to the
asynchronous machine using three regulators namely PI-classic, PI-fuzzy and adaptive
PI-fuzzy. The results obtained in the three cases are satisfactory, but comparing the
dynamic performance of the system with different controllers, we find that the con-
troller based on the adaptive fuzzy logic gives better results in terms of speed and
efficiency which allowed increasing the pumping time.
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Abstract. Variations in load and temperature can cause a thermoelectric gen-
erator (TEG) to operate at a voltage that does not produce the maximum possible
power for a given temperature difference. Therefore a maximum power point
tracker (MPPT) is used to force the generator to a voltage that produces max-
imum power. This paper presents a comparative simulation study of two
important MPPT algorithms specifically perturb and observe and incremental
conductance. The Matlab Simulink environment is used to analyze and interpret
the simulation results of these algorithms, and therefore show the performance
and limitations of each algorithm. As a result, the Incremental conductance
method has shown promise as a suitable MPPT algorithm for a TEG subjected
to steady state conditions.

Keywords: Maximum power point tracking � Thermoelectric generator TEG
INC MPPT � P&O MPPT

1 Introduction

In the last decade, problems related to energy factors (oil crisis), ecological aspects
(climatic change), electric demand (significant growth) and financial/regulatory
restrictions of wholesale markets have arisen worldwide. These difficulties, far from
finding effective solutions, are continuously increasing, which suggests the need of
technological alternatives to ensure their solution. One of these technological alter-
natives is known as distributed generation (DG), and consists of generating electricity
as near as possible of the consumption site, in fact like it was made in the beginnings of
the electric industry, but now incorporating the advantages of the modern technology
[1]. Here it is consolidated the idea of using clean non-conventional technologies of
generation that use renewable energy sources (RESs) that do not cause environmental
pollution [2].The thermoelectric generators (TEG) perfectly fit into this category [3, 4].

The TEGs are solid-state devices engineered to generate electricity directly from
heat, what is known as Seebeck effect [5]. TEGs, which use the thermoelectric or
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Seebeck effect of semiconductors to convert heat energy to electrical energy, have
existed for many years with the initial discovery of the thermoelectric effect being made
in 1821 by Thomas J. Seebeck. Due to the relatively low efficiency and high costs
associated with the technology it has been limited to specialized military, medical,
space and remote applications [6, 7]. However, the recent need to new energy sources
at all scales, and the technological development of new generation of power processing
devices and circuits, has put the TEG again on the list as viable energy source to be
exploited and improved for commercial use, and to diversify its applications [3].

The efficiency changes according to the TE material used in the manufacture of
TEGs. In 1995, only materials with maximum efficiency of 5% were available, and after
that, new TE materials that provide efficiency greater than 15% were discovered. Sci-
entists believe that in a near future it is going to be possible to have strongly doped
semiconductor materials that have efficiency greater than 25% [8, 9]. The output power
of the TEG module strongly depends on the temperature gradient applied to the TEG
module to maximize the power output of the TEG module, an MPPT algorithm should
be used to keep the operating point of the TEG to in the optimum location. Sev-
eral MPPT algorithms have been applied for TEG systems, most of these algorithms
have been originally developed for photovoltaic (PV) systems [10, 11]. Different
methods are used for maximum power point tracking. Currently, Incremental Con-
duction, Perturb and Observe and Ripple Correlation Control are the most frequently
discussed and analysed MPPT algorithms in literature [12, 13]. All these maximum
power point tracking algorithms are rather slow to respond to the fast-changing weather
conditions. Furthermore, most of them can not accurately detect the maximum power
point [14].

2 Model of Thermoelect Generator

The Thermoelectric module (TEM) is based on the Seeback effect, which states that an
electromotive force is introduced between two semiconductors when a temperature
difference exists [15].

Several models have been proposed to describe the operation of the thermoelectric
module and its behavior under different conditions (temperature gradient and load). The
model chosen is the Thevenin Equivalent Circuit of Thermoelectric module (TEM).

VTEM
TETEM Δα=

TEMR

Fig. 1. Diagram electrical equivalent of a Thermoelectric module (TEM) (Thevenin Equivalent
Circuit).

330 A. Belboula et al.



This model is known as a Thevenin Equivalent Circuit with voltage source as a
function of the temperature gradient and a serial resistance equivalent to the internal
resistance. The equivalent electrical diagram of the thermoelectric module as shown in
the figure below (Fig. 1).
where, the TEM electromotive force characteristic of is described by the following
expression:

ETEM ¼ anpDT ð1Þ

ETEM : electromotive force produced by the TEM;
anp: the Seeback coefficients;
DT : Temperature gradient;
where, the TEM voltage-current characteristic is described by the following

expression:

VTEM ¼ aDT � RsITEM ð2Þ

VTEM : the Output voltage delivered by the TEM;
anp: the Seeback coefficient V/K;
DT : the Temperature gradient K;
ITEM : Current produced by the TEM;
Rs: the equivalent serial Resistance of TEM;
A TEG consists of several TEMs, which are electrically connected in a series–

parallel arrangement.
The Output voltage VTEG and generated output power are expressed as:

VTEG ¼ NSaDT � RTEGITEG ð3Þ

PTEG ¼ NSNPVTEMITEM ð4Þ

NS and NP: the number of TEMs in series and in parallels.
RTEG: the equivalent serial Resistance of TEG;
VTEM : the Output voltage delivered by the TEG;
ITEG: Current produced by the TEG;
where:

RTEG ¼ NS

NP
Rs ð5Þ

ITEG ¼ NPITEM ð6Þ
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3 Maximum Power Point Tracking Principle (MPPT)

A. Principle

The analytical definition of the optimum of a function is the point through which its
derivative with respect to a given variable is zero. All algorithms for calculating the
maximum power point consulted are based on this principle.

There is an operating point where the power delivered is at a maximum (Fig. 2).
The optimization consists in performing this permanently acting automatically on the
load seen by the thermoelectric generator, for this adaptation the principle is carried out
in general by means of a static converter where the losses should be as low as possible
and which can also ensure a shaping according to an outcomes, different attitudes may
be considered as to control the adapter.

This kind of control is often called “Maximum Power Point Search” or “Maximum
Power Point Tracking” (MPPT). Figure 3 shows a basic chain of elementary Power
conversion associated with an MPPT control. To simplify the operating conditions of
this command, a DC load is chosen friendly. As we can see in this chain, in the case of
TEG conversion.

The adapter can be achieved using a DC-DC converter so that the power supplied
by the thermoelectric generator corresponds to the maximum power (P max) that
generates and it can then be transferred directly to load.
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B. DC-DC Boost Converter

The DC-DC converter circuit used in this paper is a boost chopper circuit with the
advantage that the boost circuit is more efficient than the buck circuit and its energy
efficiency can vary with the duty cycle. When the converter runs stably, mean of the
induced voltage in one switching cycle is zero.

Consider the dynamic model of a thrust power converter that has been depicted in
Fig. 4. The converter status equations are:

L diL
dt ¼ E � ð1� uÞVC

C dVC
dt ¼ ð1� uÞiL � VC

r0

(
ð7Þ

4 Incremental Conductance (INC) Algorithm

This algorithm is selected because of its simplicity and the ability to detect and track
maximum power point keeping the operation point of solar power plants at it [14].

In this algorithm, calculating the derivative of the panel output power; this
derivative is zero at maximum power point, positive and negative to the left to right
point MPP [16]. The panel output power P given by:P ¼ VI

dP
dV ¼ 0 ) P ¼ Pmax

dP
dV h0 ) PhPmax

dP
dVi0 ) PiPmax

8><
>: ð8Þ

The partial derivative is dP
dV given by:

dP
dV

¼ IþV
dI
dV

ffi IþV
DI
DV

ð9Þ

Then, (9) can be described as follows:

DI
DV ¼ � I

V ) P ¼ Pmax

DI
DV h� I

V 0 ) PhPmax

DI
DVi � I

V ( PiPmax

8><
>: ð10Þ

0rE
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chi

Fig. 4. Schematic boost converter.
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A flowchart of the INC algorithm is shown in Fig. 5.

5 Perturb and Observe (P&O) Algorithm

The P&O method is widely used in commercial products and is the basis of the largest
part of the most sophisticated algorithms presented in the literature [17]. It is widely
employed in practice, due to its low-cost, simplicity and ease of implementation [18, 19].

The principal of this algorithm is to compare the actual power with the previous
one, if the difference is positive the voltage is increased by given perturbation step size,
else the voltage is decreased by the same given perturbation step size, the MPP is
reached when this difference is zero

A flowchart of the P&O algorithm is shown in Fig. 6.
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Fig. 5. The flow chart of the INC method.
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Fig. 6. The flow chart of the P&O method.
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6 Simulation Results and Discussion

A. Robustness Study of INC and P&O Applied for TEG System

To validate the algorithm operation INC MPP and P&O MPP the TEG, is per-
formed by introducing variations on the different intervening variables on the opera-
tional MPPT. Furthermore, ranks for some variables in t = 2.5 s, is introduced.

– Temperature gradient variation

Assuming a rise in temperature gradient from 60 °C to 65 °C at time t = 2.5 s, the
simulation results are shown in Fig. 7.

– Load variation

Assuming a load increase from 10 to 20 Ohm at time t = 2.5 simulation results are
shown in Fig. 8.

– Temperature gradient and load changes

Here, it’s exposed both MPPT algorithms to a change in various parameters tem-
perature gradient and the load at the same time, simulation results are shown in Fig. 9.

B. Discussion of the Results

In Fig. 7 shows the effect of increasing in power, caused by an increase of the
temperature gradient, which causes a deviation of the maximum power point MPP for
both algorithms with increased current and voltage. Once the temperature gradient
stabilizes, the power returns to its steady state with less disruption to INC MPPT. This
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has resulted a very short response time and better dynamic performance with negligible
disruption over INC MPPT.

It’s also noted that in Fig. 8, despite the change in the load, both MPPT algorithms
have retained the optimal values of the power of TEG generator, and negligible dis-
ruption to INC MPPT, consequently a good income.

In Fig. 9 shows the performance of two algorithms in the case of variation in
temperature gradient and load the results of this test show the good pursuit of both
algorithms but with speed and higher steadiness and less disruption as of INC MPPT
controller responses compared to P&O MPPT controller.

7 Conclusion

In this paper a mathematical model of a thermoelectric generator (TEG) has been
developed using MATLAB Simulink. This model is used for the maximum power
point tracking algorithms. The P&O and Incremental conductance MPPT algorithms
are discussed and their simulation results are presented. It is proved that Incremental
conductance method has better performance than P&O algorithm. These algorithms
improve the dynamics and steady state performance of thermoelectric system as well as
it improves the efficiency of the dc-dc converter system.
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Abstract. A photovoltaic generator can operate over a wide range of voltage
and output current, but it can deliver a maximum power only for particular values
of the current and tension. Indeed characteristic I (V) of the generator depend on
solar illumination and the temperature. These climatic variations involve the
fluctuation of the point of maximum power. Because of this fluctuation, one often
intercalates between the generator and the receiver one or more static inverters
ordered allowing continuing the point of maximum power. In this paper, a
maximum power tracking controller Sinusoidal Extremum-Seeking Control
(ESC) is designed in an attempt to improve the system stability and robustness.
Relative to the P&Q method, it demonstrates a superior overall efficiency [8] and
well maintained robustness in the rapidly varying atmospheric.

Keywords: Photovoltaic (PV) � Maximum power point tracking (MPPT)
Extremum-seeking control � Perturb and observe (P&O)
Maximum power point (MPP)

1 Introduction

In the literature, several algorithms have been developed and introduced to achieve this
objective. Among all these algorithms, the Perturb and Observe (P&O) and incremental
conductance (INC) are widely used and are different from each other by their cost,
complexity, benefits and drawbacks [1–5]. Since, the perturbation and observation
method (P&O), is a method perturbing the cell load so as to vary the operating point
toward the MPP. A resulting disadvantage is the oscillation in the vicinity of MPP,
resulting in a power loss and degraded solar energy conversion efficiency. The incre-
mental conductance method, is a method that intends to locate the maximum power
operating point such that the condition dP/dV l = 0 is satisfied. A major drawback in
practical applications is that an error while locating the MPP is inevitably encountered
as a consequence of the low precision sensors used. In this paper, we propose a
Sinusoidal Extremum-Seeking Control (ESC) algorithm for optimum maximum power
point tracking. For achieving this purpose, the theoretical analysis and the design
principle of the proposed method are described in detail and implemented on this PV
system under gradually and rapidly changing insulation levels, (between 250 and
1000 W/m2) to study their dynamic response for tracking the maximum power point
and obtain high levels of efficiency, reliability and flexibility [10, 11].
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2 Description of the Photovoltaic Generator

I ¼ Iph � I0 exp
q Vpv � IRS
� �

nkT

� �

� 1
� �

� Vpv � IRS

RP

� �

ð1Þ

where Vpv represents the solar cell output voltage, Iph the output current, Id the diode
current, I sat the photo current at specified irradiance and temperature, n the idea
parameter, k the Boltzmann constant, T the reference temperature of the solar cell, q an
electron charge, Rs the equivalent series resistor and Rsh the shunt resistor caused due
to a flawed PN junction. In this study, the SUN POWER SPR-305 WHT PV module l
in [9] is used. In detail, Table 1 shows its characteristics at the standard test condition
(Fig. 1).

The simulation results of i-v curve and p-v curve of PVmodel for different solar
irradiation and constant temperature are shown in Fig. 2a, b. These curves are non
linear and are crucially influenced by solar radiation, it is very clear that current
generated increases with increasing solar irradiance and maximum output power
(Pm) also increases. In Fig. 2, the Fig. 2c, d show The three-dimensional V-I and P-I
curves is changed according to solar radiation. It has two inputs the irradiance and the
voltage, one output which represent the current and one output which represent the
power.

3 MPPT Techniques

MPPT is an electronic system that operates PV modules in a way, so that modules are
capable of producing maximum power for which they are designed for [11, 13].
Maximum Power Point Tracking is an adaptive structure that is used to control the
converter between load and the solar panel. Over the years, most of the MPPT tech-
niques are being studied, analyzed and are further defined to bring quality output.
Different techniques have different algorithm and convergence speed which is further
discussed below.

Table 1. Electrical characteristics of the solar module

Parameter Value

Number of cells in series nCells = 96
Maximum power (W) Pmp = 305.2
Maximum power voltage (V) Vmp = 54.70
Maximum power current (A) Imp = 5.58
Open circuit voltage (V) Voc = 64.20
Short circuit current (A) Isc = 5.96
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3.1 Sinusoidal Extremum-Seeking Control

As illustrated in Fig. 3, a small amount of sinusoidal perturbation is introduced into the
system in the vicinity of MPPT. The perturbation frequency, identical to the central
frequency of the filter, must be made lower than that of the triangular wave in the
control system. It is noted from Fig. 3 that in the case of a negative (positive) epsilon;,
the operation point lies on the right (left) of MPPT, respectively. When a small per-
turbation signal a: sin(w0t), where a denotes the perturbation amplitude and w0 the

Fig. 1. The equivalent circuit of a solar cell.

(c)-The three-dimensional of the V-I curves (d)-The three-dimensional of the P-I curves

(a) -I-V characteristic of a PV module (b)- P-V characteristic of a PV module

Fig. 2. I-V and P-V characteristics of PV module at various sun radiations
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frequency w0, is introduced into the objective function y = f(x), the resultant output is
represented as [11, 12]:

y ¼ f ðxþ a sinðw0tÞÞ ð2Þ

Illustrated in Fig. 4 [4–8] is a block diagram of a sinusoidal ESC system, a system
applicable to nonlinear control problems. A small amount of perturbation is introduced
into a stabilized ESC system, thus affecting the overall system dynamics. Hence, an
external sinusoidal disturbance is added to the P-V dynamics in such a way that the
MPP can be located as expected via filtered signals. Assuming that there exists an
extremum on a concave objective function y = f (x), then the goal of MPPT can be
realized with a combination of an integrator, a filter, a multiplier, an adder and a sine
wave generator.

3.2 Perturb and Observe (P&O) Algorithm

This technique is the most commonly used out of all MPPT methods due to its sim-
plicity of execution and implementation. (P&O) technique can be easily programmed
and it provides satisfactory results within the convergence. (P&O) algorithms work by
periodically perturbing (i.e. increasing or decreasing) the array terminal voltage and
compares the PV output power with that of the previous perturbation cycle. The
algorithm keeps incrementing or decrementing the reference voltage based on the
previous value of power until it reaches the maximum power point (MPP) [5–8]. The
perturbation moves the operating point towards the MP P if dP/dV is greater than zero
as illustrated in Fig. 5. It continues to perturb the PV voltage in the same direction until

Fig. 3. An illustration of a sinusoidal perturbation.

Fig. 4. A block diagram of a sinusoidal SESC system.
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it reaches required MPP. If dP/dV is less than zero, it is assumed that the perturbation
moves the operating point away from MPP; hence, (P&O) technique reverses the
direction of perturbation. In steady state operation the output power oscillates around
the MPP and results in voltage oscillations. Hence, when multiplied to the current,
these voltage oscillations cause power fluctuations which results in power losses.
(P&O) technique can also fail under rapidly changing atmospheric conditions [11].

4 Comparison Study and Simulation Results

MPPT algorithm was design and simulated in MATLAB/SIMULINK environment.
The proposed SESC technique was then compared with the techniques P&O MPPT.
Simulation was carried out by giving a constant temperature of 25 °C under rapidly
changing insolation levels, (between 200, 600, and 1000 W/m2). Simulation results for
output voltage, current and power are shown on Figs. 6, 7. A polycrystalline silicon
panel of 305.2 W was used for experimental purpose. Table 1 shows the solar panel
specifications [8].

Fig. 5. Perturb and observe (P&O)

Fig. 6. Schematic diagram of various MPPT methods assisted PV system
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It is observed that simulated results of ESCS control algorithm show the improved
convergence speed of output power and also reduces oscillation around the maximum
power point thus avoiding power loss and hence better tracking efficiency.

5 Conclusion

The research was targeted to analyse the MPPT implementation using the ESEC
technique. The ESEC technique was compared with the P&O. Simulink software was
used to simulate the existing and proposed MPPT techniques. The simulation results
illustrated that the proposed MPPT technique has better performance than P&O as it
yield maximum power from the PV systems. The proposed method also reduces
oscillation around the maximum power point thus avoiding power loss. The drawback
of proposed technique is that it has higher settling time when compared to the P&O
method. However, this can be reduced by having further research on filters or tuners to
increment or decrement the duty cycle to achieve the optimum output.

(a) – Output Irradiation variation. and Temperature (b) – Output Maximal power, and Output power  
without MPPT under Irradiation variation

(d) – Output power with MPPT (P&O). and (SESC) 
under Irradiation variation

(c) – Output power with MPPT (P&O). under 
Irradiation variation

0

500

1000
Irradiattion (W/m2)

IRR/Signal Builder : Irradiation variation

0 1 2 3 4 5 6
24

25

26

Teperature(C)

Time (sec)

Fig. 7. Comparison of sinusoidal extremum-seeking control (SESC) to Perturb & Observe
(P&O). under Irradiation variation
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Abstract. The photovoltaic system is able to provide a maximum power to the
load to a point of particular operation which is usually called as the maximum
point of power (MPP); thus, it is important to use a maximum power point
trackers (MPPT) to achieve the photovoltaic maximum power nevertheless the
unsteady environmental conditions. The (P&O) algorithm has used to be a
classical solution for the purpose of tracking the maximum power, however,
there are several drawbacks in this technique such as it causes an oscillation
nearby the maximum power point. To overcome the existing problems in the
classical method a lot of researches have been done.
This article provides an intelligent method to improve and optimize the

performance of the maximum power point tracker associated with the PV array
with the help of fuzzy logic technology, as well as compare its behavior by
report has other techniques (P&O) used in the photovoltaic systems controls.
The simulation results are developed under MATLAB/Simulink software. An
extensive simulation have been done and compared with the traditional (P&O)
technique under various climatic conditions to provide the effectiveness of the
proposed controller.

Keywords: The PV system � Maximum power point tracking MPPT
The perturbation and observation (P&O) � Fuzzy logic controller (FLC)
Matlab/Simulink

1 Introduction

Currently, energy consumption is increased more and more as the development of
societies industrialized. The issues caused by the warming world and the effect of
pollution become very important problems to be investigated. Renewable energy
sources are considered to be a perfect option for generating sustainable, clean and
inexhaustible energy. There are several renewable energy sources such as solar energy,
wind energy, etc. Due to the cleanliness, the inexhaustibility and the advanced tech-
nology of the photovoltaic energy, it is classified as the most ecological type of usable
energy, which provides a huge opportunity for a future based nonpolluting technology.
The PV array transforms solar energy directly into electric energy. The PV module
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energy conversion efficiency is rather low. To solve this issue and reach the maximum
efficiency, all the elements of the PV system design should be improved. The utilization
of the MPPT controller is very important due to their direct impact on the PV system
efficiency. There are many algorithms have been developed for the maximum power
point (MPPT) control. One of the most well-known MPPT techniques is P&O (Perturb
and Observe) technique; however, this technique suffers from several drawbacks as the
convergence issue and oscillation problems during the tracking. To improve the per-
formance of the P&O algorithm, this paper presents an MPPT controller that benefits
from Fuzzy Logic Control (FLC). The simulation study in this paper is done in
MATLAB/Simulink software. The fuzzy logic controller based results are compared
with the conventional technique such as P&O method.

2 The Photovoltaic System

A PV system is composed of four blocks as illustrated in (Fig. 1). Block 1 is the source
of energy (solar panel), block 2 is a boost converter, the load is represented in the third
block while the fourth block shows the control system. The objective of the boost
converter is to achieve the MPP voltage defined by the MPPT controller [1].

3 Modeling of the Photovoltaic System

To obtain a desired output such as the power, the output current and output voltage [3,
4], the photovoltaic system (SPV) which consist of a set of basic photovoltaic cells can
be connected in series and/or parallel, where the Photovoltaic cells are the main
components of the module.

A. Model of a photovoltaic cell

The simplest circuit of the photovoltaic cell model is represented by a current source in
parallel with an ideal diode, which will be adopted in this study [5]. The equivalent
circuit of a solar cell is given in (Fig. 2). This equivalent circuit is composed of a current
source controlled models which the photovoltaic effect (the generated current is con-
trolled by the Sun’s rays). The led represents the effect of the junction semiconductor of

Fig. 1. Photovoltaic system.
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the cell (model use two diodes in parallel for more precision). Two resistors (Rs, Rp)
represent the mass and the effect of resistivity in the cell respectively [2].

The equivalent circuit gives the following relationship:

Iph ¼ Id þ I p þ I ð1Þ

The current in the diode Id is given by [6]:

Id ¼ I0 exp
V þRsI
Vta

� �
� 1

� �
ð2Þ

The current in the RP resistance is given by:

Ip ¼ V þRsI
Rp

� �
ð3Þ

From Eq. (1), we obtain the expression of current I:

I ¼ Iph � Id � I p ð4Þ

Replacing (4) in the Eqs. (2) and (3), the characteristic equation becomes:

I ¼ Iph � I0 exp
V þRsI
Vta

� �
� 1

� �
� V þRsI

Rp

� �
ð5Þ

Where:
V: The cell voltage
Rs: The resistance series cell [Ω]
Rp: is the parallel resistance
I0: Saturation current (A)
Vt: the thermal voltage of the module: Vt = Ns kT/q, with
Ns the number of cells connected in series
T: The temperature of the cell [°K]
q: electron’s charge e = 1.6 * 10−19 C

G

Fig. 2. Equivalent circuit of a solar cell Fig. 3. I-V and P-V characteristics of a
photovoltaic cell
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K: The Boltzmann constant (1.3854 * 10−23 J °K−1)

a: a constant of the diode,
Figure 3 shows a nonlinear characteristic of the photovoltaic cell. This character-

istic varies with the change in metrological terms. As the optimal power point varies
broadly according to weather conditions, a power converter switch should be controlled
by a specific algorithm to track the maximum power point [7].

B. Pv array characteristics

The characteristics of the PV array used in this paper are presented in Table 1:

4 Maximum Power Point Tracking Controllers

The photovoltaic system to work at maximum power points of their characteristics,
there are specific laws that meet this need. This command is named in the “Maximum
Power Point Tracking” (MPPT) literature. The principle of these commands is to seek
the maximum power point (MPP) by keeping a good adaptation between the generator
and the load to ensure the transfer of maximum power. The technique of control so to
act on the duty cycle in an automatic way to bring the point of operation of the
generator at its optimum value whatever weather instabilities or brutal changes in load
[8]. For such reason, three MPPT control techniques will be discussed.

A. P&O Controller

Among the MPPT technique the perturbation and observation (P&O) algorithm is
considered as one of the most used techniques, owing to its easy implementation [9].
As it is suggested by its name, the PO technique is based on the increasing and
decreasing in Vref by the continuous adjustment of the DC-DC converter duty cycle,
then observes of the variation of the PV array output power. If the current value of the
power P(k) array is bigger than the previous value P(k-1) is then keep the same
direction of previous perturbation or reverse the disruption of the previous cycle [2].
The PO technique flowchart is illustrated in Fig. 4:

Table 1. Electrical characteristics of the SPR-305-WHT PV module

PV Characteristics

Voltage in open circuit (Vco) 64.2 V
Optimal operation voltage (Vmp) 54.7 V
Short circuit current (Isc) 5.96 A
Optimal operating current (Imp) 5.58 A
Maximum power on STC (Pmax) 305 Wp
Operating temperature De - 40 C° à +85 C°
Power tolerance ± 5%
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B. Fuzzy logic controller

Fuzzy logic allows to convert the linguistic description any process to a control laws of
the adopted control strategy. Fuzzy logic based controller is a rule-based controller; it is
composed of an input, processing, and output stages [10]. Figure 5 shows the fuzzy
logic process structure, which confirms the basic components of a fuzzy controller: a
fuzzification interface, a knowledge base, a data base, inference procedure, and a
defuzzification interface.

The fuzzification allows conversion of physical variables of entry into fuzzy sets. In
the studied case, there are two inputs the error E and the variation in the error ΔE
defined as follows [11]:

EðnÞ ¼ PðnÞ � pðn� 1Þ
VðnÞ � Vðn� 1Þ ð6Þ

DEðnÞ ¼ EðnÞ � Eðn� 1Þ ð7Þ

Start

Sense V(k),I(k)

P(k)-P(k-1)>0

V(k)-V(k-1)>0

Decrease Vref Increase Vref

Yes

No

YesNoV(k)-V(k-1)>0

Decrease Vref Increase Vref

Yes

No

P(k)-P(k-1)=0

Return

Yes

No

Fig. 4. Flowchart Perturb and Observe Algorithm

Fig. 5. Basic structure of fuzzy logic control
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We assign to these variables linguistic variables: NB (Negative Big), NS (Negative
Small), Z (Zero), PS (Positive Small), PB (Positive Big): These two input variables and
the output duty cycle D used in this controller are illustrated in (Fig. 6).

In the step of inference, we make decisions. Indeed, it establishes logical rela-
tionships between the inputs and the output setting membership rules. Subsequently, it
paints the picture of inference rules (Table 2). Finally, in defuzzification, converting
the fuzzy subassemblies of output to a numeric value.

5 Results and Simulation

In this section, we begin by assessing the photovoltaic system by simulation with
MATLAB/Simulink simulation tool. Then, two further MPPT methods are studied: the
method (P&O) and the fuzzy controller. The two systems are simulated under standard
environmental conditions and many changes of weather conditions.

A. Operation under standard test conditions

In this test the irradiance and temperature are held constant. It takes the values of the
standard conditions: the temperature T = 25 °C and irradiance = 1000 W/m2. The
purpose of these simulations is to view the offset of the point of operation compared to
the MPP point. Figures 7 and 8 shows the results of the output power and voltage
under standard conditions:

It has seen clearly how the FLC is faster than the P&O tracker of photovoltaic
system. It is further observed that the P&O MPPT technique is further express more

Fig. 6. Membership function of FLC

Table 2. Fuzzy table rules

E CE
NB NS ZE PS PB

NB ZE ZE PB PB PB
NS ZE ZE PS PS PS
ZE PS ZE ZE ZE NS
PS NS NS NS ZE ZE
PB NB NB NB ZE ZE
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power loss in the energy. It has been noticed the continues oscillation of operation
point for the P&O conventional technique. It is a result of the continuous increasing
and decreasing of the operating voltage in order to achieve the MPP. Whereas this
phenomenon of oscillation it doesn’t observed in FL based MPPT technique, where
signals of power, voltage, current, and duty ratio remain almost constant. This has as
result a power losses reduction.

B. The system behavior under unsteady irradiance and temperature

In order to evaluate the response time of the three MPP trackers, they will be tested
under the following tests: first a constant temperature and unsteady irradiance, then the
fixed value (1000 W/m2) of the irradiance and variable temperature. A rapid increase in
irradiance from 300 W/m2 to 1000 W/m2 within a time period of 1 s was simulated.
The cell temperature was kept at a constant value of 25 °C, while Figs. 9 and 10
illustrate the evolution of the power and the voltage at the terminals of the PV Panel
using the two controllers. Under these operating conditions the FL based MPPT
method is more effective. Figures 9 and 10 show how the power output and voltage of
the FL based MPPT increases linearly, whereas the conventional P&O MPPT tech-
nique experiences a vast deviation from the MPP.

In the next part of simulation, the PV array is under fast temperature variation
(increasing the temperature of 25 °C to 455°C in 0.5 s).

Figures 11 and 12 show that the output pv power and voltage are decreased with
the augmentation of the temperature from 0.5 S to 1 S, however, all the two trackers
keep tracking the MPP. The fuzzy logic based tracker gives better results compared to
the P&O tracker under changing irradiance and temperature.

0 0.1 0.2 0.3 0.4 0.5
0

50

100

150

200

250

300

350

Time (s)

P
ow

er
 (W

) PO
FL

Fig. 7. PV power by P&O and FLC Con-
troller in standard conditions

0 0.1 0.2 0.3 0.4 0.5
0

10

20

30

40

50

60

70

Time (s)

V
ol

ta
ge

 (v
)

PO
FL

Fig. 8. PV voltage by P&O and FLC Con-
troller in standard conditions

0 0.5 1 1.5
0

50

100

150

200

250

300

350

Time (s)

P
ow

er
 (w

) FL
PO

Fig. 9. PV power by P&O and FLC Con-
troller in unsteady conditions

0 0.5 1 1.5
0

10

20

30

40

50

60

70

Time (s)

V
ol

ta
ge

 (v
)

FL
PO

Fig. 10. PV voltage by P&O and FLC
Controller in unsteady conditions

352 A. Djalab et al.



6 Conclusion

MPPT or maximum power point tracking is algorithm that covered in charge con-
trollers used for extracting maximum available energy from PV module under certain
conditions. In this paper, a new method for MPPT based on fuzzy logic controller was
presented and compared with the conventional P&O MPPT method. The models were
tested under changing irradiances and temperature degrees. Simulation results showed
that the proposed method effectively tracks the maximum power point under different
ambient conditions. In addition to comparing the tracking efficiency of both methods
indicates that the proposed method had higher efficiency than the conventional
P&O MPPT method. The fuzzy logic controller had proved that it had better perfor-
mance, fast time response and the error was very low in the permanent state, and it was
robust in different variations of atmospheric conditions.
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Abstract. In the last decade, the use of renewable energy resources instead of
fossil fuels pollutants has increased exponentially. Photovoltaic energy gener-
ation is ever more important as a renewable resource since it does not cause in
fuel costs, pollution, maintenance, and emitting noise compared to other
renewable resources as more accessibility of solar irradiation.
This paper presents impact load characteristics on MPPT controller of R, RC,

RL and RLC circuit load with Perturb and Observe Maximum Power Point
Tracking (MPPT) algorithm for a stand-alone photovoltaic system and sees the
comparison of each circuit load on the system and the algorithm of control. The
different results of power, voltage and current are discussed and shown that the
inductor it has a capital effect on Maximum power point (MPP) and system in
general. The simulation results and a comparative analysis are discussed in this
paper.

Keywords: tPV array � MPPT � P&O algorithm � Load characteristics
DC-DC converter

1 Introduction

Photovoltaic energy generation is ever more important as a renewable resource since it
does not cause in fuel costs, pollution, maintenance, and emitting noise compared to
other renewable resource as more accessibility of solar irradiation.

Recently, solar energy or photovoltaic energy applications are getting increased
especially in a stand-alone configuration. It is one of the most promising sources of
renewable energy [1]. The limitations of PV energy system such as the low efficiency
and the non-linearity of the output characteristics, make it necessary to obtain an MPP
operation. Variations on solar irradiance levels, ambient temperatures and dust accu-
mulation on the surface of the PV panel affect the output of the PV system [2].

The MPPT working principle is based on the maximum power transfer theory. The
power delivered from the source to the load is maximized when the input resistance
seen by the source matches the source resistance. Therefore, in order to transfer
maximum power from the panel to the load, the internal resistance of the panel has to
equal the resistance seen by the PV panel. For a fixed load, the resistance seen by the
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panel can be adjusted by changing the charger (DC/DC converter) duty cycle [3].
Further illustrates the PV system input resistance concept [4].

In order to improve the performance of the PV system and to extract the maximum
power point under any environmental condition is necessary to track the maximum
power point using control methods. The MPPT algorithm calculates the MPP in each
instant of time for any irradiance and temperature [5].

MPPT are used for operating PV array at the point of maximum power irrespective
of irradiance, temperature and load current variation. In literature, different MPPT
techniques have been proposed but their suitability largely depends on factors like the
end application, dynamic of irradiance, design simplicity, convergence speed, hardware
implementation and the cost [6]. The available MPPT methods range from simple
voltage relationships to complex multiple sample-based analysis which includes but not
limited to constant voltage method, short current pulse method, open voltage method,
perturb and observe method, incremental conductance method, and temperature
method [7]. The design and implementation simplicity coupled with good performance
have make perturb and observe (P&O) MPPT to be one of the most widely used MPPT
techniques for solar PV applications [6, 8].

This paper presents studies on solar PV model module, the energy pattern was
investigated under different load and irradiance conditions and MPPT was incorporated
to maximize energy harvesting. A model solar PV panel intended to modelled in
Matlab-Simulink environment. The characteristic behaviour of the PV panel is anal-
ysed considering different operating conditions of irradiance level and different circuit
load with a temperature constant and P&O MPPT algorithm was used for maximum
power tracking. The simulation results show that system performed satisfactorily as the
maximum output power from solar PV panel with MPPT show a close relationship
with the maximum power available from the PV under test at different irradiance levels
and characteristic load.

2 PV System Modelling

Figure 1 shows a simplified scheme of a standalone PV system with DC–DC buck
converter.

Fig. 1. A PV system with a DC–DC buck converter
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This section is devoted to PV module modelling which is a matrix of elementary
cells that are the heart of PV systems. The modelling of PV systems starts from the
model of the elementary PV cell that is derived from that of the P–N junction [9].

A. Ideal photovoltaic cell

The PV cell combines the behavior of either voltage or current sources according to the
operating point. This behavior can be obtained by connecting a sunlight-sensitive
current source with a P–N junction of a semiconductor material being sensitive to
sunlight and temperature. The dot-line square in Fig. 2 shows the model of the ideal PV
cell. The DC current generated by the PV cell is expressed as follows

I ¼ IPV;Cell � Is;Cell e
V
aVt � 1

� �
ð1Þ

The first term in Eq. (1), that is IPV,Cell, is proportional to the irradiance intensity
whereas the second term, the diode current, expresses the non-linear relationship
between the PV cell current and voltage. A practical PV cell, shown in Fig. 1, includes
series and parallel resistances [10]. The series resistance represents the contact resis-
tance of the elements constituting the PV cell while the parallel resistance models the
leakage current of the P–N junction.

This model is known as the single diode equivalent circuit of the PV cell. The
larger number of diodes the equivalent circuit contains, the more accurate is the
modelling of the PV cell behavior, however, at the expense of more computation
complexity. The single diode model is shown in Fig. 2 is adopted for this study, due to
its simplicity.

B. PV module modelling

Commercially photovoltaic devices are available as sets of series and/or parallel-
connected PV cells combined into one item, the PV module, to produce a higher
voltage, current and power, as shown in Fig. 3.

Fig. 2. The Equivalent circuit of an ideal and practical PV cell.
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The equation of the I–V characteristic of the PV module is obtained from Eq. (1) by
including the equivalent module series resistance, shunt resistance and the number of
cells connected in series and in parallel.

I ¼ Np IPV � Is e
q Vþ I:Rsð Þ
aNsKT � 1

� �� �
� Vþ I:Rsð Þ

Rsh
ð2Þ

Where Vt the PV cell thermal voltage in Eq. (1) is substituted by that of the module
thermal voltage given by Vt ¼ NsKT

q and Ns and Np are respectively the number of cells

connected in series and in parallel forming the PV module.
The constant an expressing the degree of ideality of the diode may be arbitrary

chosen from the interval (1, 1.5) [11]. The light generated current of PV cell depends
linearly on the irradiance and is also influenced by the temperature:

IPV ¼ G
GSTC

� �
IPVn þKi T� TSTCð Þð Þ ð3Þ

IPVn is the nominal light-generated current provided at GSTC, TSTC which refers to
the values at nominal or Standard Test Conditions (1 kW/m2, 25 °C). The nominal light-
generated current is not available in the datasheet of the PV panel but estimated as [11]:

IPVn ¼ Rs þRsh

Rs

� �
Iscn ð4Þ

-The second term in Eq. (2) is the diode current that is function of the voltage and
current coefficients given by the equation below:

Is ¼ Iscn þKIDT

e
Vocn þKVDT

aVt � 1
ð5Þ

Where Iscn is the nominal short-circuit current or the maximum current available at the
terminals of the practical device at nominal conditions.

Fig. 3. Equivalent circuit of PV module.
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C. I–V and P–V characteristics

A PV module can be modeled as a current source that is dependent on the solar
irradiance and temperature. The complex relationship between the temperature and
irradiation results in a non-linear current–voltage characteristics. A typical I–V and P–
V curve for the variations of irradiance and temperature is shown in Fig. 4 (a) and (b),
respectively. As can be observed, the MPP is not a fixed point; it fluctuates continu-
ously as the temperature or the irradiance does. Due to this dynamics, the controller
needs to track the MPP by updating the duty cycle of the converter at every control
sample. A quicker response from the controller (to match the MPP) will result in better
extraction of the PV energy and vice versa [12].

D. Partial shading

The MPP tracking becomes more complicated when the entire PV array does not
receive uniform irradiance. This condition is known as partial shading. Typically, it is
caused by the clouds that strike on certain spots of the solar array, while other parts are
left uniformly irradiated [13]. Another source of partial shading-like characteristics is
exhibited by module irregularities; a common example would be the presence of cracks
on one or more modules of the PV array. Figure 5 (a) shows a PV array in a typical
series–parallel configuration. Commonly, a bypass diode is fitted across the module to
ensure that hot spot will not occur if that module is shaded. In this example, three
modules are connected in a single string. In a normal condition, i.e. when the solar
irradiance on the entire PV array is uniform, the P–V curve exhibits a unique maximum
power point (curve 1 of Fig. 5 (c)). However, during partial shading in Fig. 5 (b), the
difference in irradiance between two modules activates the bypass diode. As a result,
two stairs current waveform is created on the I–V curve, while the P–V curve is

Fig. 4. Solar cell characteristics (a) voltage-current characteristics and (b) voltage-power
characteristics
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characterized by multiple maxima points, as depicted by curve 2 of Fig. 5 (c).
The MPPT needs to ensure that the tracked maximum point is the true global peak, not
one of the local maxima. If the algorithm is trapped at the local peak, significant loss in
power incurs.

3 MPPT Algorithm

By adjusting the duty cycle of DC-DC converter the source impedance can be made
equal to output impedance and the peak power is reached. So, the question is reduced
only to variation of duty cycle in a particular direction to reach to the peak power.
There are various algorithms to perform this duty and these are:

• Perturb and Observe (P & O)
• Incrémentale Conductance (IC)
• Fractional Open Circuit Voltage
• Fractional Short Circuit Current
• Fuzzy Logic Control

Each of the algorithms has its own merits and demerits. Out of these algorithms one is
most popular, i.e., Perturb and Observe (P&O) is discussed here in detail.

E. Perturbation and Observation (P & O) Method

The problem considered by MPPT methods is to automatically find the voltage VMPP
or current IMPP at which a PV array delivers maximum power under a given tem-
perature and irradiance. In P&O method, the MPPT algorithm is based on the calcu-
lation of the PV output power and the power change by sampling both the PV Array
current and voltage. The tracker operates by periodically incrementing or decrementing
the solar array voltage [14, 15]. If a given perturbation leads to an increase (decrease) in
the output power of the PV, then the subsequent perturbation is generated in the same

Fig. 5. Operation of PV array (a) under uniform irradiance (b) under partial shading (c) the
resulting I-V and P-V curve for (a) and (b).
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(opposite) direction. The duty cycle of the dc chopper is varied and the process is
repeated until the maximum power point has been reached. Actually, the system
oscillates about the MPP. Reducing the perturbation step size can minimize the
oscillation. However, small step size slows down the MPPT. For different values of
irradiance and cell temperatures [16], the PV array would exhibit different characteristic
curves. Each curve has its maximum power point [17]. It is at this point, where the
corresponding maximum voltage is supplied to the converter [18].

A DC-DC boost converter is used to achieve the MPPT power stage owing to the
advantage of high reliability [20], less component parts to reduce implementation cost.
The boost converter configuration comprises of power MOSFET as the switching
transistor with input inductor (L) placed in series with the PV voltage (Vin) as shown in
Fig. 6. The boost converter parameters used in this paper is shown in Table 1.

Fig. 6. Flow chart of P&O MPPT method

Table 1. Boost converter parameters

Parameters Symbol Value

Input voltage Vin 20.97 [V]
Output voltage Vout 51.76 [V]
Load resistance RL 30 [Ω]
Inductor L 1.5 [mH]
Output capacitor C 100 [µF]
Switching frequency fs 5 [KHz]

Impact of Load Characteristics on PV Solar System with MPPT 361



The steady state conversion ratio (input-output voltage) of the converter is given by
[21–23]:

Vout ¼ Vin

1� D
ð6Þ

The magnitude of peak-to-peak inductor current ripple is given by [24–26]:

DIL ¼ VinD
fsL

ð7Þ

And, also the output capacitor voltage ripple is [27]:

DVc ¼ DVout ¼ IoD
fsC

ð8Þ

4 Simulation Results

In this part, the PV system simulation is realized to research the effects of the sliding
mode MPPT controller parameters on the system performance. The PV system pre-
sented by Fig. 7

MPPT Technique (Perturbe and Observe P&O)
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Fig. 7. Photovoltaic system Proposed
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In the following, we will discuss reliability of the MPPT controller based on
Perturb and Observe. So for the evaluation of the proposed MPPT controller perfor-
mance, simulation results are presented in four subsections [28–30]:

1. The reliability of the MPPT controller with changing irradiations,
2. The robustness of the MPPT controller against load variations,
3. The reliability of the MPPT controller with simultaneous change of irradiation and

load.

F. R, RL, RC loads

Figures 8, 9, 10, illustrates the irradiation and load variations used in this simulation
work. Indeed, we suppose that the irradiations trajectory mentioned takes this form: it
decreases irradiation from 1 000 to 800 to 600 W/m2 in steps of 200 units and we
consider that the temperature is a constant (T = 25 °C).

Fig. 8. Output Power of the solar array

Fig. 9. Output Voltage of the solar array
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The simulation results show that the characteristic load it has a major effect on
MPPT, moreover on Perturb and Observe controller.

The following results are shown, with a variation of irradiance levels. The irradi-
ance levels change at fixed intervals of time while maintaining the ambient temperature
constant:

Using purely resistive load circuit to the PV system keep the system very stable and
efficient, Moreover, using the proposed MPPT controller (P&O) more performants.

Using RC load circuit to the PV systems keep the power stable compared the
resistive load but in voltage and current curve is up and down respectively than
resistive load curve this is represents that the capacitor circuit provoke the system to
have a higher voltage supply compared to the resistive load therefore the decrease
current called.

Using RL load circuit to the PV systems disrupting the system and the MPPT
controller creates disruption, oscillation and overtaking time to change irradiation
caused by inductive load.

G. RL, RC, RLC loads:

Figures 11, 12, 13, illustrates the irradiation and load variations used in this simulation
work. Indeed, we suppose that the irradiations trajectory mentioned take same of first
simulation.

This simulation is presented to mention the principal factor in the exceeding and the
effect of each element of the charge and its effect on MPPT controller.

The results of RL, RC, RLC load with changes irradiation are indicated in Figs. 11,
12, 13. If we examine Fig. 8, 9, 10 that presents the power generated by the PV panel
under different types of abrupt changes, we could remark that the power in Fig. 8 is
increasing with the high value of irradiations and decreasing if the irradiation is
diminishing. We note that the MPPT controller offers a rapid response against the
irradiations change in the RC and RLC load. So changing the light intensity incident on
a solar cell changes all solar cell parameters, including the short-circuit current, the
open-circuit voltage, and the efficiency. This is clear if we examine the power response.

Fig. 10. Output current of the solar array

364 S. Ahmed et al.



Fig. 11. Output Power of the solar array

Fig. 12. Output Voltage of the solar array

Fig. 13. Output current of the solar array
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The simulation of the PV array with a deference load R, RC, RL, and RLC shows
the negative effect of the inductor load on maximum power point of the system and the
response of MPPT controller, and we can see that the load has a large importance to
determine the maximum power point and a direct influence on the MPPT controller.

So the proposed siding mode controller under variable irradiations and character-
istic load conditions are exhibiting an accurate control signal. This is clear if we
examine Figs. 11 and 12, the sliding controller is adjusting in every case of the cor-
responding value of the control signal that extracts the maximum power from the PV
panel. In Fig. 13, the proposed Perturb and Observe controller is proving its robustness
against load change.

Table 2 presents typical peak of Power, voltage and current for each characteristic
circuit load.

5 Conclusions

A solar PV panel has been modelled and perturb and observe MPPT technique is
developed for maximising its operating efficiency. Studies on the solar PV Simulink
model shows the nonlinear I-V and P-V characteristics of the PV panel to different
solar irradiance of 1000 W/m2, 800 W/m2, 600 W/m2 and different characteristics
circuit loads R, RC, RL, RLC with fixed temperature of 25 °C.

The programmes implemented in the MPPT technique achieve the maximum power
point. It has been shown that for the particular irradiance levels the maximum power
delivered by the PV is delivered to the load. It is a simple MPPT setup resulting in a
highly efficient system. In conclusion, non-conventional energy sources will dominate
the conventional sources of energy in the near future and here one uses the greatest
renewable energy of all, the sun’s energy.

The techniques have been implemented in standalone PV system as shown in the
simulation model to study their individual efficiency and response towards the variation
in solar irradiance and load. The comparison proves that the proposed MPPT technique
has better tracking ability and speed of response towards the PV system irrespective of
irradiance and load variation. Moreover, the optimal operating point does not oscillate
around the MPP in case of R and RC Load. But in the case of RL and RLC load
overtaking time to change irradiation caused by inductive.

The capacitive component it has a very important role in the compensation of
voltage and stability of current generated.

Table 2. Simulation results for different load

Load Typical peak power
(P) [W]

Voltage at peak power
(VMPP) [V]

Current at peak power
(IMPP) [A]

R 249 87.74 2.81
RC 249.12 86.37 2.83
RL 269.8 94.99 2.91
RLC 269.8 94.99 2.91
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Abstract. In this paper, P&O and IC MPPT controllers have been proposed
and investigated using the Matlab Stateflow models. The proposed MPPT
controllers have been tested and validated using Matlab/Simulink models under
different scenario tests including irradiation change, temperature change and
step size change. Results and analysis show that the proposed stateflow models
produce the correct output power regarding all considered scenarios tests.

Keywords: MPPT � Perturb and observe � Incremental conductance
Stateflow

1 Introduction

Renewable energies will inevitably dominate the world’s energy supply system in the
long run. The reason is both very simple and imperative: there is no alternative.
Mankind cannot base its life on the consumption of finite energy resources indefinitely.
Today, the world’s energy supply is largely based on fossil fuels. These sources of
energy will not last forever and have proven to be one of the main causes of our
environmental problems. Environmental impacts of energy use are not new but they are
increasingly well known. As links between energy use and global environmental
problems such as climate change are widely acknowledged, reliance on renewable
energy is not only possible, desirable and necessary, it is an imperative (Renewable
Energy in Europe Markets 2010).

Among renewable energy, solar energy is growing rapidly, PV is the second-most
deployed renewable technology in terms of global installed capacity, after wind.
Solar PV represented about 44% of the new installed renewable power capacity, fol-
lowed by wind and hydropower contributing about 33% and 18%, respectively. The
increase in the global energy demand and decreasing system costs are the primary
growth drivers for the PV industry. Additionally, climate and environmental concerns
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and government support are likely to further propel growth in the market. During the
2017–2025 forecast period, the global PV capacity is expected to increase from
387.3 FW to 969 GW (Rekioua and Matagne 2012; IRENA 2016).

PV power systems offer many unique benefits above and beyond simple energy
delivery. PV also brings important social benefits in terms of:

• PV fuel is free;
• PV produces no noise, harmful emissions or polluting gases;
• PV systems are extremely safe and highly reliable. The estimated lifetime of a PV

module is 30 years;
• PV modules can be recycled;
• PV requires virtually no maintenance.
• PV brings electricity to remote rural areas.

However, the power generated by PV systems is an irregular energy source presents
two major problems: low efficiency and the output characteristic is not linear and varies
with the conditions atmospheric such as temperature and irradiance (Kok Soon and
Mekhilef 2014; Isaldo and Amiri 2016). Therefore, in order to improve the output
power of PV system, maximum power point tracking controller is applying to adapt
constantly the generator through the converter used acting as an adaptive impedance to
maximize the power transferred to the load (Babaa et al. 2014).

In the last two decades, several MPPT techniques have been proposed, namely:
perturb and observe (Femia et al. 2005), hill climbing method (Xiao and Dunford
2004), incremental conductance method (Kok Soon and Mekhilef 2014), fractional
short circuit current (Sher et al. 2015), fractional open circuit voltage (Noguchi et al.
2000, fuzzy logic (Harrag and Messalti 2018), neural networks (Messalti et al. 2017),
genetic algorithm (Harrag and Messalti 2015), particle swarm optimization (Mirbagheri
et al. 2015), ant colony optimization (Oshaba et al. 2015), …etc. Among several
techniques mentioned, the perturb and observe (P&O) method and the incremental
conductance (IC) algorithms are the most commonly applied algorithms.

This paper proposes an innovative implementation of P&O and IC MPPTs using
Matlab/Simulink stateflow models to track the maximum power of PV system com-
posed of Solarex MSX-60W PV panel operating at variable atmospheric conditions and
DC-DC boost converter powering resistive load. The performance of the proposed
stateflow MPPT models has been evaluated under different scenarios test considering
irradiation, temperature and step size variation, respectively. Simulation results show
that the proposed stateflow MPPT models can effectively track the maximum power
transfer. The remainder of the paper is organized as follows. In Sect. 2, the photo-
voltaic cell modelling as well as the P&O and IC MPPTs are presented. Section 3
presents the simulations results and discussions. Section 4 stated the main conclusions
of this study.

370 A. Harrag and S. Messalti



2 Materials and Methods

2.1 PV Cell Modeling

The well-known and widely used model based on the well-known Shockley diode
equation is presented below Fig. 1 (Shockley 1949).

The output current i can be expressed by:

I ¼ NpIph � NpIrs e
qðV þRsIÞð Þ
A:k:T :Ns

� �
� 1

� �
� Np

qðV þRsIÞð Þ

Ns:Rp

� �
ð1Þ

where V is the cell output voltage; q is the electron charge (1.60217646 � 10−19 C); k
is the Boltzmann’s constant (1.3806503 � 10−23 J/k); t is the temperature in Kelvin; Irs
is the cell reverse saturation current; a is the diode ideality constant and Np and Ns are
the number of PV cells connected parallel and in series, respectively.

The generated photocurrent Iph is related to the solar irradiation by the following
equation:

Iph ¼ Isc þ ki T � Trð Þ½ � s
1000

ð2Þ

where ki is the short-circuit current temperature coefficient; s is the solar irradiation in
w/m2; Tr is the cell reference temperature and Isc is the cell short-circuit current at
reference temperature.

The cell’s saturation current varies with temperature according to the following
equation:

Irs ¼ Irr
T
Tr

� �3
exp

q:EG

k:A
1
Tr

� 1
T

� �� �
ð3Þ

where Eg is the band-gap energy of the semiconductor and Irr is the reverse saturation
at Tr.

Fig. 1. Solar cell single-diode model.
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2.2 PV MPPT

The Perturb and Observe (P&O) and the Incremental Conductance (IC) MPPTs are the
most used algorithms for their simplicity and easy implementation (Seyedmahmoudian
et al. 2015).

2.2.1 P&O MPPT
Perturb and Observe MPPT involves perturbation of the operating voltage or the duty
cycle based on a comparison of the generated power to ensures maximum power point.
The principle is very simple: in the ascending phase of the P-V curve and considering a
positive change of the voltage, the tracker generates a positive voltage increasing as a
consequence the delivered PV power and change of the operating point. In this case,
the PV voltage and power increase up to a new point. Similar steps with opposite
direction can be done in the case of a decrease in the PV power; the instantaneous PV
voltage follows the maximum power point according to a predetermined PV voltage
and power values. Under these conditions, the tracker seeks the MPP permanently. At
specified PV voltage, the desired power is the solution of the nonlinear equation given
by (dP/dV = 0) (Ishaque et al. 2015).

2.2.2 IC MPPT
The Incremental Conductance focuses directly on power variations. The output current
and voltage of the photovoltaic panel are used to calculate the conductance and the
incremental conductance. The basic equations of this method are as follows (Putria
et al. 2015):

dP
dV

¼ 0 ð4Þ

Equation (4) can be rewritten as:

dP
dV

¼ d I:Vð Þ
dV

¼ IþV
dI
dV

¼ 0 ð5Þ

dI
dV

¼ � I
V

atMPP ð6Þ

dI
dV

[ � I
V

at the left of MPP ð7Þ

dI
dV

\� I
V

at the right of MPP ð8Þ
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3 Results and Discussion

The proposed stateflow MPPT controllers have been investigated by implementing
under Matlab/Simulink software the MPPTs stateflow models driving the boost DC-DC
converter to transfer the maximum power from the PV module MSX-60 W PV panel
operating at variable atmospheric conditions and the resistive load.

Figure 2 shows the output power using the stateflow P&O MPPT.

Figure 3 shows the output power using the stateflow IC MPPT.

Figure 4 shows the output power using the stateflow MPPTs in case of step size
variation.

From Figs. 2, 3 and 4 we see clearly that the proposed stateflow MPPT models
reacts correctly and provides PV characteristics accordingly to irradiation, temperature
or step size varying corresponding to the theoretical values.
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Fig. 2. Output power variation using stateflow P&O MPPT under varying: (a) irradiation [1000
800 600 400 200]W/m2, (b) temperature [25 50 75]°C.
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Fig. 3. Output power variation using stateflow IC MPPT under varying: (a) irradiation [1000
800 600 400 200]W/m2, (b) temperature [25 50 75].

Innovative Stateflow Models Assessment of P&O and IC PV MPPTs 373



4 Conclusion

This paper addresses the assessment of the two well known MPPTs controllers P&O
and IC using the Matlab/Simulink stateflow models used to track the maximum power
of PV generator system composed of Solarex msx-60 W PV panel operating at variable
atmospheric conditions and DC-DC boost converter controlled using the proposed
MPPTs. The simulation results obtained using the proposed stateflow MPPT models
prove that the proposed models can effectively track the maximum power in case of
irradiation, temperature and step size varying, respectively.
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Abstract. In this paper, a combined fuzzy-IC variable step size MPPT con-
troller has been proposed. The proposed MPPT uses the classical IC algorithm
where the step size is drived using a fuzzy logic controller. The MPPT controller
has been tested and validated under Matlab/Simulink environment where the
model of the system including a Solarex MSX-60W module fed by DC-DC
boost converter drived using the proposed combined fuzzy-IC controller has
been implemented. The simulation results prove the performance of the pro-
posed algorithm to reduce the steady state oscillation leading to the reduction of
energy losses between 23.08% and 93.15%. In addition, the proposed MPPT
controller improves the dynamic performances by reduction the response time
between 54.39% and 82.64% as well as a reducing the overshoot between
10.47% and 33.53% which will reduce effectively the energy losses.

Keywords: IC � MPPT � Fuzzy logic � PV cell modeling � Variable step size

1 Introduction

In past years it has become increasingly clear that the present method of generating
energy has no future due to finiteness of resources reflected in the rising prices of oil
and gas as well as the first effects of burning fossil fuels. The melting of the glaciers,
the rise of the ocean, levels and the increase of the weather extremes, the Fukushima
nuclear catastrophe, all show that nuclear energy is not the path to follow in the future.
Fortunately, there is a solution with which a sustainable energy supply can be assured:
renewable energy sources. These use infinite sources as a basis for energy supplies and
can ensure a full supply with a suitable combination of different technologies such as
biomass, photovoltaic, wind power, etc. a particular role in the number of renewable
energies is played by PVs. They permit an emission-free conversion of sunlight into
electrical energy and will be an important pillar in future energy systems (Nam and
Pardo 2011).
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Despite the large number of photovoltaic advantages, it still presents some draw-
backs comparing to conventional energy resources especially its low conversion effi-
ciency which is only in the range of 9–17%, high fabrication cost, and nonlinear
characteristics. As consequence, the energy harvesting at maximum efficiency is not
enough (Martens 2014; IEA 2014; IRENA 2016). To overcome these problems, a
maximum power point tracking controller is required to adjust continuously the duty
cycle of the power interfaces to assure the transfer of the maximum power available
from a photovoltaic array to the load at any given time and under variable conditions.
The nonlinear P-V characteristic presents a unique operating point called the maximum
power point (MPP). The role of the maximum power point tracking controllers is to
operate by sensing at periodical time the current and voltage of the PV array and
compute the power in order to adjust the duty cycle of the power converter to track the
maximum power point (Rekioua and Matagne 2012; Piegari and Rizzo 2010; Eltawil
and Zhao 2013; Bhatnagar and Nema 2013; Abu Eldahab et al. 2007; Esram and
Chapman 2007; Liu et al. 2015; El-Khozondar et al. 2016; Pakkiraiah and Durga
Sukumar 2016).

In the last two decades, vast number of maximum power point tracking controllers
have been proposed: perturbation and observation (P&O) (Farahat et al. 2015; Femia
et al. 2005), incremental conductance (IC) (Harrag et al. 2017), fractional open-circuit
voltage (FOCV) (Safari and Mekhilef 2011), fractional short-circuit current (FSCC)
(Masoum et al. 2002), hill climbing (HC) (Noguchi et al. 2000), neural network
(Messalti et al. 2017) (Pakkiraiah and Durga Sukumar 2016), fuzzy logic (FL) (Harrag
and Messalti 2018), genetic algorithms (GA) (Harrag and Messalti 2015), particle
swarm optimization (PSO) (Letting et al. 2012), teaching-learning-based optimization
(TLBO) (Chao and Wu 2016), etc. Among all the previous maximum power point
tracking strategies, the perturb and observe (P&O), incremental conductance (IC) and
hill climbing algorithms are widely employed due to easy implementation and sim-
plicity. Conversely the performance depends essentially on the fixed step size, a faster
dynamics with large oscillations around the maximum power point is obtained using a
large step size, a slow tracking speed and less oscillations around the maximum power
point is obtained using a small step size. Hence, the tradeoff between the dynamics and
steady state accuracy must be established by the corresponding design. To overcome
this problem, variable step-size maximum power point tracking is required.

In this paper, a combined fuzzy-IC variable step size maximum power point
tracking controller has been proposed to provide the duty cycle under different
atmospheric conditions. The proposed maximum power point tracking uses the clas-
sical IC maximum power point tracking algorithm where the step size is controlled
using a fuzzy logic controller. The proposed fuzzy-IC variable step size maximum
power point tracking controller has been tested and validated using Matlab/Simulink
model for different atmospheric conditions. The remainder of the paper is organized as
follows. In Sect. 2, the photovoltaic cell modeling is presented. Section 3 describes the
proposed fuzzy-IC variable step size maximum power point tracking. Section 4 pre-
sents the simulations results and discussions. In Sect. 5, the conclusions are stated.
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2 PV Cell Modeling

The well-known and widely used model based on the well-known one diode has been
used in this study. The output current i can be expressed by:

I ¼ NpIph � NpIrs e
qðV þRSIÞ
A:k:T :NS

� �
� 1

" #
� Np

qðV þRSIÞ
NS:Rp

� �
ð1Þ

where v is the cell output voltage; q is the electron charge (1.60217646 � 10−19 c); k is
the Boltzmann’s constant (1.3806503 � 10−23 j/k); t is the temperature in Kelvin; Irs is
the cell reverse saturation current; a is the diode ideality constant and Np and Ns are the
number of PV cells connected parallel and in series, respectively.

The generated photocurrent Iph is related to the solar irradiation by the following
equation:

Iph ¼ ½Isc þ kiðT � TrÞ� s
1000

ð2Þ

where ki is the short-circuit current temperature coefficient; s is the solar irradiation in
W/m2; Tr is the cell reference temperature and Isc is the cell short-circuit current at
reference temperature.

The cell’s saturation current varies with temperature according to the following
equation:

Irs ¼ Irr
T
Tr

� �3
exp

q:EG

k:A
1
Tr

� 1
T

� �� �
ð3Þ

where Eg is the band-gap energy of the semiconductor and Irr is the reverse saturation at
Tr.

3 Proposed Variable Step Size MPPT

3.1 Classical Fixed Step Size IC MPPT

The incremental conductance is widely used maximum power point tracking methods
for its simplicity and ease of implementation, high tracking speed and better efficiency
(Kok Soon and Mekhilef 2014). This method focuses directly on power variations. The
output current and voltage of the photovoltaic panel are used to calculate the con-
ductance and the incremental conductance. The basic equations of this method are as
follows:

dP
dV

¼ 0 ð4Þ
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dP
dV

¼ dðI:VÞ
dV

¼ IþV
dI
dV

¼ 0 ð5Þ

dI
dV

¼ � I
V

at maximum power point ð6Þ

dI
dV

[ � I
V

at the left of maximum power point ð7Þ

dI
dV

\� I
V

at the right of maximum power point ð8Þ

3.2 Fuzzy Logic Controller

Fuzzy logic have the benefits of operating with general inputs instead of a correct
mathematical model and handling nonlinearities mathematical logic management
typically consists of four stages: fuzzification, rule base, inference method, and
defuzzification (Pedrycz 1993). In this study, the proposed fuzzy maximum power
point tracking requires as inputs the error E and the change in error DE defined by:

Ek ¼ P kð Þ � P k� 1ð Þ
V kð Þ � V k� 1ð Þ ð9Þ

DEk ¼ Ek � Ek�1 ð10Þ

where Ek and Ek−1 are the error at instant k and k − 1 and DE(k) is the change of error
at instant k. The output is the fuzzy scaling (FS) of the pulse width modulation duty
cycle step variation Δd. Table 1 gives the rule base.

3.3 Proposed Combined Fuzzy-IC Variable Step Size MPPT

As mentioned previously, the performances of pv systems depends mainly on the step
size. Therefore, a good calculation of step size provides a high performance of pv
systems. The proposed variable step size is given as follows:

Table 1. Rules base.

ΔEk/Ek NL NS ZE PS PL

NB ZE ZE PS NS NB
NS ZE ZE ZE NS NB
ZE PB PS ZE NS NB
PS PB PS ZE ZE ZE
PB PB PS NS ZE ZE
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DðkÞ ¼ Dðk � 1ÞþFS � DD ð11Þ

where D(k) and D(k−1) are the duty cycle at instants k and k − 1; Fs is the scaling
factor adjusted at the sampling period and Dd is the fixed step size.

4 Results and Discussion

The proposed combined fuzzy-IC variable step size maximum power point tracking
controller has been investigated by implementing the model of the whole system using
Matlab/Simulink software, composed of Solarex MSX-60W PV panel (Table 2)
operating at variable atmospheric conditions supplying resistive load via a DC-DC
boost converter drived using the propose fuzzy-IC maximum power point tracking
controller.

Figure 1.left shows the corresponding output power using both fixed step size IC
and fuzzy-IC variable step size maximum power point tracking controllers. From
Fig. 1.left, we can see that both IC algorithm track properly the maximum available
power with less steady state oscillations for the proposed fuzzy-IC maximum power
point tracking.

4.1 Static Performances; Steady State Oscillation

Table 3 give the output power ripple and steady state oscillations.
From Table 3, it’s clear that the proposed fuzzy-IC maximum power point tracking

controller outperforms the classical fixed step size IC maximum power point tracking
controller showing a reduction ratio of steady state oscillation between 23.08% and
93.15% which will reduce effectively the energy losses.

Table 2. PV Module parameters.

Description MSX-60

Maximum Power (PMPP) 60 W
Voltage Pmax (VMPP) 17.1 V
Current at Pmax (IMPP) 3.5 A
Short Circuit current (ISC) 3.8 A
Open Circuit voltage (Voc) 21.1 V
Temperature coeff of Voc − (80 ± 10) mV/°C
Temperature coeff of Isc (0.065 ± 0.01)%°C
Temperature coeff of power (− 0.5 0.05)%°C
NOCT 47 ± 2 °C

380 A. Harrag and S. Messalti



4.2 Dynamic Performances - Response Time and Overshoot

Table 4 summarizes the dynamic performances.
From Table 4, the proposed fuzzy-IC (FZ-IC) maximum power point tracking

controller performs better than the classical fixed step size IC maximum power point
tracking controller (FS IC) showing a reduction ratio of response time between 54.39%
and 82.64% as well as a reduction ratio of overshoot between 10.47% and 33.53%.

Fig. 1. left) Output Power tracking, right) I-V characteristic.

Table 3. Output power ripple and steady state oscillations.

Point Fixed Step fuzzy-IC Red. Ratio (%)

Zoom A (800 W/m2) 0.73 W 0.006 W 91.78
Zoom B (1000 W/m2) 0.44 W 0.10 W 72.27
Zoom C (600 W/m2) 0.73 W 0.05 W 93.15
Zoom D (200 W/m2) 0.56 W 0.20 W 64.29
Zoom E (400 W/m2) 0.65 W 0.15 W 23.08

Table 4. response time and overshoot.

Point Resp. time
(ms)

Red. Ratio (%) Overshoot
(W)

Red. Ratio (%)

FSIC FZIC FSIC FZIC

Point A 392.50 83.32 78.77 – – –

Point B 61 15 75.41 – – –

Point C 104 30 71.15 10.05 6.68 33.53
Point D 265 121 54.39 6.84 6.124 10.47
Point E 311 54 82.64 – – –
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4.3 Efficiency - Tracking Accuracy

Figure 1.right shows the I-V characteristic. We can see that the proposed fuzzy-IC
variable step size maximum power point tracking controller presents the best and
minimal tracking time and course compared to conventional fixed step size IC maxi-
mum power point tracking. This property reduces energy losses and ensures the
maximum impedance adaptation by transferring the maximum available power from
the photovoltaic system to the load.

From Tables 3, 4 and Fig. 1.right, the proposed combined fuzzy-IC variable step
size maximum power point tracking outperforms the classical fixed step size IC
maximum power point tracking considering the irradiation test pattern used regarding
all performance measures in static, dynamic and efficiency performances.

5 Conclusion

In this work, a combined fuzzy-IC variable step size has been proposed for reducing the
steady state oscillation in photovoltaic systems power point tracking. The fuzzy logic
controller has been used to scale the variable step size of the classical IC maximum
power point tracking controller needed for generating the pulse width modulation duty
cycle to drive DC-DC boost converter. The proposed maximum power point tracking
controller addresses the challenges associated with rapidly changing insolation levels
and oscillation around the maximum power point. The simulation results done using
Matlab/Simulink environment prove the performance and functionality of the proposed
algorithm to reduce the steady state oscillation between 23.08% and 93.15%. In
addition, the proposed maximum power point tracking controller improves the dynamic
performances by reduction the response time between 54.39% and 82.64% as well as a
reducing the overshoot between 10.47% and 33.53% which will reduce effectively the
energy losses. As future works, we plan to validate the developed fuzzy-IC variable
step size maximum power point tracking controller on an experimental platform in the
hardware-in-the-loop mode.
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Abstract. This paper presents the study and the use of two smart swarm-based
optimization methods for determining the electrical unknown parameters of
solar photovoltaic cells. These two methods are the well-known Particle Swarm
Optimization (PSO) and a recent smart swarm-based method named, Whale
Optimization Algorithm (WOA). This last one is inspired by the hunting
behaviour of humpback whales in nature. The best parameters determination
values are essential for the accuracy of the solar photovoltaic characteristics. The
non-linear parameters determination problem is formulated mathematically as a
multi-parameters or as a multi-objective optimization problem. The two swarm-
based optimization methods are first described, explaining every step, and then
validated using solar photovoltaic manufacturers’ data sheets information. The
performance of each approach is evaluated in terms of chosen criteria. The
results show that the WOA method outperforms the PSO.

Keywords: Optimization � Swarm-based intelligence � Nature-inspired
PSO algorithm � WOA algorithm � Photovoltaic cells

1 Introduction

Optimization techniques are widely used in different engineering topics, such as
modelling, identification, optimization, prediction, and control of complex systems.
Nowadays, there is a trend, in the scientific community, to model and solve difficult
optimization problems by the use of creatures inspired behaviours in nature. This is
mainly due to the poor results of classical optimization algorithms in solving combi-
natorial and nonlinear functions. The process of optimization techniques usually leads
to the best possible solution for a particular problem. As the complexity of systems has
increased, over the last few decades, the need for new optimization methods has
become evident. Since classical methods [1, 2], lead to poor results, a solution to these
complex systems may be found through the application of meta-heuristic optimization
algorithms. These methods are known for their simplicity, flexibility, derivation free
process and the ability to find the global optimal solution. They are also applicable to
diverse problems without changing their basic structure. Meta-heuristics are classified
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as in Fig. 1 bellow, into four main classes such as swarm-based, physics-based,
evolution-based, and human-based approaches [2].

Swarm intelligence (SI) meta-heuristic’s optimization methods are based on the
natural collective behaviour of decentralized and self-organized systems. Among these
SI meta-heuristic methods, the Particle Swarm Optimization (PSO), which is known as
a swarm-based algorithm that mimics the natural flocking birds’ behaviour [3] and the
Whale Optimization Algorithm (WOA) which mimics the hunting whales’ humpback
behaviour [4, 5]. These two optimization algorithms are applied to control Photovoltaic
(PV) generation systems in order to determine the unknown electrical parameters of a
solar photovoltaic cell. Also, to draw the most precise PV model characteristics [6]. To
do so, different approaches exist, which are categorized as analytic [7], numeric [8] and
optimization based methods [9–16]. This paper is structured as follow, the next section
gives a talk about a modelling section in which the parameters determination process is
described. It is followed by a description of smart swarm-based optimization methods,
with details about the two developed methods. Then, the two swarm-based methods are
applied and tested. In the next section, the two methods are compared and discussed,
after having some simulation results. Finally, this paper ends with a conclusion.

2 Photovoltaic Parameters Determination Process

In this section, a modelling step is given, then, the problem’s formulation is discussed.

2.1 Modelling

There are several electrical models to describe the physical behaviours of solar PV
cells. In this work, we have chosen the researchers most used model, known as the
single diode model, with series and shunt resistances. This model contains five
unknown parameters, cited below, represented in Fig. 2 [17, 18].

The mathematical expression which governs the Current-Voltage (I-V) relationship
of this elementary electrical PV cell’s model is given below.

Metaheuristics

Swarm Based Physics Based Evolution Based Human Based

GA

DEGP

ES

BBBCCFO

GSA CSS PSO

ABS

ACO

CS

TLBO

TS

HS

CSO

Fig. 1. Classification of metaheuristic’s optimization methods.
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I ¼ IL � ID � Ish ð1Þ

I ¼ IL � Ids � exp
V þRs � I
n � Vt

� �
� 1

� �
� V þRs � I

Rsh
ð2Þ

Where the PV unknown parameters are

• IL: Light current,
• Ids: Diode saturation current,
• n: Diode ideality factor,
• Rs: Series resistance and
• Rsh: Shunt resistance.

With, Vt = KB. Tc/q: Thermal voltage, KB: Boltzmann’s constant (1.380650 *
10−23 J/K), q: Electronic charge (1.6021764 * 10−19 C) and Tc: Cell’s temperature.

The above mathematical non-linear equation, with its five unknown parameters,
which cannot be directly measurable and are also, not given in the PV manufacturers’
data-sheet. Hence, it is necessary to accurately determine these unknown parameters by
an appropriate method before designing the PV system.

2.2 Problem’s Formulation

Many methods allow the formulation of the optimal non-linear PV parameters deter-
mination problem. These methods can be under the mono-objective (convex or non-
convex) case [19] or under multi-objectives optimization case [20], as detailed below.
To do so, we first formulate the optimization problem.

(a) Mono-objective case:

For the description of the proposed mono-objective problem, the objective (fitness)
function is obtained by the derivative of the power-voltage characteristic at the max-
imum power point, through the following expressions, as presented in Fig. 3.

Pmax ! dP
dV

����
V¼Vm

¼ 0 ð3Þ

Objective ¼ dP
dV

¼ IþV � dI
dV

¼ 0 ð4Þ

IL

D

I

ID

V

Rs

Rsh

Ish

Fig. 2. Solar PV cell’s electrical equivalent circuit.

386 S. Tchoketch Kebir et al.



In the example of choosing a single diode model representing the PV cell’s mathe-
matical behavior (Fig. 2), the objective function will be expressed as follow [11]:

• Convex (without shading)

Objective ¼ dP
dV

¼ I � V �
1
Rsh

þ 1
n�Vt � IL þ Ids � I � V þRs�I

Rsh

� �� �
1þ Rs

Rsh
þ Rs

n�Vt IL þ Ids � I � V þRs�I
Rsh

� �� �
2
4

3
5 ¼ 0 ð5Þ

This objective function is subject to a set of constraints, for the five parameters range as
mentioned in what follow.

0:9 � Isc min\IL\1:1 � Isc max

Ids min � Ids � Ids max

nmin � n� nmax
0�Rs �Rs max

Rsh min �Rsh �Rsh max

8>>>><
>>>>:

ð6Þ

The boundaries conditions for evaluating the constraints are obtained as in [19] and
are presented in the Table 1.

Fig. 3. Power-voltage curve characteristic and its derivative at the maximum point.

Table 1. Maximum and minimum boundaries of PV cell’s parameters determination values.

Parameters
Ids n IL Rs Rsh

Search
range

[1e−10,
1e−7]

[1,
1.5]

[0.9*Isc,
1.1*Isc]

[0,
((Voc − Vm)/
Im)]

[(Vm/(Isc − Im)) − ((Voc − Vm)/
Im), 3* (Vm/
(Isc − Im)) − ((Voc − Vm)/Im)]
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As shown in Fig. 3 there exist only one optimum (maximum) point, therefore the
problem is classified under the convex optimization case, where the use of Newton’s
approach [20], gives also good results.

• Non-convex (with shading)

The above curve of Fig. 3 contains an optimum (maximum) point. The problem can
be classified under the convex optimization case [19]. In our proposed work if we take
into consideration the shading phenomenon, which can occur on an array of cells [19].
Since many optimum points can be observed on the curve, the problem is, then,
classified under a non-convex optimization case which allows the use of the smart
swarm-based approaches in order to achieve the Global Maximum Power Point
(GMPP), Fig. 4. So, when one peak appears is considered as a particular case of the
non-convex system.

The PV cell’s electrical model was also extended to the shading phenomenon, so it
includes the diode characteristic’s negative section. The electrical model of PV cells
with consideration of shading phenomenon is presented as follow (Fig. 5) [22]:

Fig. 4. Current-voltage and power-voltage curve characteristics of two PV cells with shading
phenomenon (many local maximum points).
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When shading occurs, since many optimum points can be observed on the curve,
the objective function becomes.

Obj ¼ I � V �
1

Ns�Rsh
þ bþ 1

n�Ns�Vt
� IL þ Ids � I � V þRs�Ns�I

Ns�Rsh

� �� �
� b � V þRs�Ns�I

Vb

� ��m

1þ Rs
Rsh

þ b � RsNsþ Rs
n�NsVt

IL þ Ids � I � V þRs�Ns�I
Ns�Rsh

� �� �
þ b � Rs � Ns � V þRs�Ns�I

Vb

� ��m

2
64

3
75 ¼ 0 ð7Þ

Where Vb is break through voltage (− 10, − 50), m is an exponent (1, 10) and a is a
correction factor in (0, 1).

(b) Multi-objectives case

The multi-functions problem has been formulated as in [20], so the multi-objectives
optimization problem is given by the following expressions.

f 1 : IL þ 1� e
Isc �Rs
n�VT

� �
� Isd � Isc � Rs

Rsh
� Isc ¼ 0 ð8Þ

f 2 : IL þ 1� e
Voc
n�VT

� �
� Isd � Voc

Rsh
¼ 0 ð9Þ

f 3 : IL þ 1� e
Impp �Rs þVmpp

n�VT
� �

� Isd � Impp � Rs þVmpp

Rsh
� Impp ¼ 0 ð10Þ

f 4 :
�n � VT � Isd � Rsh � e

Impp �Rs þVmpp
n�VT

n � VT � Rs þRshð Þþ Isd � Rs � Rsh � e
Impp :Rs þVmpp

n:VT

þ Impp
Vmpp

¼ 0 ð11Þ

f 5 :
Vmpp � n � VT Isd � Rsh þ IL � Rsh � 2Vmpp

� �þ Isd � Rsh � e
Impp �Vmpp �Rs þV2mpp

Vmpp �n�VT Impp � Vmpp � Rs � Vmpp n � VT þVmpp
� �	 


Vmpp � n � VT � Rs þRshð Þþ Isd � Rs � Rsh � e
Impp �Vmpp �Rs þV2mpp

Vmpp �n�VT

� � ¼ 0

ð12Þ

The final objective function to the problem is formulated by the expression bellow.

Obj IL; Isd; n;Rs;Rshð Þ ¼
X5

1
f 2i IL; Isd; n;Rs;Rshð Þ ð13Þ

IL

I

ID

V

Rs

Rsh

Ish

EV

D

Fig. 5. A solar cell’s electrical equivalent circuit considering the avalanche effect.
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To optimize the above-mentioned objective functions (in mono or multi) many meta-
heuristic algorithms can be employed.

3 Swarm-Based Optimization Methods

Optimization is the process of obtaining the best result under given situations. This
process is based on a fitness function, which describes the problem under a set of
constraints, representing a set of solutions for the problem [1]. Novel optimization
methods, which have drawn researchers’ attention recently, are the swarm-based meta-
heuristics. The basic concepts of the swarm-based methods were first proposed in 1993
[23]. Swarm-based intelligence has been inspired by the collective behaviour in self-
organizing systems. Swarm intelligence, which is based on the nature-inspired beha-
viour, is successfully applied into optimization problems in a variety of fields. These
algorithms almost mimic the social natural swarm behaviour. The two algorithms,
chosen in this work are the Particle Swarm Optimization and the recent Whale Opti-
mization Algorithm. These methods are presented with more details in the following
subsections.

3.1 Particle Swarm Optimization “PSO”

Proposed by Eberhart in 1995 [9, 10], this algorithm is based on the social behaviour
of animals such as the flock of birds while they are communicating and sharing
individual knowledge information during their migration way search. The equations
bellow describe the PSO’s mathematical model where the population is chosen as the
swarm and the individuals as particles.

The position equation is,

X iþ 1ð Þ ¼ X ið ÞþV iþ 1ð Þ ð14Þ

The velocity equation is,

V iþ 1ð Þ ¼ w � V ið Þþ c1 � XLbest � X ið Þð Þþ c2 � XGbest � X ið Þð Þ ð15Þ

The best local position equation is,

XLbest ið Þ ¼ XLbest i� 1ð Þ if F X ið Þð Þ�F XLbest i� 1ð Þð Þ
X ið Þ if F X ið Þð Þ\F XLbest i� 1ð Þð Þ


ð16Þ

The best global position equation is,

XGbest ¼ min F XGbest1ð Þ;F XGbest2ð Þ; . . .;F XGbestNð Þf g ð17Þ
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The major steps of the PSO’s procedures are presented as in the next pseudo code of
the following Fig. 6:

3.2 Whale Optimization Algorithm “WOA”

Developed by Mirjalili in 2016 [4], this algorithm is inspired by the bubble-net hunting
strategy, observed from the natural behavior of humpback whales. Whales are fancy
creatures and are considered the biggest mammals in the world. There are seven different
main species of this giant mammal, among them the humpback whales. They are mostly
observed in groups. They prefer to hunt, small fishes, close to the surface by creating
distinctive bubbles along a circle or a ‘9’- shaped path as shown in the Fig. 7 below.

The Whale Optimization Algorithm (WOA) is a new swarm-based optimization
method. It employs a unique and complex foraging behavior bubble-netting that
involves expelling air underwater to form a vertical cylinder-ring of bubbles around the
prey [24]. In the former maneuver, humpback whales dive around 12 m down and then
start creating a bubble in a spiral shape around the prey and swim up toward the
surface. The later maneuver includes three different stages: coral loop, lobtail, and
capture loop [5]. In this work, the whale’s feeding process is mathematically modeled,

Step 1: Initialization
Generate randomly a swarm of N particles  
Initial set of position X and velocity V
Initial set of personnel XLbest and global positions XGbest
Set the control parameters of the PSO 

Step 2: Evaluation
For each particle: 
Calculate and evaluate fitness value 

Step 3: Update 
If the fitness value is better than the best fitness value using Eq. (16) 
 Set current value as the new XLBest
End
For each particle:  
Find in the particle neighborhood, the particle with the best fitness using Eq. (17)
Calculate particle velocity according to the velocity Eq. (15) 
Apply the velocity constriction 
Update particle position according to the position Eq. (14) 
Apply the position constriction 
End 

Step 4: Check for stopping criterion
While maximum iterations or minimum error criteria is not attained 
Iter=Iter+1 
Return XGbest

Fig. 6. Flowchart of the general steps of the PSO algorithm.
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which contains the encircling prey, the spiral bubble-net attacking process and the
search for prey. These models are presented, with details, in the following subsections.

3.2.1 Encircling Prey
The equations below describe the encircling humpback whales and prey (small fish)
position search.

~D ¼ C � XP
�!

ið Þ �~X ið Þ
��� ��� ð18Þ

~X iþ 1ð Þ ¼ XP
�!

ið Þ � A � ~D ð19Þ

Where: i represents the current iteration. D represents distance between the whale and
the prey. X⃗ and XP ⃗ represent the position vectors of the whales and the prey respec-
tively. A and C are coefficients which are calculated as follow.

A ¼ 2 � a � r1 � a ð20Þ

C ¼ 2 � r2 ð21Þ

Where A is linearly decreasing from 2 to 0 over the course of iterations and r1, r2 are
random in an interval from 0 to 1.

3.2.2 Bubble-Net Attacking Process
The bubble-net strategy attack method is mathematically formulated as follows:

(a) Shrinking encircling process

By decreasing the values of A from 2 to 0 during the optimization process, which
simulates the prey encircling approach, it provides the exploration ability of the

Fig. 7. Bubble-net foraging process of humpback whales.
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algorithm. As for the exploitation ability of the WOA, it comes from the random
variable, r2, of C.

(b) Spiral updating position

This approach first calculates the distance between the whale, located at X⃗ and the prey
located at XP ⃗. A spiral equation is then established, see below, to mimic the position
between the humpback whale and the prey as a helix-shaped movement.

~D ¼ XP
�!

ið Þ �~X ið Þ
��� ��� ð22Þ

~X iþ 1ð Þ ¼ D
!

exp b � lð Þ � cos 2 � D � lð Þþ Xp
�!

ið Þ ð23Þ

Where: b is a constant, defining the shape of the logarithmic spiral, l is a random
number in (−1, 1), p is a random number in (0, 1).

Note: It is supposed that there is 50-50% probability that whale either follow the
shrinking encircling or logarithmic path during optimization process. It is mathemat-
ically, modelled as follows:

~X iþ 1ð Þ ¼ XP
�!

ið Þ � A � ~D if p� 0:5
D
!
exp b � lð Þ � cos 2 � D � lð Þþ Xp

�!
ið Þ if p[ 0:5

(
ð24Þ

3.2.3 The Prey’s Attack
Finally, the humpback whales attack the prey in a random way, which is mathemati-
cally modelled as follow.

~D ¼ C � Xrand
��!

ið Þ �~X ið Þ
��� ��� ð25Þ

~X iþ 1ð Þ ¼ Xrand
��!

ið Þ � A ð26Þ

According to these conditions:

When |A| > 1 it enforces exploration to WOA algorithm for finding global optimum
and avoiding local optima.
When |A| < 1 it updates the position of the current search agent when a best
solution is selected.

The major steps of the WOA’s procedures is shown in the pseudo code of the Fig. 8
below.
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3.3 Problem’s Resolution

In this subsection, the two above presented swarm-based methods are applied. Figure 9
below shows the organigram process of Mono-crystalline silicon-based solar PV cell
used for the test and the validation [25]. Table 2 gives information about the PV
manufacturer’s datasheet of the mono-crystalline silicon-based cell employed in this
work [26].

The flowchart of the PV parameters determination procedures is represented as
follows in Fig. 9.

Step 1: Initialization
Initialize a swarm of N whales,
Calculate fitness of each search agent
Xp the best search agent

Step 2: Update
While (Iter < Iter_Max)
for each search agent
update a, A, c, l and p
if (p<0.5)

if (|A| < 1)
Update the position of the current search agent by the Eq. (5) & (6)

elseif (|A|≥1)
Select a random search agent Xrand

Update the position of the current search agent by the Eq. (12) & (13)
end if

elseif (p ≥0.5)
Update the position of the current search by the Eq. (9) & (10)

end if
end for

Check if any search agent goes beyond the search space and amend it
Step 3: Evaluation

Calculate the fitness of each search agent
Update Xp if there is a better solution
Iter=Iter+1
end while

Step 4: Check for stopping criterion
return Xp

Fig. 8. Pseudo-code of the WOA algorithm.
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4 Results and Discussion

Table 3 shows the results obtained, using the two previous parameters determination
methods, namely the PSO and WOA, for the unknown PV cell electrical parameters.
A mono-crystalline silicon based solar PV cell is used for the test and validation of the
approaches [25].

The PV parameters values obtained have been compared to those obtained as in the
reference [25] (IL = 5.807 A, Isd = 2.946 � 10−10 A, n = 1.102, Rs = 0.00625 Ω,
Rsh = 4.957 Ω). It can be seen that our proposed methods presents better values based

Fig. 9. Flowchart for the use of smart swarm-based algorithms for the PV cell’s parameters
determination values.
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on the closest curve to that of the data sheet. Figure 10 shows the cell’s current-voltage
(I-V) characteristics with the parameters values obtained using the two mentioned
methods. These characteristics are compared to the real measured (I-V) characteristic
reference [26].

Table 2. Specification of A-300 SUNPOWER solar PV cell, from PV datasheets at STC
(T = 25°C & W = 1 000 W/m2).

Parameters Cell

Open circuit voltage [V] Voc 0.665 V
Short circuit current [A] Isc 5.9 A
Maximum power voltage [V] Vmpp 0.560 V
Maximum power current [A] Impp 5.54 A
Maximum Power Point [W] Pmpp 3.1 W

Table 3. PV cell parameters simulation results values with the proposed methods: WOA and
PSO.

Parameters Methods
PSO WOA

IL [A] 5.350047694294241 5.692500000000000
Ids [A] 0.000000000100000 0.000000000100000
n 1.219348238858283 1.200000000000000
Rs [Ω] 0.001000000000000 0.001000000000000
Rsh [Ω] 1.452541918855772 2.908079402754119

Fig. 10. PV cell I-V characteristics compared with the obtained parameters using the two
proposed methods.
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Figure 11 shows the absolute errors between the real and the experimental I-V
characteristics obtained using results from the above obtained parameters values. The
computed error is done using the following expression.

Error ¼ absðIReal � IModelÞ ð27Þ

These errors allow the analysis of these methods and provide information on their
accuracy.

Figure 11 shows that the WOA algorithm gives a smaller error then the PSO. The
two algorithms are affected by a set of control parameters defined below. They have to
be well adjusted in order to get to the best optimal solutions.

The control parameters values of the algorithm, used in Eq. (2) for the PSO
algorithm, are taken as follow:

• Cognitive component, C1: 2 & Social component, C2: 2.
• Inertia constant, W: 2.
• Number of population or swarm: 100.

As for, the WOA its control parameters value are taken as:

• Number of search agents: 100.
• Maximum iteration number: 500.
• Variable a, decreases linearly from 2 to 0.

Fig. 11. Current absolute errors between I-V characteristics of the two methods and the I-V real
characteristic.

A Set of Smart Swarm-Based Optimization Algorithms 397



We notice that the PSO is related to more control parameters algorithm. It can be
deduced that the PSO algorithm need much more operation time than the WOA.

5 Conclusion

In the present study, the two smart swarm-based WOA and PSO algorithms have been
used for the determination of the electrical unknown parameters of solar PV cells. The
five-parameters non-linear determination problem has been modelled as a mono-
objective or in multi-objective optimization problem. The PSO and WOA are effective
methods for finding the global optimal solutions in a non-convex optimization method
for a shading problem. The different steps in the development of these algorithms are
given. The application of WOA has shown a better precision than the PSO algorithm
and outperforms it. It is simple, accurate and converges rapidly to the optimum in every
test. In addition, it has fewer parameters to set. The obtained results demonstrate the
efficiency of the WOA approach compared to the PSO under the case study.
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Abstract. This paper presents an amelioration of P&O maximum power point
tracking (MPPT) technique by using fuzzy logic method, when the main goal is
to extract the maximum of power to supply a pumping system in an isolated
area. The role of the MPPT is to force the system for working at the maximum
point for each change of the illumination or the temperature. We present in first
the classical technique, by explaining how we can obtain the maximum power
under a variable meteorological condition. In P&O strategy, for big value of
disturbance step we can get quickly the desired point but with a large oscillation.
Small value of disturbance step makes very slow system and affects the
responding time. By using fuzzy logic technique the appropriate disturbance
step is produced in order to obtain a fast system with an acceptable precession.
The simulation of the photovoltaic pumping chain is constructed under
Matlab/Simulink, when the effectiveness of the fuzzy MPPT strategy is shown
by the obtained results, which makes its application for controlling solar panels
very interesting.

Keywords: Solar panel � MPPT � P&O � Fuzzy logic � PV pumping

1 Introduction

Renewable energies represent an attractive solution as replacement or complement of
the conventional sources. Among renewable energies, are those resulting from the sun,
wind, heat of the ground, water or of the biomass. With the difference in fossil energies,
renewable energies are unlimited resource. Renewable energies are divided in a certain
number of technological fields according to the developed energy source and useful
energy obtained. The field studied in this paper is photovoltaic solar. Photovoltaic
pumping is one of the promising applications of the photovoltaic energy source. The
system of PV pumping as shown in Fig. 1 is composed of a PV generator, an elec-
trostatic converter, a control strategy which creates the commutation states of the
converter switches, and a motor-pump system.

The system of pumping with direct coupling is a simple, reliable. Then in the direct
couplings of the loads, the photovoltaic panels are often oversized to ensure a sufficient
power to provide the load, this led to an excessively expensive system. The operation
point system is obtained by the intersection of characteristics I(V) of the generator and
that of the motor-pump group. So that, the motor-pump system is always optimized and
works at maximum power point, it is necessary to integrate a tracking MPPT system,
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which has a role of detecting this point, and forces the system to works precisely on this
point, whose operation is optimal [3–6]. The proposed solution is to carry out a vector
control of such kind to force induction motor to run at an optimal speed, that last is
according to the maximum values of the current and the voltage (power) which vary
mainly with illumination and temperature, so we must find these maximum values
through the MPPT technique, which then allow us to find the optimum value of speed
reference. Several methods for seeking the maximum power point exist in the literature,
we will use in our work: in first time we treat P&O method. This type of control is a
largely widespread approach in the research of the MPPT because it is simple and
requires only measurements of voltage and current of the photovoltaic panel VPV and
IPV respectively (two sensors necessary), It should be known that this type of control
imposes a permanent oscillation around the MPP [7]. In second time we treat the fuzzy
MPPT, in order to make the disturbance adapted by the fuzzy system according to
controller inputs. The theory of fuzzy logic was developed in the middle of the Sixties
by Professor LOTFI A. ZADEH. The text “Fuzzy Sets” appeared in 1965 in the review
“Information and Control” [8].

2 Modeling of Chaine Elements

2.1 Electric Model of a PV Cell

The simplified equivalent circuit of the photovoltaic cell with junction PN (Fig. 2)
includes a current source IPV, who gives the photoelectric current model, associated
with a diode in parallel which gives the junction PN model, whose polarization
determines voltage. And also a series resistance which is the internal resistance of the
cell, it depends mainly on the resistance of the semiconductor used, it is also affected by
temperature influence [1].

I ¼ Iph � ID ð1Þ

Iph ¼ Iph T1ð Þ � 1þK0 � T � T1ð Þ½ � ð2Þ

Iph T1ð Þ ¼ Icc T1ð Þ � G
G0

� �
ð3Þ

Fig. 1. Scheme of global PV pumping system
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And the relationship between current and voltage of a solar cell is then becomes:

I ¼ Iph � Is e
q V þRsIð Þ

nKTð Þ � 1
� �

ð4Þ

2.2 DC-AC Converter Modeling

The voltage inverter is composed of three arms, each one has two switching cells in
series and that do not work simultaneously. To simplify the modeling of the inverter, it
is assumed that the switches are ideal [2, 10]. The objective of the control is to find the
right combination of control switches. CK, control signals of the arms K of the inverter;
with K ∊ {1, 2, 3}.

CK = 1 if the switch in top of an arm is closed and that in bottom is open;
CK = 0 if the switch in top is open and that in bottom is closed. The output voltages

of the inverter are given by:

Vsabc½ � ¼ 1
3
Upv

2 �1 �1
�1 2 �1
�1 �1 2

2
4

3
5 C1

C2

C3

2
4

3
5 ¼ Uc Ts½ � Ck½ � ð5Þ

2.3 Induction Machines Model

The induction machine can be modeled in a two-phase reference (d, q) in rotating field
ðhs ¼ hþ hrÞ ) xs ¼ xþxrð Þð Þ frame by the following equations:

d
dt Isd ¼ 1

rLs

� Rs þ M2
srRr

L2r

� �
Isd þ xsrLsð ÞIsq þ MsrRr

L2r

� �
Urd

þ Msr
Lr

x
� �

Urq þVsd

2
4

3
5

d
dt Isq ¼ 1

rLs

� xsrLsð ÞIsd � Rs þ M2
srRr

L2r

� �
Isq � Msr

Lr
x

� �
Urd

þ MsrRr
L2r

� �
Urq þVsq

2
64

3
75

d
dtUrd ¼ MsrRr

Lr

� �
Isd � Rr

Lr

� �
Urd þ xs � xð ÞUrq

d
dtUrq ¼ MsrRr

Lr

� �
Isq � Rr

Lr

� �
Urq � xs � xð ÞUrd

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð6Þ

Fig. 2. Equivalent model of the photovoltaic cell
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Such as:

r ¼ 1� M2
sr

LsLr
; x ¼ pX; xr ¼ xs � x

Moreover, the expression of the electromagnetic torque can be expressed according
to the stator currents and rotor fluxes as follows:

Cem ¼ p
Msr

Lr
UrdIsq � UrqIsd
� � ð7Þ

And the mechanical equation becomes:

dx
dt

¼ 1
J

p
Msr

Lr
UrdIsq � UrqIsd
� �� Cr � fVX

� 	
ð8Þ

2.4 Model of the Centrifugal Pump

A pump is a turbine that provides a hydraulic energy to a fluid by transforming the
mechanical power applied in its axe by electrical machine. The centrifugal pump
applies a load torque proportional to the square of the rotational speed:

Cr ¼ krx
2 þCs ð9Þ

The mechanical power equation of the pump is given according to speed by the
following relation:

Pm�ec ¼ kpx
3 ð10Þ

3 Rotor Flux Oriented Control (FOC)

The induction machine control with flux orientation consists in placing the reference (d,
q) such as the axis d coincides with the oriented flux; which imply to impose that the
components Urq ¼ 0 and Urd ¼ Ur (Fig. 3) in order to have a similar behavior as the
DC current machine.

The expression of torque becomes:

Cem ¼ p
Msr

Lr
UrdIsq
� � ð11Þ
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3.1 Control Parameters Estimation

Since the flux Ur is oriented on the axis d, we can express Isd and xs, with:

Urq ¼ 0 ) dUrq

dt ¼ 0

Isd ¼ Trsþ 1
Msr

� �
Ur

xs ¼ Msr

Tr

� �
Isq
Ur

þx

8><
>: ð12Þ

Tr ¼ Lr

Rr
; xr ¼ Msr

Tr

� �
Isq
Ur

and xs ¼ d
dt
hs ð13Þ

4 P&O Algorithm

The principle of P&O MPPT control is to disturb the voltage VPV with a low amplitude
around its initial value and analyze the behavior of the power variation PPV resulting.
So, as shown in Fig. 4, we can deduce if a positive increment of the voltage VPV

generates increased power PPV that means that the operating point is left of MPP. If
not the system has exceeded the MPP. Similar reasoning can be made when the voltage
decreases [5, 6, 11].

The disadvantage of this type of control is that if quick change of the illumination
such as a mobile cloud, this command has more losses, Generated by the long response
time of the control to reach the new MPP.

4.1 Optimal Reference Estimation

The research algorithm of the maximum operation point will be done as follow:

• Measuring the current and the voltage of the PV generator, then the determination
of the maximum power point Vpm, Ipm and Ppm using MPPT algorithm.

• Determination of the optimal reference speed of the machine according to Vpm,
Ipm through following procedure:

Fig. 3. Principle of the rotor flux orientation
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The mechanical equation of the pump power according to speed is given by the
Eq. (10). And it is known that:

Pm�ec ¼ gp:Pm ð14Þ

The power of the motor can be given according to his efficiency as follows:

Pm ¼ gm:Pc ð15Þ

In the same way

Pc ¼ gc:Ppm ¼ gc:Vpm:Ipm ð16Þ

Thus

Pme c ¼ kpx3 ¼ gp:gm:gc:Vpm:Ipm ð17Þ

Finally optimal speed according to the maximum values of the current and voltage
of the photovoltaic generator is:

xopt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gp:gm:gc:Vpm:Ipm

kp
3

s
ð18Þ

This speed will be the reference of the speed regulation loop as shown in Fig. 1.

Fig. 4. P&O principle
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5 Fuzzy Logic MPPT

5.1 Presentation of Fuzzy System

The majority of the developed controllers use the simple diagram suggested by
MAMDANI for the single-input/single-output system [9, 12].

According to this diagram, fuzzy system includes:

– A calculation block of the error and its variation over time (CE(k), DCE(k)).
– Scaling factors associated with the error, in its variation and the output variation

(dD).
– The fuzzification corresponds to the process of determining the degree of member

ship to each fuzzy partition.
– Fuzzy rules (Inference) indicate the use of the rules started by the various fuzzified

input.
– Defuzzification block corresponds to the passage of fuzzy values of outputs (of

linguistic form) to a net final value (DV).

SE, SCE: Inputs Gains, SdD: Output Gain they are a scale factors (Fig. 5).

By combining these rules, we can trace decision tables to give the values of
controller output corresponding to situations of interest.

The scale factors should be selected based on the study of the system such that,
when the small transitory phenomenon, the permissible range for the error and its
variation are not exceeded.

5.2 Description of the Used System

• Error E:

The error E is defined as the error between dP
dV and the seeking values dP

dV ¼ 0. The

latter value corresponds to the unique extreme value of the curve P(V). This extreme
point is a maximum. More E is positive; more the value of P increase. Conversely,
more E is negative, more the value of P decreases. Finally when E tends to 0, the value
of P tends towards its maximum, the MPP.

Fig. 5. General structure of a fuzzy controller
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• Variation of the error DE:

The change in the error DE indicates in which direction and in what proportion the
error changes in proportion as the algorithm is running. So when DE tends to 0, the
system stabilizes (but not necessarily MPP).

• Definition of output criteria (disturbance):

The disturbance or increment corresponds to the adjustment value added to the voltage
for each iteration of the algorithm.

5.3 Fuzzy System Operating

The fuzzy rules allow determining and connecting the output of the controller to input
signals by linguistic terms taking into account the experience acquired by a human
operator.

• Rules Table:

After having done some tests by varying the number of output classes and rules
allocation, we get the following rules (Table 1).

6 Simulation Results of P&O MPPT

We apply two fast change of illumination, the first at time t = 0.5 s, from 1000 W/m2

to 400 W/m2 and the second at time 1 s, from 400 W/m2 to 800 W/m2.
In Fig. 6 represents the evolution of the optimal power, this curve contains fluc-

tuations due to the oscillation of P&O around MPP with fixed step. This fluctuation,
influence also on speed performance, as shown in Fig. 7. The electromagnetic torque
follows the load torque with a small overshooting for each change of condition

The optimum speed (reference speed of the control loop for vector control (FOC))
is proportional to the optimum power delivered by the panel PV; we notice that
whenever the sun changes the rotation speed of the machine perfectly follows this
reference. P&O technique is based on applying a disturbance to the voltage (positive or
negative) to reach the maximum power point. The problem with this technique is that

Table 1 Fuzzy rules

DE E
NG NM NP Z PP PM PG

NG NG NG NG NG NM NP Z
NM NG NG NG NM NP Z PP
NP NG NG NM NP Z PP PM
Z NG NM NP Z PP PM PG
PP NM NP Z PP PM PG PG
PM NP Z PP PM PG PG PG
PG Z PP PM PG PG PG PG
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the disturbance is fixed. In order to reach the point max quickly, we must apply a large
disturbance, but this causes ripples, unlike that, if we apply a small perturbation, we
will have a good precision but a very long response time.

7 Simulation Results of Fuzzy Logic MPPT

It is noticed the amelioration in the evolutions of the various curves comparing to the
classic P&O MPPT. No fluctuation in voltage, in power or in speed evolution, this
confirms the effectiveness and the superiority of the fuzzy system applied (Figs. 8, 9).

The advantage of this technique compared to the P&O MPPT is that the step of
disturbance is adapted by the fuzzy system according to the variation of inputs, thus a
transitory mode is shorter than in the traditional MPPT.
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8 Conclusion

In this paper, in order to optimize performance of photovoltaic system of power pro-
duction, we have applied flux oriented control structure, combined with two MPPT
techniques: P&O and Fuzzy P&O. A comparative study was conducted. The first part
concerns the classic technique P&O which give acceptable performances but it present
disturbance in the optimal power and speed. The second part concerns the fuzzy MPPT
strategy. Simulation results show a superiority of fuzzy MPPT compared to the
P&O MPPT. With the fuzzy version, we achieve an adaptation of disturbance step in
order to optimize response time and precision. We obtain also a less ripples in speed,
torque and voltage responses.
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Appendix

Photovoltaic panel TE600 composed of 36 series cells (ns = 36), 60 W

P
(kW)

Rs (X) Rr (X) Ls (H) Lr (H) Msr
(H)

ηm J
(kg/m2)

F
(Nm/m2)

Wn
(rad/s)

P

Induction machine parameters
1.5 5.72 4.2 0.462 0.462 0.44 0.92 0.0049 0.0098 150 2
Centrifugal pump parameters
Kp = 3.3e−4[W/(rad s−1)3], kr = 3.3e−4[Nm/(rad s−1)2], ηp = 0.74
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Abstract. Selective harmonic elimination pulsewidthmodulation (SHEPWM) is
modulation strategy particularly used to control high-power converters.
The SHEPWMstrategy allows the elimination of a specific order of harmonics and
also controls the amplitude of the fundamental component of the output voltage. In
this paper harmony search algorithm is used to determine optimum switching
angles for a seven level inverter with reduced number of switches (asymmetrical
inverter). Harmony search is an optimization algorithm inspired from the music
improvisation process. The algorithm and the mathematical model of the power
converter are developed in MATLAB. Simulation results are validated by an
experimental setup using STM32F407 high-performance microcontroller.

Keywords: Multilevel inverter � Harmonic elimination � Harmony search
Optimization

1 Introduction

Inverters play a critical role in Machine drives, power transmission systems, induction
heating, electric vehicles, and other technologies. The recent advancement in semi-
conductor technology and the increasing demand on electrical energy, have led to the
development of multiple configurations of DC to AC converters. The multilevel DC to
AC cascade inverter is one of the most used topologies in High and medium power
applications, the advantages provided by the cascade inverter such as higher output
waveform quality than most inverter topologies and low voltage stress on the power
switches made it a very attractive topology. Cascade DC to AC multilevel inverters are
suitable for high power applications they can withstand a huge amount of voltage
stress; they are also very easy to make and to maintain due to their modular structure.
The conventional multilevel cascade configuration can be achieved by connecting
multiple H-bridge modules in series; this configuration will be briefly covered in this
work. The harmonic content in an AC voltage waveform generated by an inverter can
affect significantly the performance of AC machines. Several modulation strategies
have been proposed and studied for the control of multilevel inverters such as Sinu-
soidal Pulse width modulation (SPWM) and space vector pulse width modulation
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(SVPWM) [1]. A more efficient method called selective harmonic elimination pulse
width modulation (SHE-PWM) is also used; the method offers a lot of advantages such
as operating the inverters switching devices at a low frequency which extends the
lifetime of the switching devices. The main disadvantage of selective harmonic elim-
ination method is that a set of non-linear equations extracted from the targeted system
model must be solved to obtain the optimal switching angles to apply this strategy.
Multiple computational methods have been used to calculate the optimal switching
angles such as Newton-Raphson (N-R) [2], this method dependents on initial guess of
the angle values in such a way that they are sufficiently close to the global minimum
(desired solution). And if the chosen initial values are far from the global minimum,
non-convergence can occur. Selecting a good initial angle, especially for a large
number of switching angles can be very difficult. Another approach is to use opti-
mization algorithms such as genetic algorithm (GA) [3, 4], particle swarm optimization
(PSO) [5] and differential evolution (DE) [6]. The main advantage of these methods is
that they are free from the requirement of good initial guess. This work discusses the
possibility of using the harmony search algorithm to solve the selective harmonic
elimination problem. The Harmony search (HS) is an optimization algorithm inspired
form the music improvisation process, it was first introduced in 2001 by Geem [7]. In
this work the HS algorithm is used to compute the optimal switching angles necessary
for the SHEPWM method, in the case of a uniform step seven level waveform, only
two harmonics are eliminated and the fundamental component is controlled. This work
is organized as follows the next section will present briefly the SHEPWM for multi-
level inverters and the harmony search optimization method. The obtained simulation
and experimental results are presented in the last section.

2 Shepwm for Multilevel Inverts and Optimization Method

2.1 Proposed Converter and the SHEPWM Strategy

The left side of Fig. 1 presents the topology of an asymmetrical three phase cascaded
seven level inverter. Each phase consists of H-bridge cells connected in series, each
bridge is powered by its own isolated direct current power source udc1 and udc2 with
udc2 = 2 � udc1, in this particular configuration can generate seven voltage levels per
phase the right side of Fig. 1 illustrates a generalized form of a uniform stepped voltage
waveform with h1, h2 and h3 are the optimal angles to be computed in order to
eliminate the undesired harmonics and control the fundamental component
simultaneously.

The number of voltage levels that can be generated by Cascade multilevel inverters
is generally presented by 2P + 1 where P represents the number of voltage levels or
switching angles in a quarter waveform of the signal, and P − 1 is the number of
undesired harmonics that can be eliminated from the generated waveform. In a seven
level inverter with uniform step voltage waveform, the number of voltage levels
generated in quarter waveform is three plus the zero level which means only two
harmonics can be eliminated. To control the peak value of the output voltage and
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eliminate any harmonic, with quarter and half wave symmetry characteristics of the
voltage waveform are taken in consideration, the Fourier series expansion is given as:

V xtð Þ ¼
X1

n¼1;5;7;...

4Vdc

np

Xp

i¼1
cos nhið Þ

� �
sin nxtð Þ ð1Þ

where n is rank of harmonics, n = 1, 5, 7, …, and p = (N − 1)/2 is the number of
switching angles per quarter waveform, and hi is the ith switching angle, and N is the
number of voltage levels per half waveform. The optimal switching angles h1 and h2
can be determined by solving the following system of non-linear equations:

H1 ¼ cos h1ð Þþ cos h2ð Þþ cos h3ð Þ ¼ M
H5 ¼ cos 5h1ð Þþ cos 5h2ð Þþ cos 5h3ð Þ ¼ 0
H7 ¼ cos 7h1ð Þþ cos 7h2ð Þþ cos 7h3ð Þ ¼ 0

8
<

: ð2Þ

where M = (((N − 1)/2)r/4), r is the modulation index and. The obtained solutions
must satisfy the following constraint:

0\h1\h2\h3\p=2 ð3Þ

An objective function is necessary to perform the optimization operation, the
function must be chosen in such way that allows the elimination of low order har-
monics while maintaining the amplitude of the fundamental component at a desired
value Therefore the objective function is defined as:

f h1; h2; h3ð Þ ¼
X2

n1
cos hnð Þ �Mð Þ

� �2
þ

Xp

n1
cos nhnð Þð Þ

� �2
ð4Þ

The optimal switching angles are obtained by minimizing Eq. (4) subject to the
constraint Eq. (3). The main problem is the non-linearity of the transcendental set of
Eq. (2), the harmony search is used to overcome this problem.
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Fig. 1. Schematic of the proposed multilevel converter (left), quarter waveform of a seven-level
inverter (right).
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2.2 Harmony Search

As mentioned before the harmony search (HS) is an optimization algorithm, it draws
the inspiration from harmony improvisation, when an artist tries to create a harmony;
he usually tries different combinations of music pitches on his instrument to obtain
better harmony. Harmony search depends on two important parameters, harmony
memory considering rate (HMCR) and pitch adjusting rate (PAR). The algorithm is
composed of three main steps: harmony memory generation, harmony improvisation
and harmony memory update. The left side of Fig. 2 shows Harmony search flowchart
for solving SHEPWM for different values of r (modulation index), the harmony search
algorithm and its use for solving the optimal switching problem for multilevel inverters
are well explained in [8–10].

In order to prove the theoretical predictions and to test the effectiveness of the
proposed algorithm, the control method and the mathematical model of the proposed
inverter were developed and simulated using MATLAB/SIMULINK software. The
right side of Fig. 2 shows the computed optimal switching angles versus modulation
index generated by HS algorithm.

3 Simulation and Experimental Results

The proposed method was validated by building a small scale laboratory prototype,
Fig. 3 shows the experimental setup used in this work and its block diagram. Figures 4
and 5 show the generated line and phase to phase output voltage waveform respectively

Start

Set SHEPWM & HS
parameters

Initialize the 
harmony memory 

Improvise a 
solution

Evaluation using
equation (4)

Update the harmony 
memory

Maximum iteration 
count reached ?

Save the optimal solution 
vector θi (i=1,2,3)

Final modulation 
index reached?

Stop

NO

Yes

NO

Yes

Increment
modulation index

Increment
iteration count 

Fig. 2. Harmony search flowchart for solving SHEPWM problem (left), switching angles versus
modulation index generated by HS algorithm (right)
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for a modulation index of r = 1 and their FFT analysis (simulation and experimental
results), whereas Figs. 6 and 7 present the same waveforms and FFT analysis but for
r = 0.8. Form these results it can be seen that all undesired harmonics (5th and 7th) are
successfully eliminated.

Fig. 3. Picture (left) and diagram (right) of the experimental setup.

3 rd harmonic
9 th harmonic

Fundamental component 

Fundamental component 

3 rd harmonic
9 th harmonic

11 th harmonic

11 th harmonic

Fig. 4. Simulation (top) and experimental (bottom) results of generated phase voltage waveform
and the corresponding FFT analysis for r = 1
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Fig. 5. Simulation (top) and experimental (bottom) results of generated phase to phase voltage
waveform and the corresponding FFT analysis for r = 1.
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Fig. 6. Simulation (top) and experimental (bottom) results of generated phase voltage waveform
and the corresponding FFT analysis for r = 0.8
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4 Conclusions

This paper demonstrated the ability of the selective harmonic elimination strategy for
seven level inverter with reduced number of switches of eliminating any undesired
harmonics and maintain the fundamental component at a desired value, and also the
possibility of using the harmony search algorithm to solve the optimal switching
problem for multilevel inverters. The set of non-linear equations that describe the
overall system are solved to obtain the optimal switching angles using the proposed
optimization algorithm.
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Abstract. In the case of balanced and undistorted supply voltages, shunt APFs
can achieve current harmonic cancellation and give unity power factors. How-
ever, this is not possible when grid voltage is non-sinusoidal and unbalanced. In
this paper, we first show that the harmonic suppression performance of the well-
known p-q and d-q theory deteriorates in non ideal grid voltage conditions.
A technique for alleviating the detrimental effects of a distorted and unbalanced
grid voltage is proposed that uses a self-tuning filter with p-q theory and we
compare it with SOGI with d-q. The proposed control techniques gives an
adequate compensating current reference even for non ideal voltage condition.
The results of simulation study are presented to verify the effectiveness of the
proposed control techniques in this study.

Keywords: Active power filter � Self-tuning filter
Second order generalized integrator � p-q theory
Non-ideal grid voltages � Synchronous reference frame

1 Introduction

In recent years, increases in the penetration of nonlinear loads have made the subject of
power quality a major concern not only for utilities but consumers as well. These
nonlinear loads draw non sinusoidal currents from the utility and cause a type of
voltage and current distortion, namely harmonics. These harmonics cause various
problems in power systems and in consumer products, such as equipment overheating,
blown capacitors, transformer overheating, excessive neutral currents, low power
factor, etc. Furthermore, high penetration of renewable energy such as inverter based
systems brings power quality (PQ) challenges. This is as a result of the nonlinear
interface of these renewable which pollute the power network with more harmonics
causing the grid supply current to become distorted. The combined effect of PQ issues
includes high power losses and reduced overall efficiency of utility and consumer
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sensitive loads. To address PQ problems, Shunt APFs have been employed largely to
compensate current harmonics, load unbalancing and reactive power demand. The
power converter of an active power filter is controlled to generate a compensation
current that is equal to the harmonic and reactive currents. In order to determine the
harmonic and reactive components of the load current, several techniques are intro-
duced in the literature. Techniques for reference current generation may be put into two
categories: time-domain and frequency-domain. Number of time-domain methods have
been proposed, one of which was proposed by Akagi [1] called instantaneous active
and reactive power theory (or p-q), and the conventional SRF method which is also
known as d-q method, and it is based on a-b-c to d-q-0 transformation (park trans-
formation), Similar to the p-q theory, using filters, the harmonics and fundamental
components are separated easily and transferred back to the ab-c frame as reference
signals for the filter. However, the p-q method only works correctly in the case when
three phase grid voltages are balanced and undistorted. The distorted currents cause
non-sinusoidal voltage drops and as a result the network voltages become distorted.
The unbalanced voltages usually occur because of variations in the load – arising from
differing phases of the load current due to for example different network impedances
[2]. Also the SRF method is not depend on the voltage source and under ideal utility
conditions, i.e., neither imbalance nor harmonic distortion, the PLL yields good results,
but under voltage unbalance however, the bandwidth reduction is not an acceptable
solution since the overall dynamic performance of the PLL system would become
unacceptably deficient. In this paper, we propose the use of a self-tuning filter
(STF) with the instantaneous reactive power theory in comparison with the syn-
chronous reference frame using the SOGI in order to increase the harmonic suppression
efficiency of active power filter in the case of non-ideal grid voltage condition.

A. Shunt Active Power Filter

The SAPF connects in parallel with the network and injects in real time the Har-
monic components of currents absorbed by non-linear loads connected to network.
Thus, the current supplied by the energy source becomes sinusoidal. The block diagram
of a basic three phase active power filter (APF) connected to a general nonlinear load is
shown in Fig. 1.

Fig. 1. Block diagram of the APF.
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It is well known that the three-phase load current has a non unity power factor.
Therefore, the current drawn by the possibly reactive load with harmonics and is given by

IL tð Þ ¼ I1 tð Þþ Ih tð Þþ Iq tð Þ ð1Þ

Which represent the load current, the fundamental current, the harmonic current
and the reactive current. As is convention, APFs are operated as a current source that is
parallel with the loads. The power converter of an APF is controlled to generate a
compensation current, If(t), which is equal to the harmonics and opposite phase, i.e.

If tð Þ ¼ � Ih tð Þþ Iq tð Þ� � ð2Þ

by replacing Eq. (2) in (1), this yields a sinusoidal source current given by

Is ¼ I1 sinxtð Þ ð3Þ

2 Instantaneous Active and Reactive Power Pq Theory

The Clark transformation applied for the voltage and current variables is given by:
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The inverse voltage and current transformations are respectively
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Then, the active and reactive instantaneous powers ‘P’ and ‘Q’ are expressed in
matrix form by:
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The three phase reference current signal is obtained by:

1- After separating the continuous and alternating terms of active and reactive
instantaneous power.
2- Applying the inverse Clark transform to the stationary reference current,
therefore:
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However, in the case of distorted and unbalance grid voltage, this theory have
drawback and adverse effect on the final parameters which will reduce the harmonic
detection performance. We propose, a method in order to suppressing the effects of a
non-ideal grid voltage by introducing the Self Tuning Filter.

3 Self-Tuning Filter

The self tuning filter is the most important part of this control which allows to make
insensible to the disturbances and filtering correctly the currents in a ß axis. Hong-scok
Song [3] The transfer function is defined as:

H sð Þ ¼ Vxy sð Þ
Uxy sð Þ ¼ K

sþ jx
s2 þx2 ð10Þ

In the stationary reference, the fundamental components are given by:

�va sð Þ ¼ k
s
va sð Þ � �va sð Þ½ � � x

s
�vb sð Þ ð11Þ

�vb sð Þ ¼ k
s

vb sð Þ � �vb sð Þ� 	� x
s
�va sð Þ ð12Þ

The Eqs. (11) and (12) represents the output of the STF (Figs. 2 and 3).

Fig. 2. Block diagram of the STF. Fig. 3. The block scheme of the proposed
control system using STF with the PQ method
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4 Synchronous Reference Frame

As we mention in the previous section, the SRF method depends only on the load
current and have similar identification of the three phase reference current to the PQ
method by the use of the Clark and its inverse transform.

Under ideal utility conditions, i.e., neither unbalance nor harmonic distortion, the
SRF-PLL yields good results [4]. But under voltage unbalance and distorted, the PLL
system would become unacceptable. On the other hand, when the utility frequency is not
constant, the positive-sequence detection system uses closed-loop adaptive methods in
order to render it insensitive to input frequency variations. With the aim of simplifying,
this work proposes the use of a second order generalized integrator (SOGI) [5].

5 Second Order Generalized Integrator

The overall proposed 2nd order LPF based control technique is shown in Fig. 4 and its
characteristic transfer functions are given by [6]:

H sð Þ ¼ kxs
s2 þ kxsþx2 ð13Þ

where x and k set resonance frequency and damping factor of the SOGI respectively [7].

The extracted iþa and iþb are transformed to a rotating d-q reference frame using
Park’s transformation where the fundamental d-q load current component needed to
generate the reference current signal is extracted. And to maintain synchronization with
the source voltage, sin xt and cos xt are generated from a phase locked loop
(PLL) such that:

iþd
iþq

� �
¼ sinxt � cosxt

cosxt sinxt

� �
iþa
iþb

� �
ð14Þ

Fig. 4. Block diagram of the SOGI.
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6 Control Strategy

The control signals needed in semiconductors commutation are carried out from the
technique of hysteresis band current control, which is the most suitable for all the
applications of current controlled voltage source inverter in active power filters. This
method has the advantages of good stability, fast response time and good precision.
Figure 5 shows the principle of the hysteresis band current controller for three phase
system. The hysteresis band current controller decides the switching pattern of APF.
Each violation of this band gives an order of commutation. This control system is also
characterized by a variable frequency of commutation. The hysteresis techniques have
also a few undesirable features such as uneven switching frequency that causes acoustic
noise and difficulty in designing input filter [8].

7 Simulation Results

The control system and compensation by APF is simulated using MATLAB/Simulink
and power system block set environment to verify the performance of the proposed
techniques. RL type non-linear load is used to see dynamic performances of the APF.
The system parameters used in these simulations are given in Table 1.

Fig. 5. Hysteresis current control principal.

Table 1. Parameter of the analyzed system

Coupling inductance 3mH

Coupling resistance 0.01 X

DC link capacitance 1100 lF
Source inductance 2.3 mH
Source resistance 0.42 X
Load resistance 10 X

Load inductance 0.3 mH
Source voltage (r.m.s) 100 V
System frequency 50 Hz
Coupling inductance 3 mH
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Given comparison in Table 2 is based on the conditions that have the same
switching frequency, and the same load conditions. Simulation results show that the
proposed method of the SRF with the SOGI give a better result in comparison with the
PQ using the STF from the THD% point of view, and it can be used to filter the
distorted a-ß components in order to extract the sinusoidal and symmetrical voltage
from the distorted and asymmetrical grid voltage (Fig. 6).

8 Conclusion

The case of distorted and unbalanced grid voltage condition has been considered in this
paper. This study shows the performance of the d-q method using the second order
generalized integrator which gives better results upon the p-q theory using the self
tuning filter based active power filter (APF) degrades in the case of an unbalanced and
distorted supply voltage condition. The use of a self-tuning filter (STF) and the SOGI
are proposed in order to increase the harmonic suppression efficiency of APF. Simu-
lation results show that the proposed method can improve the performance of active
power filters under non-ideal grid voltage conditions.

Table 2. Total harmonic distortion of system with and without filter

System System without
SAPF

System with SAPF using
PQ and STF

System with SAPF using DQ
and SOGI

THD% 16.26 2.43 2.31

Fig. 6. Performance of the SAPF (a) reference current, (b) load current, (c) DC link side,
(d) three phase source current without APF, (e) three phase source current with APF,
(f) harmonic order of the proposed technique.
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Abstract. Providing electrical energy for oil and gas extraction sites can be a
real challenge especially for a large oil and gas company like Sonatrach. Solar
energy can be great solution for this issue. This study presents an efficient way to
convert electrical energy from DC to AC using a modulation strategy called
selective harmonic elimination (SHE); this method will be used to optimize the
performance of a three level solar inverter for standalone power system. Har-
monic pollution is a very common problem in the field of power electronics, this
problem can cause multiple problems for power converters and electrical devices
and also reduce their lifespan. The SHE modulation strategy allows the elimi-
nation of low order harmonics and also control the amplitude of the fundamental
component of the output voltage spectrum. In this paper Tabu Search Algorithm
(TSA) is used to determine optimum switching angles for a three level solar
inverter. Simulation and experimental results are presented in this work.

Keywords: Solar inverter � Harmonic elimination � Tabu Search Algorithm
Optimization

1 Introduction

The global demand for energy is expected to increase significantly over the upcoming
two hundred years, this increase will pose a major challenge for oil and gas companies
such as ExxonMobil, Chevron, and Sonatrach. Oil production and refining process
consume a lot of energy. Oil and gas fields are often located far away from cities and
towns, so getting essential resources and necessary equipments to the sites present a big
problem. Using solar energy in production sites will solve some of the logistical
problems.

Energy efficiency is a very important issue in the field of power electronics, modern
solar power systems and converters (DC/DC or DC/AC) destined for professional use
must meet high efficiency and protection standards and also must generate high quality
electrical power to ensure the proper functioning of the electrical devices on site.

The harmonic content in an AC voltage waveform generated by an inverter can
affect significantly the performance of AC machines. For example harmonics can raise
the temperature of an AC motor which decreases the lifetime of the insulation and
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consequently the lifetime of the motor itself. One way to fight this problem is by
choosing the right modulation strategy.

Several modulation strategies have been proposed and studied for the control of
multilevel inverters such as Sinusoidal Pulse width modulation (SPWM) [1] and space
vector pulse width modulation (SVPWM) [2]. A more efficient method called selective
harmonic elimination pulse width modulation (SHE-PWM) [3] is also used; the method
offers a lot of advantages such as operating the inverters switching devices at a low
frequency which extends the lifetime of the switching devices. The main disadvantage
of this method is that a set of non-linear equations must be solved to obtain the optimal
switching angles to apply this strategy.

The optimal firing (switching) angles are computed by solving a set of non linear
equation that represents the desired waveform. Multiple algorithms have been used to
solve the optimal switching problem for multilevel inverters such as Genetic Algorithm
[4], Differential Evolution [5] and Particle swarm optimization [6] but these algorithms
are hard to program and they can take a long time to solve the equations. Tabu Search
Algorithm (TSA) [7–9] can be used to solve the optimal switching problem, it is really
easy to program and it can solve the non linear equations in few seconds.

This study presents the use of a simple H-Bridge configuration controlled by TSA
based selective harmonic elimination for solar application. The next section will pre-
sent briefly the Selective harmonic elimination for multilevel inverters and the Tabu
Search Algorithm. The last section presents the obtained simulation and experimental
results.

2 Selective Harmonic Elimination for Solar Inverter

Standalone solar power system is an off grid electrical supply system. An as shown in
Fig. 1 the system consists of an arrangement of several components including solar
panels, batteries and charge controllers, and also inverters which are the parts
responsible for changing the electric current from DC to AC.

The configuration of the inverter chosen in this study is presented in Fig. 2 which
consists of four switching elements assembled in an H-bridge configuration, this
configuration can generate up to three voltage levels. The converter is powered by a
direct current source.

Photovoltaic 
array

Charge 
controller

Battery

DC load

InverterAC load

Fig. 1. Standalone solar power system
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The performance of an inverter using any modulation strategy is rated according to
the harmonics in the generated voltage waveform. In order to control the fundamental
voltage and eliminate low order harmonics the proposed inverter must generate a
waveform similar to Fig. 3. The figure shows a three level voltage waveform with three
switching angles h1, h2 and h3.

Fourier series expansion of the generalized three level waveform output waveform
of the single-phase multilevel converter shown in Fig. 3 can be expressed as follows:

V xtð Þ ¼
X1

n¼1;3;5;...

4Vdc

np

Xp
i¼1

�1ð Þiþ 1cos nhið Þ
" #

sin nxtð Þ ð1Þ

where n is rank of harmonics, n = 1, 3, 5,…, and p = (N − 1)/2 is the number of
switching angles per quarter waveform., and hi is the i

th switching angle, and N is the
number of voltage levels per half waveform. The optimal switching angles h1, h2 and h3
can be determined by solving the following system of non-linear equations:

cos h1ð Þ � cos h2ð Þþ cos h3ð Þ ¼ rp=4
cos 3h1ð Þ � cos 3h2ð Þþ cos 3h3ð Þ ¼ 0
cos 5h1ð Þ � cos 5h2ð Þþ cos 5h3ð Þ ¼ 0

8<
: ð2Þ

S1 S3

S2 S4
Load

Vdc

Fig. 2. The proposed three level solar inverter

θ1 θ2
π/2

Vout

ωt3π/2
π

2π

θ3

Fig. 3. Generalized three level waveform with multiple switching angles.
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where r = H1/Vdc is the modulation index and H1 is the amplitude of the fundamental
component. The obtained solutions (h1, h2 and h3) must satisfy the following
constraint:

0\h1\h2\h3\p=2 ð3Þ

An objective function is necessary to perform the optimization operation, the
function must be chosen in such way that allows the elimination of low order har-
monics while maintaining the amplitude of the fundamental component at a desired
value Therefore the objective function is defined as:

F h1; h2; h3ð Þ ¼
X3
n¼1

cos hnð Þ � rp=4ð Þ
 !2

þ
X3
n¼3;5

cos nhnð Þð Þ
 !2

ð4Þ

The optimal switching angles are obtained by minimizing Eq. (4) subject to the
constraint Eq. (3). The main problem is the non-linearity of the transcendental set of
Eq. (2), the Tabu Search Algorithm (TSA) is used to overcome this problem.

3 Tabu Search Algorithm (TSA)

Tabu search which was first presented by Glover in 1986 [10] is a meta-heuristic
optimization method for solving hybrid optimization problems based on local search
algorithms to overcome their flaws. The overall structure of Tabu Search is as follows:
To achieve the optimal solution in an optimization problem, Tabu Search starts to move
from an initial solution. Then, the algorithm selects the best neighbor solution among
neighbors of the current solution. If the solution is not on the Tabu list, the algorithm
will move to the neighbor solution. Otherwise, the algorithm will check the aspiration
criterion. Based on the aspiration criterion, if the neighbor solution is better than the
best solution found so far, the algorithm will move towards that solution, even if it is in
the Tabu list. After moving to neighbor solution, the Tabu list is updated; that is, the
previous move to the neighbor solution is placed on the Tabu list to avoid return to that
solution in a cycle. In fact, Tabu list is an instrument in the Tabu search algorithm by
which the algorithm is prevented from falling into the local optimum. Then, a number
of moves previously put in the Tabu list are removed from the list. The time when
moves are placed in the Tabu list is determined by a parameter called as Tabu tenure.
The move from the current solution to the neighbor solution continues until the stop
criterion is met. Different stop criteria can be considered for the algorithm. For
example, limited number of moves to the neighbor solution can be a stop criterion [11].
A flowchart of the TSA for SHE is shown in Fig. 4.
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4 Simulation and Experimental Results

In order to prove the theoretical predictions and to test the effectiveness of the proposed
algorithm, the control method and the mathematical model of the proposed inverter were
developed and simulated using MATLAB scientific programming environment;
the optimization program was executed on a computer with Intel(R) Core(TM)
i3 CPU @ 2.13 GHz Processor and 4 GB of RAM, the optimization algorithm takes
1.002 s to complete the computation process.

An H-Bridge module was built to validate the results obtained from the simulation
process; Irf640 MOSFETS were used as switching devices for the proposed inverter,
4N25 optocouplers were used to protect the microcontroller used in this experiment,
Siglent SDS 1000 oscilloscope with FFT capability was used to preview the voltage
waveforms and to perform Fast Fourier Transform (FFT) analysis. Figure 5 shows the
experimental setup used in this study.

Fig. 4. Flowchart of Tabu Search Algorithm (TSA)

Fig. 5. Solar panels (left) and experimental setup used in this study (right)
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To choose the set of switching angles with the lowest Total Harmonic Distortion
(THD), the generated solutions from the Tabu Search Algorithm are examined for their
corresponding THD using this equation:

THD %ð Þ ¼
P1

n¼3;5;7;... H
2
n

H1
� 100 ð5Þ

where Hn is the amplitude of a harmonic of rank n and H1 is the amplitude of the
fundamental component. The left side of Fig. 6 shows the generated switching angles
for the three level inverter versus the modulation index r. The modulation index varies
from 0 to 1.06 with a step size of 0.01. The right side of Fig. 6 presents the corre-
sponding total harmonic distortion for each set of solutions and it can be clearly seen
that the lowest harmonic content corresponds to r = 1.05 with a THD of 44.28%. So
the values (in degrees) of the switching angles with lowest THD are: h1 = 20.08°,
h2 = 33.04° and h3 = 43.63°.

Figure 7 presents simulation (on the left) and experimental (on the right) results of
the output voltage waveform for switching angle values of h1= 20.08°, h2 = 33.04° and
h3= 43.63°. It can be clearly seen that simulation and experimental waveforms are
identical.

Figure 8 presents simulation (on the left) and experimental (on the right) results of
FFT of the generated three level waveform. Simulation and experimental results are
identical and as expected it can be seen from the results that the targeted harmonics (3rd

and 5th) were successfully eliminated.
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Fig. 6. Switching angles versus modulation index r (left), THD versus modulation index r
(right)
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5 Conclusions

This paper demonstrated the ability of the selective harmonic elimination strategy for
multilevel inverters of producing high quality voltage waveform with less harmonics
and maintain the fundamental component at a desired value, and also the possibility of
using the Tabu Search Algorithm (TSA) to solve the optimal switching problem for
multilevel inverters. The SHE would be a very efficient method to control solar DC to
AC converters.
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Abstract. Multilevel inverters are well used in high power electronic appli-
cations because of their ability to generate a very good quality of waveforms,
reducing switching frequency, and their low voltage stress across the power
devices. This paper presents the Hybrid Pulse Width Modulation (HPWM)
strategy base on Sinusoidal PWM (SPWM) and Optimized Harmonics Stepped
Waveform (OHSW) of a nine-level asymmetrical inverter. The use of asym-
metrical topologies allow to reduce the number of power devices. The HPWM
approach is compared to the SPWM strategy. Simulation results demonstrate the
better performances and technical advantages of the HPWM controller in
feeding a High Power Induction Motor (HPIM).

Keywords: Asymmetrical inverter � Hybrid PWM � Sinusoidal PWM
Optimized harmonics stepped waveform � High power induction motor

1 Introduction

Inverters are widely used in modern power grids; a great focus is therefore made in
different research fields in order to develop their performance. Three-level inverters are
now conventional apparatus but other topologies have been attempted this last decade
for different kinds of applications. Among them, Neutral Point Clamped (NPC) in-
verters, flying capacitors inverters also called imbricated cells, and series connected
cells inverters called cascaded H-bridge inverters [1–3].

This paper is a study about a three-phase multilevel converter based on series
connected single phase inverters (partial cells) in each phase. A multilevel converter
with k partial inverters connected in serial is presented by Fig. 1. In this configuration,
each cell of rank j = 1…k is supplied by a dc-voltage source udj. It has been shown that
feeding partial cells with unequal dc-voltages (asymmetric feeding) increases the
number of levels of the generated output voltage without any supplemental complexity
to the existing topology [4, 5]. These inverters are referred to as “Cascaded H-bridge
Asymmetrical Multilevel Inverters” or CHBAMI.

Some applications such as active power filtering need inverters with high perfor-
mances [6]. These performances are obtained if there are still any harmonics at the
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output voltages and currents. Different Pulse-Width Modulation (PWM) control-
techniques have been proposed in order to reduce the residual harmonics at the output
and to increase the performances of the inverters [7, 8]. The most popular one is
probably the Sinusoidal PWM technique (SPWM) which shifts the harmonics to high
frequencies by using high-frequency carriers [9, 10].

To minimize the Total Harmonic Distortion (THD) of the output voltage of the
CHBAMI, we have applied the Hybrid Pulse Width Modulation (HPWM) strategy
combining SPWM and Optimized Harmonics Stepped Waveform (OHSW) methods
[11, 12]. In this study we compare the SPWM strategy and HPWM strategy applied to
the control of a Nine-level Uniform Step Cascaded H-bridge Asymmetrical Inverter (9-
level USCHBAI). As well we compare the performances related to the association 9-
level USCHBAI-HPIM for both strategies. Simulation results demonstrate the better
performances and technical advantages of the HPWM controller in feeding a high
power induction motor.

2 Uniform Step CHBAMI (USCHBAMI)

Multilevel inverters generate at the ac-terminal several voltage levels as close as
possible to the input signal. The output voltage step is defined by the difference
between two consecutive voltages. A multilevel converter has a uniform or regular
voltage step, if the steps Δu between all voltage levels are equal. In this case the step is
equal to the smallest dc-voltage, ud1 [13]. This can be expressed by:

ud1 ¼ Du ¼ us2 � us1 ¼ us3 � us2 ¼ . . . ¼ usN � usðN�1Þ ð1Þ

If this is not the case, the converter is called a non uniform step CHBAMI or irregular
CHBAMI. An USCHBAMI is based on dc-voltage sources to supply the partial cells
(inverters) composing its topology which respects to the following conditions:
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Fig. 1. Three-phase structure of a multilevel converter with k H-bridge inverters series
connected per phase
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ud1 � ud2 � . . .� udk

udj � 1þ 2
Xj�1

l¼1

udl

8

><

>:

ð2Þ

where k represents the number of partial cells per phase and j = 1… k.
The number of output voltage levels depends on the number of cells per phase and

on the corresponding supplying dc-voltages. Equation 3 shows that in certain cases,
there are many possibilities for setting the partial dc-voltages to obtain the same
number of levels. These possible redundant solutions are an other degree of freedom for
the designer.

N ¼ 1þ 2rk where rk ¼
Xk

j¼1

udj ð3Þ

Table 1 gives some examples of the dc-voltages which can be set and the corre-
sponding number of output voltage levels which can be obtained. In this example there
are k = 3 series-connected single-phase inverters per phase.

3 Multilevel Inverters Control Strategies

Among several modulation strategies, the multi-carrier sub-harmonic PWM technique
has been receiving an increasing attention for symmetrical multilevel converters [14].
This modulation method can also be used to control asymmetrical multilevel power
converters. Other kinds of modulation techniques can also be used in the case of
CHBAMI. This section presents the both strategies SPWM and HPWM (SPWM-
OHSW), these control strategies will be compared by computer simulations.

A. Sinusoidal Pulse-Width Modulation (SPWM)

The SPWM is also known as the multi-carrier PWM because it relies on a com-
parison between a sinusoidal reference waveform and vertically shifted carrier wave-
forms. N − 1 carriers are therefore required to generate N levels. The carriers are in
continuous bands around the zero reference. They have the same amplitude Ac and the

Table 1. Examples of unequal dc-voltages in a 3 cells CHBAMI

ud1 (p.u.) ud2 (p.u.) ud3 (p.u.) N

1 1 2 9
1
1

1
2

3
2

11

1
1

1
2

4
3

13
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same frequency fc. The sine reference waveform has a frequency fr and an amplitude
Ar. At each instant, the result of the comparison is 1 if the triangular carrier is greater
than the reference signal and 0 otherwise. The output of the modulator is the sum of the
different comparisons which represents the voltage level. The strategy is therefore
characterized by the two following parameters, respectively called the modulation
index and the modulation rate [10, 15]:

m ¼ fc
fr

ð4Þ

r ¼ 2
N � 1

Ar

Ac
ð5Þ

The reference voltages are given as follows:

uri ¼ urmax sinð2pfrt � ðj� 1Þ2p=3Þ
ði; jÞ 2 ða; 1Þ; ðb; 2Þ; ðc; 3Þf g

�

ð6Þ

We propose to develop a nine-level uniform step cascaded H-bridge asymmetrical
inverter composed of k = 3 partial inverters per phase with the following dc-voltage
sources: ud1 = 1p.u., ud2 = 1p.u. and ud3 = 2p.u.. The output voltage uab and its fre-
quency representation are presented by Fig. 2.
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by the SPWM (r = 0.8, m = 21)
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B. Hybrid Pulse Width Modulation (HPWM)

The hybrid PWM strategy associates the SPWM and Optimized Harmonics Step-
ped Waveform (OHSW) synthesis in higher power cell with high frequency PWM
modulation for the lowest power. Figure 3 shows the principle scheme of HPWM.

In this strategy the reference signal of multilevel inverter is the same used with
reference for the higher cell (cell three), that is compared with two levels dc voltage
(+r2 and −r2). The difference between the reference signal and output voltage of cell
three is the reference for the cell two, that is compared with (+r1 and −r1). The
difference between the reference signal and the output voltage of cell two is the ref-
erence of cell one, which is compared with a high frequency triangle carrier signal. The
output voltage uab and its frequency representation are presented by Fig. 4.
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Fig. 3. Schematic diagram of the proposed method (HPWM)
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Fig. 4. Output voltage uab and its frequency representation of the 9-level USCHBAI controlled
by the HPWM (r = 0.8, m = 21)
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4 Application of High Power Induction Motor

In order to evaluate the performance of the proposed approach, a 9-level USCHBAI is
used to supply a High Power Induction Motor (HPIM). This approach is compared to
the SPWM strategy in controlling the 9-level USCHBAI. The objective is to use the
proposed strategy in order to minimize the harmonics absorbed by the induction motor.

Figures 5 and 6 show the results of a high power induction motor with the following
data: rated power Pn = 20 MW, rated voltage 5.5 kV, stator resistance Rs = 0.397 X,
rotor resistance Rr = 0.081 X, stator inductance Ls = 0.0089H, rotor inductance
Lr = 0.0085H, mutual inductance Lm = 0.0082H, number of pole pairs P = 2, rotor
inertia J = 1400 kg m2, viscous friction coefficient Kf = 0.009 Nm s rad−1.
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Performances obtained with both methods are summarized in Table 2. The analysis
of figures and Table 2, show that:

– For HPWM strategy: the THD measured on ua is smaller than the one obtained with
the SPWM method, the stator current closer to the sinusoid;

– For SPWM strategy: the electromagnetic torque continuously oscillates at a fre-
quency f (50 Hz), because of the harmonics of rank tow which is present in the
stator current. The torque oscillates at 2f (100 Hz) with the THIPWM approach.
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Fig. 6. Performance of the HPIM fed by a 9-level USCHBAI controlled by the HPWM
(SPWM-)
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5 Conclusions

The improved performance of a drive system of an induction motor passes through the
choice of a best strategy of the control inverter. In this work, we have shown by
simulation that the HPWM strategy presents better performances than the SPWM
strategy. Indeed, it ensures a highest quality torque and minimizes the current har-
monics. Therefore the choice of this strategy in controlling a uniform step cascaded
H-bridge asymmetrical multilevel inverter feeding a high power induction motor.
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Abstract. An improved switching table is proposed to solve the power ripple
and achieve better performance of direct power control (DPC) for a three-phase
PWM rectifier in this paper. This new control method is applied to overcome the
instantaneous power ripple, to eliminate line current harmonics and therefore
reduce the total harmonic distortion and to improve the power factor.
The new switching table is based on the analysis on the change of active and

reactive power, to select the optimum switching state of the voltage rectifier. The
effectiveness of the proposed control strategy is verified by simulation platform
using Matlab/Simulink.

Keywords: Power quality � Instantaneous power � Direct power control
Switching table � Unity power factor

1 Introduction

In order to improve the characteristics of rectifying process in power electronics, a new
generation of rectifiers called PWM rectifiers have replaced the conventional full bridge
Diode/Thyristor rectifier duo to its advanced qualities, such as low THD of input ac
current, the possibility of operation with a power factor unity, the control of the direction
of the active power and DC-bus voltage control over a wide range [1–3]. Various control
strategies proposed in [4–6] which is classified into two categories: (1) Voltage Oriented
Control (VOC) similar to the vector control of electrical machines [7–9], and (2) Direct
Power Control (DPC) similar to the direct torque control of electrical machines [10].
These strategies reach the same goals, such as the unity power factor and the sinusoidal
input current waveform, but their principles are different. This method has some dis-
advantages such as coupling which occurs between the active and reactive components
and the problem of coordinate transformation. However, the DPC controls the active and
reactive power directly. Compared to VOC, the DPC can achieve very quick response
with simple structure by selecting a voltage vector from predefined switching table. The
latter is not accurate for it gives large power ripples [11, 12]. The main advantages of
DPC are absence of coordinate transformation, no internal current control loop and no
PWMmodulator block. In the conventional DPC [13], the active and reactive power are
estimated using grid voltage and current measurements based on instantaneous power
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theory [14]. The hysteresis band control technique is used to compare instantaneous
errors of active and reactive power. The output of the two hysteresis controller and the
position of the voltage vector constitute the inputs of the switching table which imposes
the switching state of the PWM rectifier [15, 16].

The disadvantages of conventional DPC are high active power ripple and slow
transient response to the step changes in power load. The switching table has a very
important role in the performance of the direct power control [17]. However, the use of
only one voltage vector in the conventional switching table during one control period
leads to high power ripples. The conventional switching table illustrated in [18],
demonstrates that it is not satisfactory in the controlling of the active and reactive
power. The main aim of this paper is to propose a new switching method for DPC to
improve DC-bus voltage regulation by directly controlling the This paper is arranged as
follows: A model of a three-phase rectifier is presented in section two. A principle of
the proposed DPC with a new switching table is carried out based on the analysis of the
instantaneous active and reactive power, including steady state performance, dynamic
response and robustness against external load disturbance. Simulations by using
Matlab/Simulink are performed to study the characteristics and performance of the
proposed method under steady state and transient conditions. To conclude, there is a
thorough conclusion.

2 Model of Three-Phase PWM Rectifier

The topology of three-phase bidirectional voltage-source PWM rectifier (VSR) is
shown in Fig. 1. The VSR is connected to the three phase ac source via smoothing
L and internal resistance R. The inductance acts as a line filter for smoothing the line
currents with the minimum ripples. Insulated Gate Bipolar Transistor (IGBTs) are used
as the VSR power switches since IGBTs have features of high frequency switching
applications. The dc-link capacitor C, is used for filtering the ac components so that dc
voltage with minimum ripple can be achieved at the output of VSR. It is assumed that a
pure resistive load RL is connected at the dc-link capacitor C [19].

The model of the PWM rectifier can be expressed in (a, b, c) frame as:

vabc½ � ¼ R iabc½ � þ L
d
dt

iabc½ � þ vrabc½ � ð1Þ

c
dvdc
dt

¼ Saia þ Sbib þ Scic ð2Þ

The phase voltages at the poles of the converter are equal to:

vra
vrb
vrc

2
4

3
5 ¼ vdc

3

2 �1 �1
�1 2 �1
�1 �1 2

2
4

3
5 Sa

Sb
Sc

2
4

3
5 ð3Þ
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The instantaneous active power and reactive power at the grid side can be calcu-
lated from grid voltage and current as [20–22]:

p ¼ vaia þ vbib þ vcic
q ¼ 1ffiffi

3
p vb � vcð Þ ia þ vc � vað Þ ib þ va � vbð Þ ic½ �

�
ð4Þ

From the power model of PWM rectifier we can know that different switching
states have different influences on the active and reactive power. It’s possible to select
optimal switching states to adjust active and reactive power.

3 Model of Switching Table for DPC

3.1 Principle of the DPC

The direct power control (DPC) technique is based on the direct control of active and
reactive power of PWM rectifier. The instantaneous values of active p and reactive
q power are estimated by (4). The active power reference is obtained from the voltage
controller of the DC bus. However, the reactive power reference is set to zero to get
unity power factor. As shown in Fig. 2, the output of the two hysteresis controllers
constitute the inputs of the proposed switching table which selects the optimal
switching states of PWM rectifier [10–14]. The digitized signals Sp, Sq which provided
by a fix band hysteresis comparators can show whether should increase or reduce
(decrease) the active or reactive power.

The power model of PWM rectifier is given as [21]:

L dp
dt ¼ �Rp � xLq � vavra þ vbvrb

� � þ v2a þ v2b
� �

L dq
dt ¼ �Rq þxLp � vavra � vbvrb

� �
(

ð5Þ

Fig. 1. Topology of three-phase PWM rectifier.
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From the power model of PWM rectifier, we can know that different switching
states have different influences on the active and reactive power. It’s possible to select
the proper switching states to adjust the active and reactive power. The phase of the
power-source voltage vector is converted to the digitized signal hn. For this purpose,
the stationary coordinates are divided into 12 sectors, as shown in Fig. 3.

3.2 Vector Selection in the New Switching Table

The new switching table is formed from the output of the two hysteresis controllers
(Sp, Sq) and the angular position hn of the voltage vector. SP = 1 stands for the need to

Fig. 2. Proposed DPC configuration of three-phase PWM rectifier.

Fig. 3. Twelve sectors in stationary coordinates, to specify power-source voltage vector position
and rectifier voltage vectors.
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increase the active power, while SP = 0 denotes the need to decrease the active power.
So is the case of the Sq. According to the inputs SP and Sq, together with the sector
information, the proper rectifier input voltage vector can be chosen and the corre-
sponding switching stable will be sent to trigger the IGBTs of the main circuit. Con-
sidering the value of R is small enough to be neglected, the instantaneous active and
reactive power can be rewritten as:

dp
dt ¼ 3

2
V2
M
L � VMvdc

L cos xt � p
3 k � 1ð Þ� 	

dq
dt ¼ � VMvdc

L sin xt � p
3 k � 1ð Þ� 	þxp

(
ð6Þ

Where k = 1, 2, 3, 4, 5, 6, corresponding to the no zero selected voltage vector
number shown in Fig. 3. The variation of active power and reactive power versus grid
voltage position for various rectifier voltage vectors are depicted in Fig. 4. In order to
achieve better performance of the system, the switching table should be synthesized
based on the variation of active and reactive power for various rectifier voltage vectors
in each sector, as shown in Fig. 4. Take the first three sectors for example, the signs of
slope in active and reactive power are illustrated in Table 1 [22].

Take the first three sectors for example, the signs of slope in active and reactive
power are illustrated in Table 1 [22]. The new switching table for DPC of PWM
rectifier can be summarized in Table 2.
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Fig. 4. Variation of active and reactive power for various rectifier voltage vectors.

Table 1. Table signs of slope in active and reactive power for first three sector.

dp=dt dq=dt

Sector i0 Sp ¼ 1
� � h0 Sp ¼ 0

� � i0 Sq ¼ 1
� � h0 Sq ¼ 0

� �
h1 V2, V3, V4, V5 V1, V6 V1, V2, V3 V4, V5, V6

h2 V3, V4, V5, V6 V1, V2 V2, V3, V4 V1, V5, V6

h3 V3, V4, V5, V6 V1, V2 V2, V3, V4 V1, V5, V6
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3.3 Control of DC-Link Voltage

The basic operation principle of VSR is to regulate the dc-link voltage vdc at load, at a
reference value v�dc, while maintaining a desired grid side power factor. The value of v�dc
has to be high enough to keep the diodes of converter blocked and maintain the
controller stability. Generally, the minimum dc-link voltage can be determined by the
peak value of line-to-line grid, i.e. Vdc �

ffiffiffi
3

p ffiffiffi
2

p
V RMSð Þ ¼ 2; 45V RMSð Þ. The error

between rectified voltage vdc and reference v�dc is then fed to the anti-windup IP con-
troller to obtain the current component command i�dc [19]. The product of rectifier
voltage vdc and the current reference obtained at the output of the anti-windup IP
controller gives the active power reference.

4 Results and Discussion

To evaluate the performance of the proposed DPC with switching table, the simulation
test is carried out on a two-level three-phase PWM rectifier. In this simulation test, we
have introduced some changes the reference of the DC bus voltage (between t ¼ 0:30 s
and t ¼ 0:70 s), and then introduced a perturbation characterized by a load resistance
increasing between the instant t ¼ 0:45 s and t ¼ 0:55 s. The main parameters of the
simulation circuit are given in Table 3.

Figure 5(a) shows simulation waveform that the load increasing from 500 X to 750
X at 0:4 s and at 0:6 s. We notice from Fig. 5(b) that the response of the DC-bus
voltage vdc follows perfectly its reference. There is a satisfactory steady state operation

Table 2. The switching table for DPC of PWM rectifier.

SP Sq h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12
1 0 V5 V6 V6 V1 V1 V2 V2 V3 V3 V4 V4 V5

1 V2 V2 V3 V3 V4 V4 V5 V5 V6 V6 V1 V1

0 0 V6 V1 V1 V2 V2 V3 V3 V4 V4 V5 V5 V6

1 V1 V2 V2 V3 V3 V4 V4 V5 V5 V6 V6 V1

Table 3. Rectifier parameters.
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(b) DC output voltage
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Fig. 5. Simulation result of the PWM rectifier with under load disturbance (50% variation of
resistance at 0.45 s and 0.55 s).
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(a) Zoom of line current

(b) Line current spectrum of phase a

(c) Voltage and current waveforms of phase a

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.2

0.4

0.6

0.8

1

1.2

dc
 L

oa
d 

cu
rr

en
t (

A)

Time (s)

iL

0 10 20 30 40
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Harmonic Order

Am
pl

itu
de

0.4 0.42 0.44 0.46 0.48 0.5
-200

-150

-100

-50

0

50

100

150

200

G
rid

 v
ol

ta
ge

 (V
)/ 

cu
rr

en
t (

A)

Time (s)

50.ia
va

Fig. 6. The waveforms of voltage, three phase grid current and line current spectrum.
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with no static error, which shows that the proposed analytical approach for the design
of the IP regulator is fairly rigorous, Fig. 5(c). The application of the disturbance
affects the DC bus voltage with a weak drop of the order of 0.3% for a brief period of
0.05 s, Fig. 5(c). This signifies that the voltage IP regulator acts well on the rejection of
this disturbance. To show the efficiency of the IP regulator, the normalized error of the
DC bus voltage is shown in Fig. 5(d).

The introduction of the perturbation characterized by a increase in the load resis-
tance applied at the instant t ¼ 0:4 s in steady state causes a decrease in the load current
which responds instantaneously to this variation and after the instant t ¼ 0:6 s, the
current iL is kept constant at its nominal value 0.8 A, Fig. 5(e).

The current response is practically instantaneous, as shown in Fig. 6(a), which
represents the three currents at the input of the rectifier corresponding to the current
operation. In transient mode, these currents show a transient with a rapid increase when
the load is applied. Then they stabilize at amplitude of 1.25A after the instant t ¼ 0:6 s.
We notice that these grid currents are sinusoidal which gives a low rate of harmonic
distortion. Figure 6(b) shows the harmonic spectrum of the response of the grid current
ia. It is noted that all the low render harmonics are well attenuated, which gives a rate of
harmonic distortion (THD = 0.96%). Figure 6(c) shows that the grid current ia is phase
with the grid voltage, which gives a unity power factor.

The power response is illustrated in Fig. 7. The active power increases from 245 W
to 406 W at t ¼ 0:25 s, and then decreases to 270 W between t ¼ 0:3 s and t ¼ 0:7 s,
and then increases to 406 W. After t ¼ 0:8 s it stabilizes at the initial value (245 W).
The proposed DPC with a new switching table adjusts well the active power in all
sectors when the load power decreases. It is clearly seen that in Fig. 7, the reactive
power is kept at zero to achieve a unity power factor. It can be seen that the proposed
DPC achieves a decoupled control of active and reactive power. It can be seen that the
proposed DPC achieves a decoupled control of active and reactive power. The simu-
lation results prove that the proposed DPC is much better when the load changes.
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5 Conclusion

The proposed method in this paper can select an appropriate switching state of the
voltage rectifier by analysis of instantaneous active and reactive power. Consequently,
the effectiveness of this proposed method is verified by simulation which can achieve
unity power factor, and keep the instantaneous active and reactive power and dc-bus
voltage at their desired values. The presented results show that the proposed approach
gives better performances in steady state and dynamic response disturbance rejection.
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Abstract. This paper proposes a novel neuro-fuzzy control (NFC) for multi-
phase induction machine (MPIM) fed by two multi-level converters (MLC) us-
ing venturing modulation algorithm. A four-layer artificial neural network
(ANN) structure is utilized to train the parameters of the fuzzy logic controller
(FLC) based on the minimization of the square of the error. In the proposed
method indirect field oriented control (IFOC) is applied to the MPIM. The
results are compared with the results obtained from a proportional–integral
(PI) controller. Simulation results obtained are very satisfactory and showed that
neuro-fuzzy control performance is enhanced using two multi-level converters
(MLC) with introduces load disturbances.

Keywords: Multi-phase induction machine (MPIM)
Multi-level converters (MLC) � Neuro-fuzzy controller (NFC)

1 Introduction

The Multi-phase induction machine fed by voltage source multi-level converters has
many advantages over conventional three-phase machines, such as reducing the har-
monic currents of the rotor, reducing the current per phase without increasing the
voltage per phase increasing reliability reducing the amplitude and reducing torque
pulsation [1, 2]. The double star asynchronous machine (DSIM) is a typical example of
the above-mentioned machines. It has two windings whose phases are spatially dis-
placed by a = 30° electrical degrees with isolated neutrals [3].

The main disadvantages of conventional control algorithms such as proportional-
integral-derivative (PID) and proportional-integral (PI) controllers are sensitivity to
variations in system parameters and inadequate rejection of internal perturbations and
load changes and the designs of these controllers depend on the exact machine model
with precise parameters [4, 5]. On the other hand, intelligent controller designs do not
need the exact mathematical model of the system. Therefore, an intelligent controller
requires special attention for controlling the speed of high-performance induction
machine drive systems.

© Springer Nature Switzerland AG 2019
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Numerous methods have been proposed to replace conventional controllers
integral-proportional (IP) controllers proportional-integral (PI) and proportional-
integral-derivative (PID), such as the fuzzy logic controller (FLC) [6–8] and artificial
neural networks (ANN’s) [9, 10]. A simple fuzzy controller implemented in the
machine drive speed control has a narrow speed operation and needs much manual
adjusting by trial and error if high performance is wanted [8]. On the other hand, it is
extremely difficult to create a training data set for the artificial neural network
(ANN) which can handle all modes of operation [11]. Neuro-fuzzy controller
(NFC) developed in the early 90s by Jang [12], combines the concepts of fuzzy logic
and neural networks to form a hybrid intelligent system that enhances the ability to
automatically learn and adapt. An artificial neural network (ANN) is used to adjust the
input and output parameters of membership functions in a Fuzzy logic controller
(FLC). The back propagation-learning algorithm is used for training this network.
Neuro-fuzzy controller, or simply NFC controller for the induction machine drive,
which has the advantages of both FLC and ANN is proposed.

Concerning studies and control of multi-phase induction machines use a conven-
tional voltage source multi-level converter (VSMLC) to supply machine. However, the
induction machine drive fed by the multi-level converter is superior to the conventional
pulse-width-modulation voltage-source multi-level converters (PWM–VSMLC)
because the MLC offers many advantages [13, 14].

In this study, a robust control method based on neuro-fuzzy (NF) is proposed for
speed control of a multi-phase induction machine (MPIM) supplied by two multi-level
converters (MLC) in the associated to the indirect field oriented control (IFOC). The
simulation results show that the proposed techniques can yield very satisfactory per-
formances with introduces load disturbances and parameters variations. A complete
simulation model for indirect field oriented control of MPIM supplied by two multi-
level converters incorporating the proposed NFC is developed in MATLAB software.

This paper is organized as follows: In Sects. 2 and 3, the DSIM and IFOC is
explained, in the next Sect. 4 the multi-level converter model is presented, the design of
the NFC controller is shown in Sect. 5 results and discussion are submitted in Sect. 4,
The conclusion is given in the last Sect. 7.

2 Modeling of the DSIM

A common type of multi-phase machine is the a dual stator induction machine (DSIM),
where two sets of three-phase windings, spatially phase shifted by 30 electrical degrees,
share a common stator magnetic core as shown in Fig. 1 [15, 16].

The stator six phases are divided into two wye-connected three phase sets labeled
Sas1 Sbs1 Scs1 and Sas2 Sbs2 Scs2 whose magnetic axes are displaced by a = 30° elec-
trical angles, the windings of each three-phase set are uniformly distributed and have
axes that are displaced 120° apart, The three-phase rotor windings Sar, Sbr and Scr are
also sinusoidal distributed and have axes that are displaced apart by 120° [8–15].

The modeling and control of DSIM in the original reference frame would be very
difficult. For this reason, it is necessary to obtain a simplified model to control this
machine [6–16], The DSIM model is decomposed into two main sub-models noted
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(ds1-qs1) and (ds2-qs2) for the stator side and one sub model noted (dr-qr) for the rotor
side. All sub-models are expressed in the synchronous reference frame [15, 16].

The stator voltage sub-model (ds1-qs1) is written as:

vds1 ¼ Rs1ids1 þ d
dtuds1 � xsuqs1

vqs1 ¼ Rs1iqs1 þ d
dtuqs1 þxsuds1

(
ð1Þ

The stator voltage sub-model (ds2-qs2) is written as:

vds2 ¼ Rs2ids2 þ d
dtuds2 � xsuqs2

vqs2 ¼ Rs2iqs2 þ d
dtuqs2 þxsuds2

(
ð2Þ
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Fig. 1. DSIM windings.
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The rotor voltage model (dr-qr) is written as:

0 ¼ Rridr þ d
dtudr � ðxs � xrÞuqr

0 ¼ Rriqr þ d
dtuqr þðxs � xrÞudr

(
ð3Þ

The expressions for stator and rotor flux are:

uds1 ¼ Ls1ids1 þLm ids1 þ ids2 þ idrð Þ
uqs1 ¼ Ls1iqs1 þLm iqs1 þ iqs2 þ idr

� ��
ð4Þ

uds2 ¼ Ls2ids2 þLm ids2 þ ids2 þ idrð Þ
uqs2 ¼ Ls2iqs1 þLm iqs1 þ iqs2 þ iqr

� ��
ð5Þ

udr ¼ Lridr þLm ids1 þ ids2 þ idrð Þ
uqr ¼ Lriqr þLm iqs1 þ iqs2 þ iqr

� ��
ð6Þ

The electromagnetic torque and represented by the following equation:

J dXdt ¼ Ce � Cr � fX

Tem ¼ P Lm

Lm þLr
urd Isq1 þ Isq2
� �þurq Isd1 þ Isd2ð Þ� �

8<
: ð7Þ

Where xs, xs speed of synchronous reference frame and rotor electrical angular,
Ls1,Ls2 and Lr stator and rotor inductances,Lm resultant magnetizing inductance, P
number of polepairs,f moment of inertia,Cr load torque, f total viscous friction
coefficient.

3 DSIM Control Method

The IFOC theory applied to the DSIM aims at obtaining a decoupled control of the
machine flux and torque. The d-axis is aligned with the rotor flux space vector [6–16].
Furthermore, in the case of rotor flux orientation, its components are controlled to
ensure the following condition:

Firstly, The developed model can be simplified again in case of the application of
the IFOC technique to the DSIM drive system, the control strategy is used to maintain
the quadrature component of the flux equals to zero and the direct flux equals to the
reference frame like shows (1) and (2) respectively:Urq ¼ 0,Urq ¼ ur.

Tem ¼ P
Lm

ðLm þLrÞurðiqs1 þ iqs2Þ ð8Þ

The final formula expression of the direct currents id given by:

ðids1 þ ids2Þ ¼ ur=Lm
ð9Þ

460 E. Zaidi et al.



ðiqs1 þ iqs2Þ ¼ Lm þLr

P Lmur
Tem ð10Þ

Finely, the slip angular frequency is:

xsl ¼ RrLm

ðLm þLrÞur
ðiqs1 þ iqs2Þ ð11Þ

Figure 1 presents a scheme showing the relationship between the inputs and out-
puts expressed by the above equations.

4 Multi-level Converter Model and Control

The different topologies for multi-level converter have been proposed, the most popular
being the diode-clamped, flying capacitor and cascade H-bridge structures [17]. The
cascaded H-bridge multi-level converters have more advantages than other topologies
because it does not require any balancing capacitors and diodes. In this paper, a cascade
inverter is studied for (RL) load and control schemes of DSIM.

The proposed multi-level three-phase cascaded H-bridge converter, for example,
the topology of a five-level includes a standard three-leg converter (one leg for each
phase) and H-bridge in series with each converter leg as shown in Fig. 3 [17, 18]. All
signals for controlling the cascade H-bridge multi-level converter are created by a
PWM signal modulated technique, for controlling the active devices, the most popular
and easiest technique to implement uses several triangle carrier signals and one ref-
erence (Fig. 4).
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Fig. 3. Topology of the five-level three-phase cascaded H-bridge multi-level converter.
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5 Design of the NFC Controller

The neuro-fuzzy controller (NFC) is composed of an on-line learning algorithm with a
neuro-fuzzy network (show scheme in Fig. 2). The neuro-fuzzy network is trained using
an on-line learning algorithm. Fuzzy inference system is generated with two inputs and
one output, the two inputs correspond to speed error and its changing and take the name
“ex” and “e�x” respectively. The output corresponds to the torque command takes the
name “TemNFC” [19, 20]. In this four-layer ANN structure Fig. 5, the first layer repre-
sents for inputs, the second layer represents for Fuzzification, the third layer represents
for fuzzy rule evaluation and the four layer for Defuzzification [20].

The desired electromagnetic torque T�
em is given by PI controller, eTem represents the

error between the desired torque T�
em and the control torque TemNFC (its current value

given by neuro-fuzzy controller).
The detailed discussions on different layers of the neuro-fuzzy network are given

below.
First layer:Each input node in this layer corresponds to the specific input variable,

the inputs of this layer are given by netI1 ¼ ex and netI1 ¼ e�x.
The outputs of this layer are given by:yI1 ¼ f I1 netI1

� � ¼ ex and yI2 ¼ f I2 netI2
� � ¼ e�x.

The weights of this layer are unity and fixed.
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Second layer: Each node performs a membership function that can be referred to as
the fuzzification procedure, each input have seven Gaussian membership functions
(MFs) as shown in Fig. 6.

netII1;j ¼ � xII1;j �mII
1;j

rII
1;j

 !2

ð12Þ

netII2;k ¼ � xII2;k �mII
2;k

rII
2;k

 !2

ð13Þ

yII1;j ¼ fII1;j netII1;j
� �

¼ enet
II
1;j ð14Þ

where: mII
1;j, m

II
2;k represents the Gaussian MFs centers and rII

1;j, r
II
2;k determines the

MFs widths.

yII2;k ¼ fII2;k netII2;k
� �

¼ enet
II
2;k ð15Þ

Third layer: Is called inference and decision layer; the output of every node is the
product of all input signals. Based on 49 rule in rule-base of fuzzy inference system, the
rule base of the neuro-fuzzy controller is given in Table 1, there are 49 nodes in this
layer with function as:
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netIIIj;k ¼ xIII1;j � xIII2;k
� �

; yIIIj;k ¼ fIIIj;k netIIIj;k
� �

¼ netIIIj;k ð16Þ

The values of weights between second layer and third layer are unity.
Fourth layer: is called defuzzifier layer, the center of gravity method is used to

determine the output of NFC, each node equation is specified as flowing:

a ¼
X
j

X
k

xIV
jk y

III
jk

� �
; b ¼

X
j

X
k

yIIIjk
� �

ð17Þ

netIV0 ¼ a
b
; yIV0 ¼ fIV0 ¼ a

b
ð18Þ

xIV
jk represent the values of the output membership functions used in the FLC as

shown in Fig. 6. xIV
0 yIV0 is output of the Defuzzification layer. a and b are the

numerator and the denominator of the function used in the center of area method,
respectively. In the NFC, the goal of learning algorithm is adjustment the weights xIV

jk ,

the mII
1;j, m

II
2;k and rII

1;j, r
II
2;k. For the learning algorithm we use the supervised gradient

descent method. Therefore, the error E we take for describe the back propagation
algorithm.

E lð Þ ¼ 1
2
e2Tem ð19Þ

eTem ¼ d � y ð20Þ

where: d is the desired torque control T�
em (The outputofPI controller) and y is the actual

output (y is equal to the output of NFC (Tem NFC).

Table 1. Rules base for NFC control.

de
e NB NM NS ZE PS PM PB 

PB ZE NS NM NB NB NB NB

PM PS ZE NS NM NB NB NB

PS PM PS ZE NS NM NB NB

ZE PB PM PS ZE NS NM NB

NS PB PB PM PS ZE NS NM

NM PB PB PB PM PS ZE NS

NB PB PB PB PB PM PS ZE
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6 Simulation Results and Discussion

The simulation of the proposed control NFC scheme has been implemented using
Matlab/Simulink Many tests were performed to evaluate the performance of the NFL of
an IFOC-DSIM, In order to compare the performances and robustness of the speed-
control IFOC-DSIM, the same tests are made with the classical PI controller. The
supply voltage is achieved form the voltage commands enforced by two multi-level
converters with suitable PWM control method.

The simulations were performed such that a step reference speed control was
applied to the drive of about 2500 rpm. Therefore, step changes of load torque and
speed inversion were applied to evaluate the drive high performance and robustness.
Table 2 shows the parameters simulation for the DSIM.

Figure 7 shows the stator current per phase response with the number of level
variation of m = 2 to m = 7, when a step load change of 14 N m to −14 N.m at 1.0 s
to 2.0 s is applied. According to the results found there that when the level of the
converter voltage is m = 2 to m = 7 the output voltage approaches more and more
perfect sinusoidal form. It has shown that the THD of voltages and currents decreases
when the level inverter is increased.

The proposed controller offers a number of advantages with multi-level converter
over with the conventional converter such as shown in Fig. 8. The Fig. 8 presents the
performances of NFC and PI speed control when the step load is changed and reference
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Fig. 7. Simulated responses to stator current per phase, the application of the load in the interval
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of m = 2 to m = 7.
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Fig. 8. Simulated responses to rotor speed,the application of the reference speed 2500 rpm to -
2500 rpm, by applying rated load torque in interval (Cr = [14 −14] N.m) at the instance in the
interval (t = [1 2]s), with the number of level variation of m = 2 to m = 7.
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Fig. 9. Simulation results of the control, response of the electromagnetic torque by applying
rated load torque the interval (Cr = [14 −14] N.m) at the instance in the interval (t = [1 2] s),
with the number of level variation of m = 2 to m = 7.
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speed inversion. Therefore, Fig. 8 we present the response of the DSIM with reference
speed variations and with at t = 2 s and −2500 rd/s, there seems to be no speed change
when a step load change of 14 N m to −14 N m at 1.0 s to 2.0 s is applied.

The Fig. 9 show that the electromagnetic torque ripple in steady state decreases
progressively and gradually as the number of levels for the converter increases.
According to the results found there that when the level of the inverter voltage is m = 2
to m = 7.

Both simulation results indicate that the proposed NFC controller gives better
performances and robustness than the classical PI controller.

7 Conclusion

In this paper, a novel approach NFC is designed that capable for speed control of dual
star induction machine (DSIM). The four layers of the fuzzy system control are
implemented by using four-layer NN architecture, with two input including error speed
and its derivative. The learning of NFC is based on the gradient decent descent method.

The simulation results the robustness tests show too that the NFC is more robust
compared to a traditional controller PI. Therefore, the robustness tests show too that the
NFC controller is more robust than the PI controller when load disturbances occurred,
and when some machine parameters.

Appendix 1

See Table 2.

Table 2. Dual star induction machine parameters for simulation

Quantity Symbol and magnitude

Rated power Pn = 4.5 kW
Rated voltage Vn = 220/380 V
Rated current In = 6 A
Rated speed Nn = 2753 rpm
Number of poles 2*p = 4
Rated frequency f = 50 Hz
Stator resistance RS 1,2 = 3.72 Ω

Rotor resistance Rr = 2.12 Ω

Stator inductance LS 1,2 = 0.022H
Rotor inductance Lr = 0.006H
Mutual inductance Mm = 0.3672H
Moment of inertia J = 0.0662 kg m2

Coefficient of viscous friction f = 0.006 N ms/rad
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Abstract. Today, the development of devices of electrochemical conversion of
energy to “high temperatures” Powerful and reliable fact appeal to different axs
of research both technological and scientific. The expected progress on these
devices requires conducting front of studies on the components as well as on
their integration. The heart of these systems is the electrochemical cell to solid
oxides whose structure is a multilayer complex behavior involving different
areas of physics. The electrochemistry of solids, physico-chemistry of ceramics,
the thermal or still the mechanics of materials are all areas to consider describing
and analyzing properly the response of such systems. It is therefore essential to
develop methods that are capable of understanding the behavior of electro-
chemical cells in their together taking into account the different couplings
existing. In the field of fuel cells SOFC one of the important characteristics of
the materials used as solid electrolytes is their ability to drive the ions at high
temperature.

Keywords: Electrochemical solid oxides � Physico-chemistry � Fuel cells
SOFC

1 Introduction

If the production, management and the control of energy are one of the major chal-
lenges for our societies in the coming decades, the storage of energy is a strategic issue.
The storage is in particular the only way to offset in the time the production of energy
demand. The system the most used today to store large quantities of energy during
periods of overproduction is the hydraulic storage, which is to refit the water in the
dams. If other means of storage on a large scale exist (compressed air, flywheels…), the
most widely used remains unquestionably the electrochemical storage with the super
capacitors and the batteries. This success is explained by the considerable advantage
that they bring compared to other solutions: Mobility. The development of electro-
chemical generators performance is therefore of particular importance. The transition to
all-electric vehicle with of autonomies in excess of 300 km will require for example the
development of batteries with more energy as the Li-Si or metal-air (Zn-air or Li-air by
example) [4].

When it moves to applications requiring the storage located (on-site) of very large
quantities of energy, such as that of renewable energy for use in the electrical network,
it may not appeal to the hydraulic storage. In these cases, the choice of modes of the
storage is dictated more by the performance in energy per unit of mass (Wh/kg) or
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volume (Wh/L); the cost takes a more important place. The batteries with electrolyte
circulation (Solid Oxide Fuel Cells – SOFC, in English) are particularly interesting in
these applications because they store the energy in the electrolyte in the form of redox
systems dissolved, electrolytes contained in tanks that can reach several hundreds of
m3. The development of these systems remains however technologically complicated,
which explains the difficulties of industrialization [8]. The hydrogen vector, with in
particular the batteries to fuels and the electrolyzers (to produce hydrogen), also offers
interesting prospects for these applications, large-scale storage where the conventional
batteries also have an important role to play. The storage solution will therefore be
multi-system and in this context the Electrical study of the association of several
sources of energy - hybridization - takes all its meaning. The solid oxide fuel cells
(Solid Oxide Fuel Cells - SOFC, in English) are electrochemical systems which allow
the conversion of the chemical energy in electrical form. The principle is very simple
since from a fuel such as hydrogen and an oxidant such as oxygen, water and electricity
are products. Beyond the ecological interest that these systems have, since they do not
release any greenhouse gases, they highlight the potential of the hydrogen as a vector
of energy for the production of electricity but also the storage of energy in chemical
form. The applications essentially referred to be the decentralized energy production
with electrical powers provided that can go from a few kW to a few hundred kW on
several hundreds of hours for the residential and urban areas.

2 Principle of Operation of a FC

A FC is a converter of chemical energy into electrical energy and heat. The reaction
implementation is an electrochemical reaction between hydrogen H2 (fuel) and the
oxygen O2 (oxidizer) with simultaneous production of water, electricity and heat
according to the overall reaction of synthesis of the water:

H2 + 1/2 O2 H2 Unlike traditional batteries or batteries, energy is therefore not
stored in the Finite Volume of the stack itself but in the tanks of gas that can supply
power to the FC in a continuous manner. The flow of energy issued by the FC is the
result of the movement of the fuel gas (H2) and the oxidizing gas (O2). The imple-
mentation of this reaction is carried out through two half-reactions The A to the Anode
corresponding to the oxidation of hydrogen and the other to the cathode with the
reduction of the oxygen producing water.

It is (see Fig. 1) an electrochemical redox and controlled of hydrogen and oxygen,
with simultaneous production of electricity, water and heat, depending on the chemical
reaction following overall, known:

H2 þ 1=2O2 ! H2O ð1Þ

The electrodes
The electrochemical reaction takes place within a structure essentially composed of

two electrodes [1] (the anode and the cathode) separated by a solid electrolyte, driver of
ions O2- more specifically, the following reactions involved in the two electrodes:
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The anode

H2 þO2� ! H2O þ 2e� ð2Þ

The material typically used at the anode is of the porous nickel or a mixture of
nickel and of zirconium oxide doped with yttrium.

The cathode

1=2 O2 þ 2e� ! O2� ð3Þ

The cathode materials Work in strong oxidizing conditions (air or oxygen + high
temperature), which prohibits the employment of conventional materials and requires
the use of noble materials and/or exotic (oxides semi-conductors, metal oxides drivers),
more expensive therefore. The most widely used material to the cathode is a manganite
of lanthanum doped strontium. The electrical resistances to the electrodes are the main
sources of internal loss.

3 Electrochemical Model and Simulation

We present a static model based on equations of electrochemical of a cap of type
SOFC. This model will allow us to find the characteristic experimental electric V (I) of
the stack.

On the other hand, it will allow us to perform a parametric study in order to see the
influence of the various parameters of operation (temperature, pressure) on the elec-
trical characteristic.

Fig. 1. Schematic of a Solid Oxide Fuel Cell
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The variation of free enthalpy of the chemical reaction is written [3]:

DG ¼ DH� TDs ð4Þ

With:

DH ¼ DUþDPV ð5Þ

And
ΔU = W+q (6)
Where:
ΔG: Variation of free enthalpy.
ΔH: Variation of enthalpy.
T: temperature.
ΔS: variation of entropy.
P: pressure.
Δv: Variation of the volume.
ΔU: Variation of internal energy.
W: work.
Q: heat.
(5) and (6) The Eq. (4) is written:

DG ¼ WþQþ PDV� TDs ð7Þ

The transformation is reversible and therefore:

Q ¼ TDs ð8Þ

And the Eq. (3.31) is written:

DG ¼ Wþ PDV ð9Þ

In addition, w here includes the electric work (-nFE.) and the work of the forces of
pressure

(-PΔV), therefore:

DG ¼ �nFE:� PDVþ PDV ð10Þ

As a result, it was simply:

DG ¼ �nFE: ð11Þ

With:
E: electromotive force of the stack.
F: Constant of Faraday.
N: number of electrons transferred.
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The free enthalpy of the chemical reaction (4) is:

DGr ¼ GH2O � GH2 �
1
2
GO2 ð12Þ

The Eqs. (3.31) and (3.35) allow us to write:

DGr ¼ Gr � NRTlog
P

1
2
O2
PH2

PH2O
ð13Þ

With:
R: constant molar of gas.
PO2 ; PH2 ; PH2O Are respectively the pressure of oxygen, hydrogen, and the pressure

of the water vapor.
By dividing the two members of the Eq. (13) by -nF, it comes:

E ¼ E0 þ RT
nF

log
P

1
2
O2
PH2

PH2O
ð14Þ

Real potential of the stack:
The fuel cell produces a potential V, lower than the ideal potential so that one

writes:

V ¼ E� losses: ð15Þ

These losses are due to the loss of irreversible load also called, polarizations, which
are polarization of activation, Ohmic polarization and the polarization of concentration.

A. Polarization of activation:
The polarization of activation is present when the rate of an electrochemical

reaction on the surface of the electrode is controlled by the slowdown in the kinetics for
this electrode. In other words, the polarization of activation is directly related to the rate
of the electrochemical reaction. In the two cases, for a chemical or electrochemical
reaction can start, the reagents must exceed a barrier of activation [4].

The losses of activation are expressed by the following equation [5]:

gact ¼
RT
acnF

logð i
i0
Þ ð16Þ

Where:
I: current density.
i0: Exchange current density.
ac: Coefficient of charge transfer.
B. Ohmic Polarization:
It is due to the resistance that meets the flow through the electrolyte and the

electrical circuit, it also due to the electrical resistance in the plates of dissemination
(Backing) [2].
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The Ohmic losses are expressed by the following equation [4, 5].

goh ¼ a exp b
1
T0

� 1
T

� �� �
ð17Þ

Where:
a and b: Coefficients of the Ohmic resistance.
T: the temperature of the cell.
C. Polarization of concentration
When at the anode there is a loss of potential due to the inability of the system to

maintain, the initial concentration of reagents, then we have the formation of a con-
centration gradient.

Many factors can contribute to the polarization of concentration, the low diffusion
of the gas through the porous electrodes and the dissolution of the reagents.

These losses are given by the following relationship [6–8].

gcon ¼
RT
nF

ln 1� i
il

� �
ð18Þ

Where:
I: Density of currant of load.
il: Current Density Limit.
(12), (14), (16) and (18), the voltage output of the stack in taking into account the

different losses is given by:

Vc ¼ N0 E0 þ RT
nF

log
P1=2O2

PH2

PH2O

 !
� RT

nF
Ln 1� i

il

� �
� RT
acnF

log
i
i0

� �

� a exp b
1
T0

� 1
T

� �� �
ð19Þ

III.3.3. Standard Potential and Performance:
The variation of free energy increases when the temperature of the battery

decreases, therefore the potential ideal of a stack is proportional to the change of the
standard free energy [9].

At 25 °C and for the water produced in the liquid state, it was:
ΔGR = −237.19 kJ/mol.
ΔHr = −285.84 kJ/mol.
The standard potential of the stack and:

E0 ¼ �DG
nF

¼ 1:229V

For the water produced in the vapor state:
ΔGR = −228.59 kJ/mol.
ΔHr = −241.83 kJ/mol ) E0 = 1.18 V.
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But at 1000 °C (1273.15 °C), the free enthalpy, the enthalpy and the entropy of the
reaction are calculated as follows [11]:

DH1000 �C ¼ DH25 �C þ
Z1000
25

DCpdt ð20Þ

DS1000 �C ¼ DS25 �C þ
Z1000
25

Cp

T
dt ð21Þ

DG1000 �C ¼ DH1000 �C � TDS1000 �C ð22Þ

In this case, the empty voltage equal: V0 = 0.935 V.
II.3.4. Performance of the stack:
The chemical reaction is accompanied by a variation of entropy leaving to tem-

perature and pressure data a free enthalpy, transformable in work, here in electrical
energy, the rest being converted into heat in the course of the chemical reaction in the
stack.

The performance thermodynamics, considered for a reversible transformation,
corresponds to the report of the free enthalpy on the standard enthalpy of the reaction of
formation of the water:

Cmax ¼ DG0

DH0 ð23Þ

In the standard conditions, this performance is 83% for the formation of liquid
water, to 95% for the formation of water under gaseous forms but at 1000 °C the
theoretical performance is

Cth ¼ 0:74%

A. The Voltaic performance [9]:
Of the Eq. (3.42) One can define a voltaic performance to performance by voltage:

CE ¼ VcðIÞ
E0 ð24Þ

B. The electrical performance [40]:
It is interesting to define the concept of electrical performance:

ð25Þ

Modeling of Fuel Cell SOFC 477



ð26Þ

It is then possible to directly measure this electrical performance experimentally by
a voltage measurement, in other words draw the characteristic V(I) returns to plot the
electrical performance to T Constant, this performance is strongly dependent on the
temperature and it is therefore necessary to recalculate Emax for each temperature.

C. Performance of Operation [7, 10]:
It defines

CFonctionnemnt ¼ VcðIÞ
Evide

¼ VcðIÞ
Vcð0Þ ð27Þ

This performance is more simple to experimentally measure, but it FOUT also take
into account the performance faradique, which is reported between the value of the
current flow through the stack for a voltage V and that of the theoretical current
corresponding to the total transformation of reagents:

Cf ¼ I
Im

ð28Þ

In general the performance faradique is close to 1.
Finally the overall performance of a stack is the product of the three previously

yields defined:

Cpile ¼ CmaxCECf ð29Þ

4 The Results of the Simulation

The values of the parameters used for the simulation are grouped in the following table
(Table 1).

Table 1. Simulation parameters of the SOFC

The variables The values

E0 1.18 V
R 8.314 (i/mole°K)
F 96500 (c/mol)
A 0.2
B −2870
It 0.8 A/cm2
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5 Characteristic of Voltage and Current of the Stack

The characteristic (voltage/current) of a cell obtained is represented on the Fig. 2.
Normally the thermodynamic potential equal theoretical 1.18 V, but the open cir-

cuit voltage (I = 0) equal 0.94 V (Fig. 2).

This first reduction is linked to the irreversibility the electrochemical reactions,
including the reduction of the oxygen at the cathode. In addition, for the low current
densities, [12, 13] (1.10–3 to 0.1A/cm2), against reactions on the electrodes, whose
importance is linked to their kinetics, generate power surges of activation (Fig. 3).
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Then, for the linear portion of the curve, this are the losses related to electronic
resistors and internal ionic (Fig. 4), which decrease the voltage between electrodes.

Finally, for the high current densities, c is the kinetics of dissemination of gas
through the electrodes which becomes the limiting factor. This phenomena is the loss
of concentration (Fig. 5).
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6 The Power

The Fig. 6 represents the curve of the power density as a function of the current
density. It is almost parabolic, she believes and then reaches a maximum and end
decreases rapidly. This behavior is due to the effect of the polarizations which are
directly connected to the current density.

7 Electrical Performance

The Fig. 7 shows the variation of the electrical performance as a function of the current
density. We note that the electrical performance to Open Circuit equal to 0.825, and
then it decreased until the 0.15, therefore this performance is directly proportional to
the load [14, 15].
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8 Conclusion

The modelling and the simulation in static regime have allowed us to find the char-
acteristics of the SOFC consistent with that found in the literature.

The study according to the various parameters of operation also shows that the
influence of these parameters joined those obtained experimentally.
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Abstract. Electrocaloric refrigerator based on Hydrogen liquefier is a new
environmentally friendly cooling technology with a potential for high energy
efficiency. The technology is based on the electrocaloric effect; the electrocaloric
effect is a phenomenon in which a material shows a reversible temperature
change under an applied electric field.
In this work, we studied the effect of parameters (thermal performance) in

elctrocaloric refrigerator based on hydrogen liquefier: (1) a packed bed and (2) a
parallel plates. The temperature distribution (solid - fluid) is determined by the
standard heat transfer equation implemented in COMSOL multiphysics, and
they indicate under which operating conditions packed bed configuration is to be
preferred to parallel plates and vice versa.

Keywords: Hydrogen liquefier � Electrocaloric effect � COMSOL multiphysics

1 Introduction

This work deals with the study of the hydrogen liquefier operating through an active
electrocaloric refrigerator cycle. For this purpose, the two-dimensional numerical
model (packed bed and parallel plates) has been developed for predicting the thermal
efficiency of such a liquefier. A Refrigerant is a gas/liquid that is employed in the air
conditioning systems and refrigerators. Without refrigerant, Air Conditioners, Refrig-
erators or any other freezing technology will not be possible. Liquid hydrogen (LH2) is
the liquid state of the element hydrogen. Hydrogen is found naturally in the molecular
H2 form. To exist as a liquid, H2 must be cooled below hydrogen’s critical point of
33 K. However, for hydrogen to be in a fully liquid state without boiling at atmospheric
pressure, it needs to be cooled to 20.28 K (252.87 C). At the present time [8–10], a
number of hydrogen refrigerators and liquefiers are being used to maintain experi-
mental apparatus at low temperatures. For example, several 21–27 K hydrogen
refrigerators are used for continuous refrigeration of liquid hydrogen bubble chambers.
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Refrigeration at this temperature level is also being planned for experimental apparatus
associated with nuclear reactors and electromagnets. Certain applications may require
temperature below those obtainable with hydrogen [8–13].

2 Description of an Electrocaloric Refrigeration Device

Design and operation of the device of elctrocaloric is presented in Fig. 1. The main
steps of the elctrocaloric cycle are:

• The elctrocaloric material is polarized adiabatically by application of an electrical
field.

• By circulation of carrier fluid in the regenerator bed for exchanging the heat.
• Adiabatic depolarization of the elctrocaloric material under zero electrical fields.
• Cold recovery by moving of carrier fluid in the regenerator bed for exchanging the

heat.

Fig. 1. Schematic diagram of an electrocaloric refrigerator device.
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3 Modelling Geometry

By neglecting boundary effects in the transversal direction (the z-direction in Fig. 2),
the Active electrocaloric regenerator can be confined to two dimensions in COMSOL
multiphysics. Figure 2 shows a schematic of the full 2-D geometry (packed bed and
parallel plates) considered in the development of the mathematical model (Table 1).

4 Modelling Geometry

The governing equations of an active elctrocaloric refrigerator mathematical model
consist of a set of coupled partial differential equations, which were solved with the
commercial software COMSOL Multiphysics [9, 12, 13].

The velocity distribution in the fluid is determined by solving the momentum
(Eq. 1) and continuity equations (Eq. 2) as implemented in COMSOL for an incom-
pressible fluid with constant (temperature independent) properties [11–13]

qf
dU
dt

þ U:rð ÞU
� �

� lfr2Uþrp ¼ 0 ð1Þ

r:U ¼ 0 ð2Þ

For the solid domains (Electrocaloric materials), the temperature distributions
determined by the standard heat transfer equation.

(1) (2)

Fig. 2. Close up of the regenerator geometry: (1) a packed bed and (2) a parallel plates
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qp;s
@Ts
@t

� ksr2Ts ¼ 0 ð3Þ

The temperature distribution in the fluid is determined by the heat transfer equation
implemented in COMSOL for an incompressible fluid with convective terms.

qf cp;f
@Tf
@t

þ U:rð ÞTf
� �

� kfr2Tf ¼ 0 ð4Þ

The solids and the fluid are assumed in perfect thermal contact with the following
boundary condition.

kf
@Tf
@y

� �
y¼Ef 1

¼ ks
@Ts
@y

� �
y¼Ef 1

ð5Þ

Once steady cyclic state is obtained, the resulting cooling capacity and coefficient
of performance can be calculated as follows [14]:

_QC ¼ _mnf cnf TC � TLð Þ ð6Þ

And coefficient of performance:

COP ¼
_QC

_QH � _QC þ _Wp
ð7Þ

Table 1. Geometric parameters of the regenerator

Geometry (mm) parallel plates L l es ef
50 18 1 0.3

Geometry (mm) packed bed L l R
50 18 0.5

Polarization (s) tPol tDepol Dt
0.1 0.1 0.1

Velocity (m/s) u
0.2
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5 Results and Discussions

Figures 3 and 4; shows the temperature distribution in the active an electrocaloric
refrigerator (the hot blow/the cold blow) respectively, and the temperature profiles in
the x-direction at various times during the steady state electrocaloric refrigerator cycle
with the present operating parameters. The temperature profiles are determined at the
middle of the regenerator plate and at the middle of the fluid channel (Liquid hydrogen)
of the active an electrocaloric refrigerator geometry shown in Fig. 3.

After the polarization and depolarization, the temperature span was 34 K (from 1 K
to 35 K: a packed bed) and 32 K (from 2 K to 34 K: a parallel plate). Since elec-
trocaloric refrigerator based on hydrogen liquefier generated a growing interest of
industrial, policy makers and researchers. Experimental researches as well as theoret-
ical research are oriented today in several domains such as, research on new materials
presenting a high level of electrocaloric effect,

Figure 5 show evolution of coefficient of performance as function of temperature
span. As a matter of fact the results provide an indication about the operating conditions
under which packed bed configuration (COP = 5.1) has to be preferred to parallel
plates (COP = 3)

In Fig. 6, it has shown the Tspan detected for both the regenerator geometries under
each fluid flow velocity investigated. Such parameter has been obtained by evaluating
the difference between Tc and Th.

(1)                             (2)

Fig. 3. Temperature distribution during the hot blow: (1) a packed bed and (2) a parallel plates
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(1)                                    (2)

Fig. 4. Temperature distribution during the cold blow: (1) a packed bed and (2) a parallel plates

(1)                                        (2)

Fig. 5. Evolution of coefficient of performance as function of temperature span: (1) a packed
bed and (2) a parallel plates
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6 Conclusion

This work described the development of a 2-D mathematical model of an active
electrocaloric refrigerator based on hydrogen liquefier with a regenerator made of: (1) a
packed bed and (2) a parallel plates. The electrocaloric refrigerator model was devel-
oped using the commercial software COMSOL Multiphysics.

Packed bed structure is the most rational solution for electrocaloric refrigerator
based on hydrogen liquefier. It provides specific heat raising and operational point
temperature controlling.

Packed bed structures fabrication, investigation, thermal and physical characteri-
sation should be considered as a perspective trend in electrocaloric-based cooling
structure research.

Finally, the cost of producing liquid from gaseous hydrogen is an economic barrier
to the early adoption of liquid hydrogen as an energy carrier. Decreasing the lique-
faction costs is partially dependent on increasing the efficiency of the liquefaction
process above the current 30 to 35%.

Nomenclature

Symbols Meaning Unit

COP coefficient of performance
Cp specific heat J kg−1°C−1

E electric field V m−1

P polarization C m−2

T temperature °C
k thermal conductivity Wm−2K−1

L length Mm
l width Mm

(continued)

(1) (2)

Fig. 6. Evolution of temperature span as function of fluid flow velocity: (1) a packed bed and
(2) a parallel plates
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(continued)

Symbols Meaning Unit

e thickness Mm
p pressure Pa
_mf mass-flow rate kg s−1

_Q heat rate W

lf viscosity kgm−1s−1

q density kgm−3
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Abstract. The aim of this work is to use multi-layered feed-forward back-
propagation artificial neural networks and multiple linear regressions models to
predict the efficiency of the shallow solar pond. For this purpose, the experi-
mental data collection including wind speed, solar radiation, ambient air tem-
perature, inlet temperature of fluid and mass flow rate of the heat transfer fluid
was used in order to predict pond water temperature, outlet temperature of the
fluid, rate of heat the heat transfer fluid and instantaneous collection efficiency of
a shallow solar pond. In addition, the obtained results are presented and
discussed.

Keywords: Renewable energy � Solar energy � Shallow solar pond
Artificial neural networks � Numerical simulation

1 Introduction

Renewable energy sources are a good alternative to reducing multiple fossil fuel
problems, such as the cost of extraction, pollution, etc., so scientific research has begun
to develop them in the last few decades [1]. One of the most important renewable
energy sources is solar energy because it is a clean energy that is abundant in all over
the earth and not compromise or add to the global warming. One way to collect and
store the energy is to use shallow solar ponds [2, 3]. The shallow solar pond is a solar
collector that can be utilized to collecting and storing solar energy. The name suggests
that the profundity of water in the SSP is relatively little, commonly 4–15 cm, Solar
energy is changed over to thermal energy by warming the water amid the day [4]. Solar
pond is utilized for different warm applications greenhouse warming, process warm in
dairy plants, desalination, Mechanical process warming and power generation [5, 6].
Neural networks have wide pertinence to scientific issues. Indeed, they have been
generally utilized in a wide scope of applications. These applications include pattern
recognition, function approximation optimization, simulation, and estimation, auto-
matic, among numerous other application regions. Besides, research has produced
expansive number of system ideal models. These days, ANNs have been trained to
solve complex problems that are difficult by conventional approaches [7, 8]

The objective of this study is to establish and train four models of neural networks
with good performance to predict pond water temperature, outlet temperature of the
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fluid, rate of heat collected by the heat transfer fluid and instantaneous collection
efficiency of a shallow solar pond.

2 Neural Networks Description

A neural network is an enormously parallel-disseminated processor made up of
straightforward preparing units that has a characteristic penchant for putting away
experiential information and making it accessible for utilize. It looks like the cerebrum
in two respects:

• The network from its environment through a learning process acquires knowledge.
• Interneuron connection strengths, known as synaptic weights, are used to store the

acquired knowledge [9].

The principle of artificial neural networks has been shown in the Fig. 1.

• The role of the input variable represents the information that is fed into the artificial
neural network.

• The role of each hidden variable is determined by the activities of the input vari-
ables and the weights on the connections between the input and the hidden
variables.

• The output variable depends on the activity of the hidden variable and the weights
between the hidden and output variable.

Neural networks are viewed as general interpolator, and they work best if the
system you are utilizing them to show has a high resistance for error. However, they
work extremely well for:

• The connection is hard to depicting the issue by utilizing ordinary approaches.
• Variables number or diversity of the points is great.
• The connection between factors is vaguely comprehended.

Inputs Output 

Hidden layers

Output layer

Bias Bias 

Fig. 1. A diagram showing the neural network used.
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3 Experimental Setup

The experiment was carried out by means of a measuring system mounted in the
Laboratory of renewable energies in arid zones, University of Ouargla. The pond is a
rectangular container with a black background and filled with colorful water, the heat is
extracted by Water circulation in a PVC coil arranged in the waterbed. In a previous
work [10], the thermal performance of the pond with double glass covers was found to
be better than that with a single glass cover. Therefore, in the present thermal analysis,
it is assumed that the pond has double glass covers.

The dimensions of the shallow solar pond are illustrated in the Fig. 2.

The experiment was carried out on 2 May 2005. With the following scenario:

• The start of the solar pond from 08:00 to 17:00.
• Measured quantities: solar radiation, temperature of the heat transfer fluid and of the

basin fluid, the wind speed and the useful power.

The error values between the experimental data and the predicted data Artificial
Neural Networks can be expressed by Eq. (1)

Error %ð Þ ¼ DataExperimental � DataPredicted
DataExperimental

�
�
�
�

�
�
�
�
� 100 ð1Þ

4 Results and Discussions

The general detail of an architecture used for predict pond water temperature, outlet
temperature of the fluid, rate of heat collected by the Heat Transfer Fluid of a shallow
solar pond models is presented in Figs. 3 and 4.

0.04 m

Upper glass cover

0.06 m

0.04 m0.04 m

0.04 m

Ap=1m2

Ag=1 m2

0.0 6 m

Insulation

Heat transfer fluid

Absorber plate

Lower glass cover

Fig. 2. A diagram showing the dimensions of the shallow solar pond used
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A correlation coefficient of R = 0.99981 illustrated in Fig. 5 was obtained between
the predicted and the experimental values according to data presented in Table 1,
which acts to study the effect solar radiation on the pond water temperature of a shallow
solar pond during time. The total average error value obtains experimental and pre-
dicted results of pond water temperature equals to 0.2949%. The value of this error is
very low and indicates that the capacity of the proposed model is very good for the
prediction of pond water temperature of a shallow solar pond.

A coefficient of R = 0.99999 illustrated in Fig. 6 was obtained between the pre-
dicted and the experimental values according to data presented in Table 1, which acts
to study the effect local time on the Outlet temperature of the fluid of a shallow solar

Wind speed

outlet temperature of the fluid
Solar radiation
Ambient air temperature
Inlet temperature of fluid
Mass flow rate

rate of heat the heat transfer fluid

Pond water temperature

Fig. 3. Neural networks architecture used for predict Pond water temperature, outlet temperature
of the fluid and rate of heat the heat transfer fluid for a shallow solar pond

Outlet temperature of the fluid
Instantaneous collection efficiency

Pond water temperature

Fig. 4. Neural networks architecture used for predict Instantaneous collection efficiency for a
shallow solar pond.

Fig. 6. Regression analysis plots for the
optimum model between Output and
target of Outlet temperature of the fluid
of a shallow solar pond

Fig. 5. Regression analysis plots for the
optimum model between Output and target
of pond water temperature of a shallow solar
pond.
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pond. The total average error value obtained between experimental and predicted
results of temperature span equals to 0.3792%. The value of this error is very low and
indicates that the capacity of the proposed model is very higher to predict of Outlet
temperature of the fluid of a shallow solar pond.

A correlation coefficient of R = 0.99858 illustrated in Fig. 7 was obtained between
the predicted and the experimental values according to data presented in Table 1,
which acts to study the effect local time on the rate of heat collected by the Heat
Transfer Fluid. The total average error value obtained between experimental and
predicted results of temperature span equals to 3.7851%. The value of this error is very
low and indicates that the capacity of the proposed model is very higher to predict of
rate of heat collected by the Heat Transfer Fluid of a shallow solar pond.

A correlation coefficient of R = 0.99993 illustrated in Fig. 8 was obtained between
the predicted and the experimental values according to data presented in Table 1,
which acts to study the effect local time on the instantaneous collection efficiency of a
shallow solar pond. The total average error value obtained between experimental and

Table 1. Training parameters values used in Neural Networks model for the shallow solar pond.

Neural Networks parameters Values and nomination in MATLAB

Network type Feed-forward backprop
Number of neurons 10
Train function TRAINLM
Transfer function TANSIG
Performance function MSE
Error after learning 0.001
Train epochs 1000
Adaption learning function LEARNGDM

Fig. 7. Regression analysis plot for the
optimum model between Output and target
of rate of heat collected by the Heat
Transfer Fluid of a shallow solar pond

Fig. 8. Regression analysis plot for the
optimum model between Output and target
of instantaneous collection efficiency of a
Shallow solar pond
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predicted results of temperature span equals to 5.8845%. The value of this error is low
and indicates that the capacity of the proposed model is higher to predict of instan-
taneous collection efficiency of a shallow solar pond.

5 Conclusion

The study was made in order to develop artificial neural networks models used for
predicting performances of a shallow solar pond. The study carried out in this work
showed the feasibility of using a simple neural network and to predict pond water
temperature, outlet temperature of the fluid, rate of heat collected by the Heat Transfer
Fluid and instantaneous collection efficiency of a shallow solar pond. The following
conclusion can be noted is the good performance of artificial neural networks model for
the prediction of temperature span and coefficient of performance with correlation
coefficient about 0.99981 and 0.99999 and 0.99858 and 0.99993 respectively corre-
sponding to regression experimental values.
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Abstract. The practical dynamic economic dispatch (DED), with consideration
of valve-point effects and ramp rate limit’s, considered as a non-linear con-
strained optimization problem. In this paper, a new strategy optimization based
Firefly algorithm is proposed to solve this problem. To illustrate of the efficiency
of the proposed algorithm, a comparative study between other algorithms is
applied. The obtained results show clearly the potential of the investigation
strategy based the proposed algorithm with a qualitative calculated solution and
converging characteristics.

Keywords: Dynamic economic dispatch � Valve-point effects
Ramp rate limit � Algorithm � Particle swarm optimization
Biogeography based optimization � Transmission line losses

1 Introduction

Dynamic economic dispatch (DED) consider as one of important problem of power
generation, its consist to determine the schedule of power unit generation to predicted
load demands to reduce the fuel cost under a several operational constraints. Consid-
ering the non smooth cost function (Shichang et al. 2018), the minimum and maximum
operational units constraint’s, ramp rate limit’s (Kumar et al. 2016 and Li et al. 2014),
and line losses the (DED) shows a non-linear and complicated optimization problem.
Recently a lot of stochastic methods are applied and reported in literature to tackle the
(DED) problem in a more efficient and quality convergence, (Attia and El-Fergany
2011) proposed the Genetic Algorithm to solve the (SED) with smooth and non smooth
cost function considering transmission losses. (Bhattacharya 2010) applied the Bio-
geography algorithm to solve the Economic Dispatch. (Wu et al. 2017) proposed Two-
phase mixed integer programming to solve the non convex economic dispatch with
consideration of spinning reserve. (Ghasemi 2013) proposed Honey bee algorithm to
find the feasible optimal solution of the environmental economic power dispatch
(EED) problem with considering operational constraints of the generators. (Jadoun
et al. 2015) use the Modulated particle swarm optimization to solve the economic
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emission dispatch. author’s in (Mahdad and Srairi 2012) present a Hierarchical
Adaptive PSO to resolve multi-Objective OPF Considering Emissions Based
Shunt FACTS, Differential Evolution based Dynamic Decomposed Strategy is used by
Belkacem Mahdad and al to resolve the large practical economic dispatch (Mahdad and
Srairi 2014). (Jayabarathi et al. 2016) applied the grey wolf optimizer to resolve the ED
problem. [11]. (Meng et al. 2015) applied the Crisscross optimization algorithm to treat
the large scale dynamic economic dispatch.

In this paper, a novel Firefly algorithm is proposed to deal with the Dynamic
economic dispatch problem considering, valve point effect, ramp rate limit’s and
transmission losses calculate by Beta coefficient formula, the effectiveness of the
proposed approach is compared with the results found by BBO and PSOTVAC in one
hand, and the other results presented in literature in the other hand. The proposed
algorithm’s are demonstrated on a practical electrical network 10 unit test system.

2 Problem Formulation

The objective function of (DED) problem is to minimize the total production cost over
the operation period which can be written by the non linear characteristic represented
by the following equation (Mahdad and Srairi 2014):

min TC ¼
XT

t¼1

Xng

i¼1
CitðPitÞ ð1Þ

Where Cit is the unit i production cost at time t, ng is the number of generation units
and Pit is the power output of it unit at time t. T is the total number of hours in the
operation period. The cost function is nonlinear characteristic which can be represented
by the following formula:

F pgi
� � ¼ Xng

i¼1
ai þ bipit þ cip

2
it þ eisinðfi Pmin

it � Pit
� �Þ���� ð2Þ

Where ai, bi, ci, ei, fi are the Cost generators coefficients.
The objective function of the (DED) problem should be minimized subject to

following equality and inequality constraints (Mahdad et al. 2009):

2.1 The Equality Constraint

Xng

i¼1
Pi;t ¼ Pd tð ÞþPloss ð3Þ
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2.2 Inequality Constraints (Mahdad et al. 2009)

Pmin
i �Pi �Pmax

i i ¼ 1. . .:ng ð4Þ

Where Pmax
i , Pmin

i are the maximum and the minimum of unit’s production.

2.3 Ramp Rate Limit’s

The Ramp Rate limit’s (Mahdi et al. 2018) are represented by the following equation

Pit � Pi t�1ð Þ �URi ð5Þ

Pi t�1ð Þ � Pit �DRi ð6Þ

3 Algorithm

This algorithm is based on the principle of attraction between fireflies and the simu-
lative swarm comportment of the in nature, what gives many similarities with other
meta-heuristics based on group collective intelligence such as PSO algorithm. An
algorithm is governed by the three following rules:

1. All the fireflies are unisex; this means that their attraction does not occur to their
sex.

2. The attraction is proportional according to their luminosity; hence, for two fireflies,
the less luminous reverses towards the highly luminous. In case, when there is only
one particular luminous, the latter will reverse randomly.

3. ’s luminosity is determined in function by an objective function (an optimized one).

3.1 Attractiveness

The basic mathematical formulation of the attractiveness function between fireflies is
expressed by the following equation:

b rð Þ ¼ B0expðcrmÞ; withm � 1 ð7Þ

Where r is the distance between any two fireflies, B0 is the initial attractiveness
at ¼ 0, and c is an absorption coefficient which controls the decrease of the light
intensity.
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3.2 Distance

In the search space, the distance between two fireflies i and j at positions xi and xj can
be defined by the following relation:

rij ¼ jjxi � xjjj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXd

k¼1
xi;k � xj;k
� �2r

ð8Þ

Where xi;k is the ith component of the spatial coordinate xi; xj and d is the number of
dimension.

3.3 Movement

The movement of a i which is attracted by a more attractive j is given by the following
equation:

xtþ 1
i ¼ xti þB0 expð�cr2ijÞ � ðxi � xjÞþ1ðrand � 0:5Þ ð9Þ

Where the first term is the current position of a, the second term is used for
considering a’s attractiveness to light intensity seen by adjacent fireflies, and the third
term is for the random movement of a in case there are not any brighter ones. Ii and Ij
are two variables which reflect the light intensity that is associated with a specified
fitness function of particles to be evaluated (Mahdad and Srairi 2015). The flowchart of
the optimization algorithm is represented as bellow:

Algorithm: Algorithm

Initialize population of m fireflies, xi , i=1,2,3,…m.
Compute Light intensity f( xi), for all i=1,2,3,…m.
While (stopping criteria is not met) do

for i=1 to m 
for j=1 to m 

if f( xi) >f(xj ) then
Move  i towards j using 

end if
end for

end for
Update Light intensity f( xi) for all .i=1,2,3,…m.

Rank the fireflies and find the current best 
end while
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4 Simulation Results

Table 1 shown the result of FA algorithm for the 10 test system, system data, ramp rate
limit’s and beta-coefficients are taken from (Arul et al. 2013), (Mohammadi-ivatloo
et al. 2012) respectively.

5 Result and Discussion

In this paper, a comparative study is elaborated to solve the dynamic economic dispatch
considering several practical constraints. Three algorithms are investigated, FA, BBO,
PSOTVAC, A test system consists of 10 units is considered. The optimized active
power of thermal units during 24 h is achieved considering valve point effect, ramp rate
limits and transmission losses. For fair comparison between different methods, the
population size for all methods is taken 50. Table 1 show the details of the optimized
active power of 10 thermal units during 24 H of the proposed algorithm. The FA
achieves the best solution 1043945 $ at 150 iterations, the corresponding execution
time is 33.69 min, the convergence characteristic is shown in Fig. 3, The transmission
losses calculated by beta coefficient formula corresponding is 845.1526 MW, the BBO
Fig. 1 achieves the best total cost 1058700$ which is higher than FA, also this algo-
rithm requires large number of iteration (200), at a relatively reduced execution time

Table 1. Best solution of FA algorithm

H Pgl Pg2 Pg3 Pg4 Pg5 Pg6 Pg7 Pg8 Pg9 Pg10 Loss
(MW)

Cost ($)

1 150.0000 222.2779 171.3511 60.0000 73.0000 122.4377 129.5898 47.0000 20.0000 55 14.6398 28575

2 150.0000 222.2693 197.1005 60.0000 122.8894 122.5142 129.6052 47.0000 20.0000 55 16.3860 30188

3 226.6569 222.2462 234.1733 60.0000 122.8708 159.9955 129.5890 47.0000 20.0000 55 19.5491 33819

4 303.2547 222.2697 309.4328 60.0000 122.9049 160.0000 129.6031 47.0000 20.0000 55 23.4568 36866

5 379.8746 222.2623 309.2867 60.0545 122.9099 160.0000 129.5837 47.0000 20.0000 55 25.9956 38542

6 456.5046 302.2475 340.0000 60.0000 122.8744 129.0570 129.6161 47.0085 20.0000 55 34.3270 42165

7 456.4962 309.5180 297.4507 91.4800 172.7394 160.0000 129.5839 47.0000 20.0000 55 37.2989 43839

8 456.5392 389.4972 300.7239 60.0032 172.7245 160.0000 129.5979 47.0000 49.9657 55 45.0528 45667

9 456.5041 460.0000 316.4921 109.9861 222.6014 160.0000 129.6012 47.0076 20.0121 55 53.2360 49515

10 456.5177 460.0000 340.0000 159.9745 240.3889 160.0000 129.6085 76.9985 50.0115 55 56.4828 53886

11 456.5388 460.0000 340.0000 195.4525 243.0000 160.0000 129.6156 85.3195 80.0000 55 58.9424 55818

12 456.4895 460.0000 340.0000 241.2428 242.0184 159.9889 129.6288 115.3145 80.0000 55 59.7017 57658

13 456.4986 396.8010 324.8272 241.2243 222.6035 122.5130 129.5892 119.9813 52.0602 55 49.1218 52719

14 456.5067 396.8096 301.1725 191.3157 172.7326 122.5293 129.6347 119.9996 22.0900 55 43.7845 49092

15 456.3807 316.8119 296.4855 170.8892 122.8657 122.4090 129.5828 119.9898 20.0000 55 34.4033 45703

16 379.9245 236.8120 319.3170 120.9517 73.000 122.5040 129.6118 119.9868 20.0004 55 23.1379 40704

17 303.2290 222.2814 284.9302 120.2963 122.8711 122.4162 129.5940 119.9932 20.0000 55 20.6258 38678

18 303.2457 222.2623 299.8295 170.2897 172.7644 160.0000 129.6045 120.0000 20.0105 55 25.0043 42313

19 379.9092 302.2602 325.3638 180.8425 172.7043 122.4734 129.5584 120.0000 20.0000 55 32.1381 45738

20 456.4873 382.2547 340.0000 230.8105 222 5971 133.2020 129.6040 120.0000 49.9539 55 47.9218 53316

21 379.8932 396.8053 302.7534 180.8574 222.6135 160.0000 129.5914 120.0000 20.0000 55 43.5753 49035

22 303.1977 396.7966 243.0434 130.9248 172.7554 122.4279 129.5887 90.0095 20.0000 55 35.7757 42531

23 226.6210 316.8037 185.1964 92.0218 122.9442 122.4865 129.5757 85.2955 20.0000 55 23.9831 35622

24 150.0000 309.5460 199.5909 60.0000 73.000 122.5701 129.5879 85.3102 20.0000 55 20.6122 31956

845.1526 1043945
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23.93 min compared to FA. Table 2 depicts details about the performances of several
algorithms in solving DED in terms of the best, the mean and the maximum value.
Figure 2 show the convergence behavior for PSOTVAC when achieve to a total cost
1049200$ at a competitive time (1.8445 min). it is also important that the best solution
achieved by FA without violation of constraints, however the degree of permissible
violation constraints for the proposed algorithm are near 10-2.

20 40 60 80 100 120 140 160 180 200
10

4

10
5

10
6

Iteration

B
es

t C
os

t

Fig. 1. Characteristic Convergence of BBO

Table 2. Best solution of FA, BBO, PSOTVAC, FA-PSOTVAC, BBO-PSOTVAC.

Method Pop
size

Max
iteration

Best
solution

Worst
solution

Mean
value

Losse
(MW)

Min-max of Balance
Demande Violation

Time
(min)

FA 50 150 1043945 7744900 3350500 845.1526 0.0168–0.0611 33.69

BBO 50 200 1058700 1144100 42709 800.30 0.3386–0.3378 23.93

PSOTVAC 50 1000 1049200 28619000 13785000 914.3054 0.0044–0.0256 1.8445

CSO
(Meng et al. 2015)

30 1000 1038320 1042518 1039374 802.62 – 1.481

GA
(Hemamalini and Simon
2011a, 2011b)

– – 1052251 1062511 1058041 – – 3.444

IPSO
(Yuan et al. 2009)

– – 1046275 – 1048154 – – 0.180

AIS
(Hemamalini and Simon
2011a, 2011b)

– – 1045715 1048431 1047050 835.62 – 30.973

ECE
(Selvakumar 2011)

– – 1043989 – 1044470 – – 0.644
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Fig. 2. Characteristic Convergence of PSOTVAC
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Fig. 3. Characteristic Convergence of FA Algorithm.
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6 Conclusion

In this study, three algorithms the FA, PSOTVAC, BBO, have been adapted and
applied to solve the DED considering three practical constraints simultaneously such as
the valve point effect, ramp rate limits, and transmission losses. The performances of
FA algorithm in terms of solution quality and number of generation required have been
improved and validated on practical test system 10 units to solve the DED considering
simultaneously three constraints. The total cost achieved using FA is competitive in
term of quality and reduction of the number of convergence characteristics.
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Abstract. Voltage stability improvement is an important issue in power system
planning and operation. Voltage stability of a system depends on the network
topology and settings of reactive compensation devices. To ensure reliable
operation of modern power system characterized by large integration of inter-
mittent renewable sources and multi types of FACTS devices, the voltage sta-
bility index becomes a challenge for expert and industrials. In This preliminary
study a particle swarm optimization with time varying acceleration (PSO-
TVAC) algorithm is proposed for monitoring and improving voltage stability.
The proposed technique is based on the minimization of the maximum of L-
indices of load buses considering multi STATCOM device under normal case
and contingency situation. The proposed algorithm has been tested on IEEE 57-
bus test systems and successful results have been obtained.

Keywords: Voltage stability � Reactive power planning � STATCOM
PSO-TVAC

1 Introduction

Due to economic reasons arising out of deregulation and open market of electricity,
modern day power systems are being operated closer to their stability limits. The
voltage stability (Kessel and Glavitsch 1986) problem has become a major concern in
power system, especially for a system is one of the challenging problems faced by the
utilities. Many different criteria to establish which solutions correspond to a stable
equilibrium point have been developed. The classic voltage stability criterion known as
dQ/dV criterion is base on the capability of the system to supply the reactive power
required by loads, dividing the reactive power demand from the real power demand.
Another criterion is the dE/dV criterion in which the equivalent emf E can be expressed
as a function of the load voltage and also the dQG/dQL based on the relation between
the reactive power generation QG(V) and the load reactive demand QL(V)
(Jayasankara et al. 2010). Yang et al. (2012) have proposed optimal setting of reactive
compensation devices with an improved voltage stability index for voltage stability
enhancement. In Mehta et al. (2018) authors have proposed Optimal selection of
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distributed generating units and its placement for voltage stability enhancement and
energy loss minimization, they have used the L-index proposed in Mehta et al. (2018)
for voltage stability assessment. The authors in Rabiee et al. (2014), considered the
desired LM and satisfaction of this LM in Corrective voltage control scheme consid-
ering demand response and stochastic wind power while loadability margin (LM) of
power system maximized. The authors in Mohseni-Bonab et al. (2016) focused on the
effect of Voltage stability constrained multi-objective optimal reactive power dispatch
under load and wind power uncertainties. In Ref Ratra et al. (2018), voltage stability
assessment in power systems using line voltage stability index have been proposed. In
Nikkhah and Rabiee (2018) authors have been proposed a study for optimal wind
Power Generation Investment, Considering Voltage Stability of Power Systems. While
the different methods listed above give a general picture of the proximity of the system
to voltage collapse, the index proposed in reference Kessel and Glavitsch (1986) Kessel
gives a scalar number to each load bus called the L-index.this index value ranges from
0 (no load of system) to 1 (voltage collapse). The bus with the highest L-index value
will be the most vulnerable bus in the system and hence this method helps in identi-
fying the weak areas in the system which need critical reactive power support. The
advantage of this method lies in the simplicity of the numerical calculations and
expressiveness of the results (Ratra et al. 2018). The modern power systems are facing
increased power flow due to increasing demand and are difficult to control. The rapid
development of fast acting and self commutated power electronics converters, well
known as FACTS controllers, introduced in 1988 by Hingorani and Gyugyi (2000) are
useful in taking fast control actions to ensure security of power systems. FACTS
devices are capable of controlling the voltage angle, voltage magnitude at selected
buses and/or line impedance of transmission lines. The work in this paper describes the
steady state model of facts device and its integration in an existing ORPF under normal
and contingency condition. The STATCOM which is one of the most effective FACTS
devices, is considered in the study (Zhang et al. 2004). The proposed algorithm for
optimal reactive power flow control achieves the goal by setting suitable values for
generator terminal voltages, transformer tap settings and parameter setting of the
STATCOM. This work proposes a coordinated control of all parameters of reactive
power control and the system to enhance the performances of practical electrical power
system at critical situation.

2 Voltage Stability Index (L_Index)

Voltage stability analysis involves both static and dynamic factors. As dynamic
computations are time consuming, the static approach is generally preferred for stability
assessment and control. Static voltage stability analysis involves determination of an
index called voltage stability index (Kessel and Glavitsch 1986). This index is an
approximate measure of closeness of the system to voltage collapse. There are various
methods of determining the voltage stability index. One such method is L-index pro-
posed in Mandal and Roy (2013). It is based on load flow analysis. Its value ranges
from 0 (no load condition) to 1 (voltage collapse). The bus with the highest L-index
value will be the most vulnerable bus in the system. The L-index calculation for a
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power system is briefly discussed below. Consider a N-bus system in which there are
Ng generators. The relationship between voltage and current can be expressed by the
following expression:

IG
IL

� �
¼ YGG YGL

YLG YLL

� �
VG

VL

� �
ð1Þ

Where IG; IL and VG; VL represent currents and voltage at the generator buses and
load buses, Rearranging the above equation we get:

VL

IG

� �
¼ ZLL FLG

KGL YGG

� �
IL
VG

� �
ð2Þ

Here:

FLG ¼ � YLL
� ��1

YLG
� � ð3Þ

The L-index of the jth node is given by the expression:

Lj ¼ 1�
XNg
i¼1

Fji
V i

Vj
\ðhij þ di � djÞ

�����
����� ð4Þ

Where:Vi;Vj are the voltage magnitude of iit and jit generator, hij is phase angle of
the term Fij; di; dj are the voltage phase angle of iit and jit generator unit. The values of
Fij are obtained from the matrix FLG. The L-indices for a given load condition are
computed for all the load buses and the maximum of the L-indices (Lmax) gives the
proximity of the system to voltage collapse. The indicator Lmax is a quantitative
measure for the estimation of the distance of the actual state of the system to the
stability limit.

3 Problem Formulation

The main objective of this work is to determine the optimal parameter setting of the
multi-STATCOM, generator voltages and transformer tap; in the optimal reactive
power flux we have optimize one objective function only with represent the voltage
stability index so the problem can be formulated as:

Minimize ðL maxÞþ
X
i2npv

R Qgi � Qlim
gi

� �2
ð5Þ

This optimization while satisfying several equality and inequality constraints and to
eliminate or minimize the reactive power generation violations under the critical single
contingencies.
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3.1 Equality Constraints

The equality constraints are the load flow equation:

PGi � PDi ¼ Vi

XNB

j¼1

Vj Gij cos hij þBij sin hij
	 


for i ¼ 1; . . .;NB � 1 ð6Þ

QGi � QDi ¼ Vi

XNB

j¼1

Vj Gij sin hij � Bij cos hij
	 


for i ¼ 1; . . .;NPQ � 1 ð7Þ

NB; NPQ: is the set of numbers of total buses excluding slack bus and numbers of
PQ buses.

3.2 Inequality Constraints

Generator constraints: generator voltages VG and reactive power outputs are restricted
by the limits as the below relation:

Vmin
G;i �VG;i �Vmax

G;i ; i ¼ 1; . . .;NPQ ð8Þ

Qmin
G;i �QG;i �Qmax

G;i ; i ¼ 1; . . .;NPV ð9Þ

Vmin
L;i �VL;i �Vmax

L;i ; i ¼ 1; . . .;NPQ ð10Þ

�50�QSTATCOM � 50 ð11Þ

Where NPV ;NPQ are the set numbers of generator and load bus respectively.

4 Modeling of STATCOM with Power Flow

STATCOM is a second generation of FACTS device used for shunt reactive power
compensation. According to the IEEE, STATCOM system is a static synchronous
generator operated as a static compensator connected in parallel whose output current
(inductive or capacitive) can be controlled independently of the AC system voltage
(Mahdad 2011). The bus at which the STATCOM is connected is represented as a PV
bus, this dispositive can be generated or absorbed reactive power would reach to the
maximum limit. Figure 1a shows the basic configuration of STATCOM (Mancer et al.
2012).

4.1 Power Flow Equation with STATCOM

An alternative way to model the STATCOM in a Newton-Raphson power flow
algorithm is described in Mahdad (2010). The power transmission line between two
bus system can be represented by:
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The active and reactive power transmitted

P ¼ Vi�Vsh

X
sinðdi � dshÞ

Q ¼ V2
i

X
� Vi�Vsh

X
cosðdi � dshÞ

ð12Þ

Where Vi, Vsh are the voltage at the nodes, (di - dsh) the angle between the voltage
and X the line impedance. After performing some complex operations, the following
active and reactive power equations are obtained as follows:

Psh ¼ V2
i gsh � ViVshðgsh cosðhi � hshÞþ bsh cosðhi � hshÞÞ ð14Þ

Qsh ¼ �V2
i bsh � ViVshðgsh sinðhi � hshÞ � bsh sinðhi � hshÞÞ ð15Þ

Where: gsh þ jbsh ¼ Zsh and
gsh: Equivalent conductance of the STATCOM.
bsh: Equivalent susceptance of the STATCOM.
Zsh: Equivalent impedance of the STATCOM.

4.1.1 PSO Strategy
PSO is relatively a modern heuristic search method motivated from the simulation of
the behavior of social systems such as fish schooling and birds flocking (Mancer et al.
2012). The classical particle swarm optimization (PSO) first introduced by Kennedy
and Eberhart (1995), The motivation behind this concept is to well balance the
exploration and exploitation capability for attaining better convergence to the optimal
solution. The modified velocity and position of each particle can be calculated using the
current velocity and the distance from Pbest to Gbest as shown in the following
formulas general:

      ( A)                            (B) 

VD
ID

V1

V1 

VSC
Bus i

I

Psh+Qsh
Vsh∟θsh

+

Vi∟θi

Zsh 

Fig. 1. (A) Basic configuration of STATCOM. (B) STATCOM equivalent circuit.
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Vðtþ 1Þ ¼ Kðw � VðtÞþC1rand1 � ðPbesti � XðtÞÞþC2rand2 � ðGbesti � XðtÞÞÞ
Xðtþ 1Þ ¼ XðtÞþVðtþ 1Þ

(

ð16Þ

where VðtÞ is the current velocity, Vðtþ 1Þ is the velocity (modified velocity) rand1
and rand2 are the random numbers between 0 and 1, Pbesti is the best value found by
particle i, Gbesti is the best particle found in the group, XðtÞ is the current position
Xðtþ 1Þ the current position (modified searching point), Here w is the inertia weight
parameter, K is constriction factor, C1; C2 are cognitive and social coefficients,. A large
inertia weight helps in good global search while a smaller value facilitates local
exploration.

4.1.2 PSO Based Time Varying Acceleration Coefficients (PSO-TVAC)
The idea behind time varying acceleration (TVAC) is to enhance the global search in
the early part of the optimization and to encourage the particles to converge towards the
global optima at the end of the search (Mancer et al. 2015). This is achieved by
changing the acceleration coefficients C1 and C2 with time in such a manner that the
cognitive component is reduced while the social component is increased as the search
proceeds. The acceleration coefficients are expressed as:

C1 ¼ ðC1f � C1iÞ iter
itermax

þC1i

C2 ¼ ðC2f � C2iÞ iter
itermax

þC2i

(
ð17Þ

Were C1f ;C1i;C2f and C2i are social acceleration factors and initial and final values
of cognitive respectively. The concept of time varying inertial weight was introduced in
Mancer et al. (2015) is suggested to decrease linearly from 0.9 to 0.4 ruing the run. The
inertial weights formulated as in (18)

w ¼ ðwmax �WminÞ � ðitermax � iterÞ
itermax

þWmin ð18Þ

Where iter is the current iteration number while itermax is the maximum number of
iterations.

4.1.3 Simulation Results
In this study, The program was validated and tested for the networks IEEE 57 nodes.
This test system consists of 57 nodes, 63 branches, 15 transformers and seven con-
trolled nodes. For all tests, the maximum limits of capacitive and inductive compen-
sation to install at node i are equal to 50 Mvar, and the minimum and maximum limits
on tap transformers are 0.90 p.u and 1.10 p.u respectively. Different study cases are
considered:

• Case 1. Power flow solution under base loading condition (nominal point).
• Case 2. Power flow solution under uniform load variation of +20 per cent condition.
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• Case 3. Optimization without STATCOM with uniform load variation of +20 per
cent from base case.

• Case 4. Optimization with STATCOM with uniform load variation of +20 per cent
from base case.

In this section the objective is to the verify the feasibility and performance of the
PSO_TVAC based FACTS using multi STATCOM Controllers by adjusting dynam-
ically their parameters setting. The objective function considered is voltage stability
index L-index (Modarresi et al. 2016).

Table 1. Optimized control variables: cases 1–4.

Case 1 Case 2 Case 3 Case 4

VG1 1.0400 1.0400 1.0513 1.0881
VG2 1.0100 1.0100 1.0447 1.0076
VG3 0.9850 0.9850 1.0161 1.0341
VG6 0.9800 0.9800 1.0115 1.0063
VG8 1.0050 1.0050 1.0881 1.0322
VG9 0.9800 0.9800 0.9803 0.9953
VG12 1.0150 1.0150 1.0504 1.0147
T4-18 0.9700 0.9700 0.9595 0.9615
T4-18 0.9780 0.9780 0.9336 1.0009
T21-20 1.0430 1.0430 1.0421 0.9926
T24-26 1.0430 1.0430 1.0963 0.9020
T7-29 0.9670 0.9670 1.0025 0.9797
T34-32 0.9750 0.9750 0.9514 0.9731
T11-41 0.9550 0.9550 0.9611 0.9662
T15-45 0.9550 0.9550 0.9345 0.9369
T14-46 0.9000 0.9000 0.9033 1.0021
T10-51 0.9300 0.9300 1.0384 0.9672
T13-49 0.8950 0.8950 0.9134 0.9946
T11-43 0.9580 0.9580 0.9650 0.9635
T40-56 0.9580 0.9580 0.9642 0.9431
T39-57 0.9800 0.9800 0.9386 0.9807
T9-55 0.9400 0.9400 0.9373 0.9945
VG25-STATCOM 0.0000 0.0000 0.0000 0.9988
VG31-STATCOM 0.0000 0.0000 0.0000 0.9408
VG33-STATCOM 0.0000 0.0000 0.0000 1.0359
Min(V) 0.9001 0.8248 0.8851 0.9256
Max (V) 1.0571 1.0400 1.0681 1.0881
Ploss 28.4550 61.6580 60.6240 57.42
L_index 0.3217 0.4478 0.4022 0.2903
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Fig. 3. Convergence characteristic of voltage stability index based PSO-TVAC.

Table 2. Results of optimized reactive power of generating units and STACOM: cases 1–4.

QG MIN QG MAX Case 2 Case 3 Case 4

QG-1 2.0000 3.0000 1.6441 1.1566 2.2997
QG-2 0.1700 0.5000 0.3609 0.5021 0.1015
QG-3 0.1000 0.6000 0.4132 0.3084 0.3964
QG-6 0.0800 0.2500 0.1459 0.0782 0.1391
QG-8 1.4000 2.0000 1.1140 1.7916 0.9781
QG-9 0.0300 0.0900 0.4249 0.1515 0.0799
QG-12 1.5000 1.5500 1.3921 1.4802 1.0672
QG-25 STATCOM −0.5000 0.5000 0 0 0.2211
QG-30 STATCOM −0.5000 0.5000 0 0 0.0946
QG-33 STATCOM −0.5000 0.5000 0 0 0.2219
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The best results of the objective function optimized is given in Table 1. Figure 2
shows the voltage profiles at all buses at three cases: base case, Case 2 (general case),
case 3 (Optimization without STATCOM controllers), and case 4 (Optimization con-
sidering multi STATCOM controllers). Figure 3 shows the convergence characteristics
of the stability index ‘L-index’ (voltage stability index) based on the proposed algo-
rithm variant PSO-TVAC, The Table 1 shown clearly that the optimal solution
achieved with multi STATCOM is 0.2903 p.u better than that calculated by the
Optimization without installation STATCOM controllers and worth 0.4022 pu, this
significant difference explains the role of the incorporation of this device (SATCOM).
Secondly, it can be concluded that the location of this STATCOM has the effect of
generating a low stability index with consideration of all constraints. Table 2 presents
the optimized reactive powers at the levels of the production units and those injected by
the STATCOM for all the cases addressed, it is clear that the reactive powers produced
of all the units are within their admissible limits (without violation of the constraints).

5 Conclusion

This paper proposes a particle swarm optimization with time varying acceleration
(PSO-TVAC) algorithm considering dynamic shunt controllers based FACTS tech-
nology for monitoring and improving voltage stability under sever loading conditions.
In this study the voltage stability index called L-index is proposed to evaluate the
performances of practical electrical power system at critical situation. The proposed
variant based modified PSO is applied to the standard IEEE 57-Bus. Results obtained
in term of voltage stability index, and power transmission losses are improved com-
pared to the based case (without optimization) and to the case without considering
integration of STATCOM controllers. In our future works, the present paper can be
extended to adopt new combined algorithms such as Firefly Algorithm (FA) and
biogeography optimization (BBO) to address the problem of congestion management
in power system with other type of FACTS devices such UPFC and SSSC. Also, it is
interesting to include the uncertainties and intermittent aspect associated with various
renewable sources in the optimal reactive power dispatch (ORPD) problems.
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Abstract. The use of the hydrogen gas as a fuel for the energy produced by
fuel cells is increasingly being studied in several areas. Among techniques of
hydrogen production is the dissociation of methane in cold plasma. This work
represents the modelling of methane dissociation in radio frequency capacitively
coupled plasma by using fluid model, and by considering 21 species (i.e. in
total; neutrals, radicals, ions, and electrons) and more than 30 reactions (elec-
tronic impact with CH4, neutral-neutral, neutral-ions and surface reactions).

Keywords: Radiofrequency capacitively coupled plasma � Fluid model
Methane � Hydrogen

1 Introduction

Radiofrequency plasma is known by richness of these reactive elements and recent
applications in various fields such as medicine, semiconductors processing, biology etc.
[1]. Recently, large efforts have been made to understand the physical and chemical
behavior occurring the radiofrequency plasma, for this purpose, modeling is very useful
tool for understanding and predicting discharge plasma parameters, many modeling
works as a very effective tool for the proper understanding of this phenomenon [2].
Methane is the simplest poly-atomic hydrocarbon, and is present in the atmosphere of
most planets and the interstellar surface [3]. Low-pressure plasma created by
radiofrequency discharge in methane is used in many fields of technology [4], this
molecular gas is considered to be a good test gas [5], and several studies that were
experimentally interested for example [6], or by numerical (analytical) study by mixing
it with other gases such as H2, N2, etc. [7], or pure [8].

The main objective of this work is modeling of capacitively coupled plasma
(CCP) in methane. In the simulation of a molecular gas, the electron molecule process
takes into account different number of ionic species [9]. In our simulation of the CH4

discharge we include a complete set of electron-impact processes (elastic momentum
transfer, vibration and dissociative ionization and neutral to neutrals dissociation). In
comparison to 2D fluid model, 1D fluid model has a great advantage in obtaining the
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characteristics of the plasma and the density of the species, in addition the reduction of
the calculation time [10]. The fluid model used in this work is based on the coupling of
the moments of the Boltzmann equation with the Poisson’s equation [11], this model is
sufficient to predict the dominant reactions and the most existing species in methane.
The description and the equations of the model are presented in Sect. 2, and the
simulation results are discussed in Sect. 3.

2 Description of the Model

This section is divided into two parts: the first is reserved for the chemical model and in
the second for the mathematical physics model.

2.1 Chemical Model

The model contains, in aggregate 42 reactions; the considered species in the model are
shown in Table 1, impact electronic reactions in Table 2, reactions and rate coefficient
in Table 3.

2.2 Mathematical Physics Model

The fluid model is contains the first three moments of Boltzmann equation (mass
conservation equation, momentum conservation equation for electrons, and energy
conservation), the first two moments of Boltzmann equation for ions (mass conser-
vation equation, and momentum conservation equation), and only the first equation for
the neutrals (mass conservation equation), where these equations are coupled with the
Poisson’s equation [15]. The discharge is powered by alternating voltage generator
(frequency RF = 13.56 MHz), where the grounded electrode is taken at the position
x = 0, while the powered electrode at the position x = d, where d is taken 6 cm. The
discharge conditions are: 0.1 Torr of gas pressure in 300 K of temperature, and 200 V
of radiofrequency. The ion flux density at the electrode levels is due solely to field
drainage and therefore the scattering components are null at all times:

dnp
dx

����
x¼0;d

¼ 0 ð1Þ

Table 1. Species taken into account in the methane plasma model

Electron Ions Radicals & Neutrals

e CH4
+, CH5

+, CH3
+, CH2

+, CH+, C+,
C2H4

+, C2H5
+, H2

+, H+
CH4, CH3, CH2, CH, C, H2, H,
C2H4, C2H5, C2H6
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Table 2. Electron impact reactions and threshold energy

No Reactions Threshold (eV)

01 e + CH4 = e + CH3 þ H 8.8
02 e + CH4 = e + CH2 + H2 9.4
03 e + CH4 = e + CH + H2 + H 12.5
04 e + CH4 = e + C + 2H2 14
05 e + CH4 = 2 + CHþ

4 12.6

06 e + CH4 = 2e + H + CHþ
3 14.3

07 e + CH4 = 2e + CHþ
2 + H2 16.2

08 e + CH4 = 2e + CHþ + H2 + H 22.2

09 e + CH4 = 2e + Cþ + 2H2 22.0

10 e + CH4 = 2e + Hþ
2 + CH2 22.3

11 e + CH4 = 2e + Hþ + CH3 21.1

Table 3. Reactions with rate coefficient K = A.Tg
n.exp(− E/RTg) where Tg is the gas temperature

[12–14].

No Reaction Rate coefficient
A[m3/s.mol] E[J/mol] n

01 CH4 þCH2 = > CH3 + CH3 0.0713E−16 41,988 0
02 CH4 þ CH = > C2H4 + H 153E−16 – − 0.9
03 CH4 þ H = > CH3 + H2 2.2E−26 33,632 3
04 CH3 + CH3 = > C2H6 4.66E−16 – − 0.37
05 CH3 + CH3 = > C2H4 + H2 170E−16 1,133,030 0
06 CH3 + CH3 = > C2H5 + H 0.5E−16 56,540 0
07 CH3 + H2 = > CH4 + H 1.1E−26 39,410 2.74
08 CH3 + H = > CH2 + H2 1E−16 63,190 0
09 CH2 + H2 = > CH3 + H 0.19E−16 53,212 0.17
10 CH2 + H = > CH + H2 2.2E−16 – –

11 CH + H2 = > CH2 + H 5.46E−16 16,155 –

12 CH + H = > C+H2 1.31E−16 665 –

13 C + H2 = > CH + H 6.64E−16 97,278 –

14 CH4
+ + CH4 = CH5

+ + CH3 11.5E−16 – –

15 CH4
+ + H2 = > CH5

+ + H 1.086E−16 − 300 − 0.14
16 CH4

+ + H = > CH3
+ + H2 0.1E−16 – –

17 CH5
+ + H = > CH4

+ + H2 1.5E−16 – –

18 CH3
+ + CH4 = > C2H5

+ + H2 9.6E−16 – –

19 CH3
+ + H = > CH2

+ + H2 7E−16 87,800 –

20 CHþ
2 + CH4 = > C2Hþ

5 + H 2.88E−16 – –

21 CHþ
2 + CH4 = > C2Hþ

4 + H2 5E−16 – –
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The density of the electrons due to the speed of recombination of the latter with the
surface of the anode, is zero and therefore:

nejx¼d¼ 0 ð2Þ

The overall diffusion coefficient Dj of neutral species j in the gas can be calculated
by the Blank’s law:

Ptot

Dj
¼

X

i

Pj

Dij
ð3Þ

where Dij is the binary diffusion coefficient of species j in every background gas i

Dij ¼ 3
16

kBTgas
Ptot

ð2pkBTgas /mijÞ1=2
pr2ijXD wð Þ ð4Þ

where kB is the Boltzmann constant, Tgas is the gas temperature in Kelvin, Ptot is the
total gas pressure in Pascal, mij is reduced molecular mass in amu, rij is the binary
collision diameter in A◦,

rij ¼ ri þ rj
2

ð5Þ

XD(w) is the integral diffusion collision given by :

XD ¼ 1:06036

wB

0:19300
eDw

1:03587
eFw

1:76464
eHw

ð6Þ

with w = Tgas/ɛij, ɛij = (ɛi + ɛj)
1/2 and constant, B = 0.15610, D = 0.47635,

F = 1.52996, and H = 3.89411.
For ions both mobility and diffusion coefficients are considered. The ion mobility of

an ionic species j in the background gas i can be calculated fro, the law electric field
Langevin mobility expression:

lij ¼ 0:514m1=2
ij

Tgas
Ptot

a�1=2
i ð7Þ

where ai in A◦3 is polarizability of the background gas. The overall ion mobility lj of
ion j in the gas mixture can again be obtained by Blank’s law; see above.

The ion diffusion coefficient can be derived Einstein’s relation:

a�1=2
i ¼ kBTion

e
lj ð8Þ

where Tion represents the ion temperature which is assumed to be equal to the gas
temperature.
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3 Results and Discution

Modeling is performed for a pure CH4 discharge. The neutral gas distribution is
assumed uniform during the simulations. The results shown in this section are about
neutrals and ionic densities as a function of distance between electrodes. For the neutral
species shown in the Fig. 1 the most abundant element is CH3, this result is in
agreement with the results of Tachibana et al. [16] and Chien-Wei Chang et al. [17],
and this due to the fact that the large rate of CH3 production by electron impact with
CH4 as shown in the Table 2 (reactions (1) and (11)—as primary production). In
addition the reaction radical-molecule of CH2 with CH4 (reaction (1) in Table 3)
contribute mainly to this result. The other reactions contribute to the production of CH3

are (3) and (5) in Table 2. The second most abundant element is H, this due to the fact
that is among the primaries product of electron collisions with CH4, the reactions (1),
(3), (6), and (8) in Table 2, and the reactions between CH4 and CH (the reaction
(2) Table 3) and others reactions such as (2), (7), (9), … in the Table 3. The third
species is H2. In same raison (primary product by (2), (3), (4), (7), (8), (9) and (10) in
the Table 2 and others reactions between CH4 and H… see Table 2. The CH2 species is
also mainly produced; because it is produced by electron impact with CH4 (reactions
(2) in Table 2). We can see that H2 is most abundant than CH3 and H at the sheaths,
because of the H2 is mainly formed through the wall reactions (many charged species
are taken to be returned as H2 molecule). C2H4 is produced mainly one essential
reaction—the reaction of the radical-molecule reaction of CH with CH4 (reaction (2) in
Table 3). CH is also primary product by collision of electron with CH4, see Table 2,
nevertheless, his destruction by the radical-molecule reaction is quite faster, therefore
his number density become small in the plasma; a considerable loss of CH is in the
reaction with CH4 (reaction (2) in Table 3) and contribute to the formation of C2H4 and
H. The production of others species (C2H5, C2H3, C2 and C) is not much as previous
elements because of their small production rates.

Fig. 1. Neutral species densities
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Figure 2 shows that CHþ
5 and C2Hþ

5 followed by CHþ
4 and CHþ

3 are the most
abundant ions, which is in agreement with the study of Rhallabi and Cathrine [18]. The
figure shows also that he species CHþ

4 and CHþ
3 decrease in center of discharge, where

the formation of ions CHþ
5 and C2Hþ

5 increase; this due to the reactions of CHþ
4 and

CHþ
3 with CH4 with high reaction rates, which contribute to increase the densities of

CHþ
5 and C2Hþ

5 ; see reactions (14) and (18) in Table 3. The same behavior is
observed for CHþ

2 ; decreasing in the center and contribute to the formation of C2Hþ
4 ,

see the reaction (21) in the Table 3.

The charged species like CHþ
2 , CHþ ;Hþ

2 , Hþ and Cþ are produced by collision
of electron CH4 with large quantities, but the destruction rate by ions–molecule
reactions is large, in fact their number densities in the plasma is very small.

4 Conclusion

The study achieved out during this work concerns the numerical modeling of a
capacitively coupled cold electric discharge plasma. The adopted model considers the
plasma as a continuous fluid medium. In this model, ions and electrons are described by
the continuity and momentum transfer equations for ions and electrons and the con-
servation energy equation for electrons, these equations are coupled with Poisson’s
equation.

The work carried out has highlighted a number of phenomena taking place in the
methane plasma especially the densities of existing species. The most abundant neutrals
species in the methane plasma are CH3, H, H2, CH2 and C2H4, and for ions: CHþ

5 ,
C2Hþ

5 , CHþ
4 and CHþ

3 . These results are in agreement with the previous works
[16, 17] for the neutral species and with the work of Rhallabi and Catherine [18] for the
ions. The small differences found in magnitudes, resulting from a choice differs from
the boundary conditions and transport parameters (mobility coefficient, diffusion,

Fig. 2. Ions species densities
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ionization, etc.). These need further study to correlate more adequately with the dif-
ferent physical parameters of the discharge such as gas pressure, applied voltage,
secondary emission coefficient, etc.
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Abstract. The solar power plant is a thermal system that generates electricity
using both the buoyancy effect of hot air generated within the greenhouse by
solar radiation and chimney effect. The solar chimney is used in hot areas such
as Chlef with high intensity of solar radiation. This work, the solar chimney
plant (collector, chimney and turbine) is modeled theoretically, and the global
solar radiation, the air temperature was measured during the period of
01/01/2015 to 1/06/2016. The model is employed in simulation to predict the
electrical power produced by the solar chimney plant using the meteorological
data of Chlef region. the effect of the geometrical parameters on the perfor-
mances of the solar chimney plant was studied. The influence of chimney height
on electrical power produced is simulated in order to have the optimum SCPP to
respond to the electricity demand in Chlef region. The performance character-
istics of solar chimneys indicate that the plant size, the air temperature and solar
radiation flux are important parameters for performance enhancement.

Keywords: The solar chimney power plant � Temperature ambient
Power electrical

1 Introduction

The fuels that we use, and which are fully linked to our lives, may one day lead us to a
frightening and painful land, because the sources of energy we consume have pre-
cipitated the problems of the Earth, and the problem has escalated by increasing global
pollution, which has led to the search for renewable and environmentally friendly
sources. Among the types of energy renewable the solar energy, the most important
uses of solar energy converted into electric using solar chimney power plant.

The solar power plant is a thermal system that generates electricity using both the
buoyancy effect of hot air generated within the greenhouse by solar radiation and
chimney effect. The solar chimney is used in hot areas such as Chlef with high intensity
of solar radiation. the air of system is heated by solar radiation under the influence of
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the greenhouse, and thus a difference in temperature is created between ambient
temperature and temperature within the chimney. As hot air is lighter than cold air, it
rises up the chimney tower. At last, the air flow out the tower through the chimney exit.
The turbine (or turbines) set at the path of airflow converts the kinetic energy of air into
electricity [1].

In this present work, a theoretical model was developed to simulate the physical
process of solar chimney in order to supply electricity for inhabitants in Chlef region,
Algeria. The input parameters are solar radiation and ambient temperature, while the
output is the electrical power. The meteorological data are taken in the site of Ouled
Fares at Chlef, every quarter hour during 2015. The simulation was down for two days
from the year (winter and summer).

2 Mathematical Model

The solar chimney is composed of three main parts. The first one is the collector
(Fig. 1). The second part is the chimney. The third part is the turbine and generator.

The total efficiency is calculated by multiplying the efficiency of the collector,
efficiency of the chimney and efficiency of turbo-generator.

The overall efficiency turbine pressure drop ratio for an unloaded SCPP.

gSC ¼ gcol:gtg:gch:ft ð1Þ

Where gSC , gcol, gch and gtg are the overall efficiency, collector efficiency, chimney
efficiency and turbo-generator efficiency respectively.ft is the turbine pressure drop
ratio. Total power produced by the plant is given by Eq. 2:

Dcol

Turbine 
Collector  

Dch

Hch

Hot air

chimney

Fig. 1. Schematic of solar chimney power plant
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We ¼ Qs:gSC ð2Þ

Where We is the total electrical power and Qs is the total solar energy input in the
collector which is given by Eq. 3:

Qs ¼ Is:Acol ð3Þ

Where, Is is the solar radiation and Acol is the collector area.

2.1 The Solar Collector

In the collector, the air inside the system is heated by the sun due to the greenhouse
effect, because the roof is open around its periphery and rises to the chimney. Collector
efficiency can be calculated by dividing the amount of heat obtained from air to the
available heat from the sun irradiance [2], which is defined as:

gcoll ¼
Qu

Qs
¼ m::cp:DT

Is:Acoll
ð4Þ

Where m is the air mass flow rate inside the collector.

Qu ¼ Acol a:Is � b:DT0½ � ð5Þ

Where DT0 is the difference in temperature between collector surface and ambient
temperature and DT is the difference in temperature between average hot air in the
collector and ambient air. a is effective absorption coefficient of collector with a typical
value of ‘0.75–08’ and b is an adjusted heat transfer coefficient that allows for radiation
and convection losses.

By substituting Eq. 5 in Eq. 3, the collector efficiency is calculated by Eq. 6:

gcoll ¼ a� b:DT0
Is

ð6Þ

The calculation of average temperature of hot air and absorber surface is fussy. The
assumption for the above equation is that the absorber surface temperature is equal to
the average air flow temperature as follows (Eq. 7).

DT ¼ DT0 ð7Þ

where DT ¼ Tf � Ta and DT0 ¼ T0 � Ta with Tf, Ta and T0 are the average hot air
temperature in the collector, ambient air temperature and collector outlet temperature
respectively.

m ¼ � gcol
a

ð8Þ
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The collector efficiency of the Eq. 8 can be calculated and an appropriate method
was adopted to determine the relationship between m and the two environmental
factors according to Eq. 9:

m ¼ �18:8354� I0:0504s � T�0:6143
a ð9Þ

2.2 The Solar Chimney

Hot air is moving towards the centre of the roof and up the chimney, hot air flow
obtained from the collector is converted into kinetic and potential energy, which causes
convection currents in the chimney and drops pressure in the wind turbine [2].
Chimney efficiency is given by Eq. 10:

gch ¼
Wch

Qu
ð10Þ

Where Wch is the power contained in the air flow at bottom of chimney.

Wch ¼ Dpch:Vch:Ach ð11Þ

Where Dpch is the pressure difference produced between chimney base and the
ambient.

According to Schlaich [3], the pressure difference in the chimney and the equation
of maximum velocity is given by Eqs. 12 and 13:

Dpch ¼ g:qch:k:Hch:ðT � TaÞ=Ta ð12Þ

Vch ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:g:Hch:DT0=Ta

p
ð13Þ

Vch is updraft velocity in the entrance of chimney respectively.
The efficiency of the chimney is related to its rise according to Eq. 14, the value of

chimney height is proportional to the chimney efficiency [2].

gch ¼
g:Hch

cp:Ta
ð14Þ

2.3 The Turbine

Hot air in the chimney creates an updraft; the updraft drives the turbine installed at the
chimney base to generate electrical power. The maximum mechanical power produced
by the turbine is given by Eq. 15:

Wt ¼ 2
3
Wch ð15Þ
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The electrical power produced by the generator is calculated as follows Eq. 16:

gg ¼
We

Wt
ð16Þ

The turbo-generator efficiency is given by Eq. 17:

gtg ¼
We

Wch
ð17Þ

Where gtg ¼ gt:gg combined turbine and generator efficiency. gtg Can be treated as
a constant in this work with a value of 0.80.

According to Guo et al. [4], the optimal turbine pressure drop ratio for the Spanish
prototype can be written as follows Eq. 18:

fopt ¼ 2� m
3

ð18Þ

3 Results and Discussion

In the present paper, simulations that incorporate solar radiation for Chlef region are
conducted using the geometrical parameters of Prototype at the Center for Energy
Research and Technology (CRTEn), Borj Cedria, in northern Tunisia to explore the
electrical power produced by SCPP. The main dimensions of the Tunisian prototype
selected as the physical model are listed in Table 1.

The geographical coordinates of the data collection site at Chelf were 36°23′N
Latitude, 23°1′W Longitude and 143 m altitudes above mean sea level. The environ-
mental parameters such as global solar radiation and ambient air temperature are
collected from 1 January 2015 till now. Figure 2a shows the variation of solar radiation
together with ambient air temperature of 8 January 2015. It is found that, the maximum
global radiation is observed with 531 W/m2 at 12:30 h, whereas the ambient air
temperature is found maximum with 17.1 °C at 14:45 h. The variation of solar radi-
ation together with ambient air temperature of 1 June 2016 is shown in Fig. 2b. It is
found that, the maximum ambient air temperature is 29.3 °C at 15:00 h although the
maximum global radiation is observed by 946 W/m2 at 12:45 h.

Table 1. Geometrical dimensions of the pilot plant in CRTEn of Borj Cedria, northern Tunisia.

Parameter value Value

Mean collector radius 4 m
Chimney height 4 m
Chimney radius 0.3 m
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Figure 3 illustrates that the total energy is very important in summer compared to
winter and the maximum value is 46000 W at 13:00 h. It can be noted that the two
plots of total solar energy follow the same trend of solar radiation.

The updraft velocity in the entrance of chimney according to the hours of the day of
January 2015 and June 2016 are represented in Fig. 4. We find that the two plots of
velocity follow the same trend of solar radiation and the maximum value is 1.27 m/s at
13:00 h in summer and 0.97 m/s at 12:30 h in winter. It can be seen that the updraft
velocity values were observed only during the interval from 05:45 to 20:15 for June
2016, from 07:30 to 17:30 for January 2015 and it was almost null during the night
time.

Fig. 2. Solar radiation and air temperature measured at Chlef: a for January 2015 and b for June
2016

Fig. 3. Total solar energy received by the collector of solar chimney
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Figure 5 show the electric power produced by the SCPP at Chlef is 2.7 W at
12:30 h in winter, and 4.4 W at 12:45 h in summer. Also, we can find that the power
output follow the same trend of solar radiation.

Figure 6 illustrates the influence of the chimney tower height on electric power
output for a day of June month at Chlef with 4 m diameter collector.

We used the Eq. (14) of the model and found the effect of the chimney height. It is
found that the power output is very depends on chimney height. The higher the
chimney height the higher the power output.

Fig. 4. Updraft velocity in the entrance of chimney

Fig. 5. Power output produced by SCPP at Chlef
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Figure 7 shows the effect of the collector radius on electric power output for a day
of June at Chlef with chimney height value of 4 m.

The more the collector radius is important the more the power output is important.

4 Conclusion

The work presented in this study is developed to the performance analysis of a solar
chimney power plant at Chlef, Algeria. For this purpose, a theoretical model was
developed to describe the process of the solar chimney. The results indicated that the
performance characteristics of solar chimney indicate that the plant size and solar
radiation are important parameters for the power performance enhancement, when we
increase the hight of tower and the collector diameter.

Fig. 6. Influence of chimney height in power output

Fig. 7. Influence of the collector radius in power output
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Abstract. Nowadays, solar energy is promising the primary source of energy
for space missions that have a great potential to generate power for an extremely
low operating cost when compared to already existing power generation tech-
nologies. The development of space systems is affected to the study of space
itself, the science of materials and especially the field of energy. Solar arrays are
the only non-nuclear means that enable space vehicles and satellites in orbit to
be fed continuously. Increasing the efficiency of solar cells is a major goal and
the prominent factor in space photovoltaic system research. The most efficient
technology for generation of electricity from solar irradiation is multi-junction
solar cells. The materials used in these structures are a prime factor, controlling
device efficiency. Current triple junction solar cells reach 30% and the next
generation will have a high efficiency to peak at 40%. The aim of this work is to
simulate, investigate and correlate their performance in terms of efficiency, fill
factor, and other electrical parameters. Then, we had made an efficiency com-
parison between a various solar cells measured under one-sun AM0 spectral
conditions to determine the best choice of these which will bring a good per-
formance to be used in solar array design of space photovoltaic systems.

Keywords: Solar energy � Multi-junction solar cells
Characterization performance � Space photovoltaic systems

1 Introduction

The development of space systems is affected especially to the field of energy. Cur-
rently, solar energy is promising the primary source of energy for space missions.
Indeed, solar panels are the only non-nuclear means that enable space systems to be fed
continuously. The efficiency of these solar cells increases. Twenty years ago, silicon
solar cells allowed 12%. With gallium arsenide single junction, appeared a decade ago,
we rose to 20%. Now, the space solar cells are multi-junctions. Current triple junction
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solar cells reach 30% [1]. Due to their high conversion efficiency, this type of solar cell
is mainly used in solar panels for space applications. In this research work, we had
simulated, investigated and correlated the performance of multi-junctions in terms of
efficiency, fill factor, and other electrical parameters. Subsequently, the influence of
irradiation and temperature on the electrical parameters of solar cells must be measured
under one–sun AM0 spectral conditions (0.1353w/cm2, 28 °C) to guarantee a certain
level of reliability and performance of these. For this application, we had made an
efficiency comparison between a various solar cells to determine the best choice which
will bring a good performance to be used in the design of solar array of our space
photovoltaic systems.

2 Modeling of Highest Efficiency Multi-junctions Solar Cells

The electrical behavior is one the most important aspects that characterize a solar cell
device and it’s important to know what the fundamental equations are and how they are
linked to the physics parameters. Moreover, the equation which characterizes the
electrical behavior gives the possibility to build an equivalent circuit to easily make
simulations that permit to extract some important I-V and P-V curves [2]. Due to
increasing requirement for power, mass and area traditional silicon solar cells will be
more and more replaced by high efficiency multi-junction solar cells on space solar
generators. Triple junction solar cells consist of sub cells connected in series in a way
similar to the conventional one, to get high efficiency through current-matching among
the generated current from each sub cells band gap energy should be strictly combined.
Moreover, layers are connected together with tunnel junction and are also provided
with window layers. The current generated is highly dependent on amount of light
exposure. Series resistance models the tunnel resistance between each cell and the
shunt resistances represent the cell material resistance. GaAs based solar cells have the

Fig. 1. Triple junction solar cell equivalent structure
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potential to reach efficiencies greater than 30%. Figure 1 below demonstrates the
equivalent structure of “InGaP/GaAs/Ge” triple junction solar cells and the equivalent
electrical circuit model of these cells are shown in Fig. 2 [3, 7].

From the equivalent electrical circuit, the total current density JL of triple junction
solar cell is given by the following equation:

JL ¼ Jsc;i � Jo;i
q Vi þARs;i JL
� �

niKBT
� 1

� �

� Vi þARs;iJL
ARsh;i

ð3Þ

Where: i, Jsc, Jo, JL, q, V, Rsh, Rs, KB, n, A, T represent the number of sub cells
(1 = high, 2 = medium and 3 = low), photon current density in A/cm2, reverse satu-
ration current density in A/cm2, operating current density of cells in A/cm2, electrical
charge constant (1.602 x 10−19 C), operating voltage per cell in V, shunt resistance in
X, series resistance in X, Boltzmann constant (1.38064852 x 10−23 m2kg s−2k−1), diode
ideality factor (typically constant between 1 and 2), cell area in cm2 and operating
temperature in K respectively [4].

It’s assumed that temperature of the cell is uniform. The diode’s dark saturation
current is strongly dependent on temperature and is calculated by the following
equation:

Jo;i ¼ ki � T
3þ ci
2 � e

�q�Egi
ni�KB�T ð4Þ

Fig. 2. Equivalent electrical circuit of triple junction solar cells
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Where: ci is a constant (typically between 0 and 2) and Eg is the band gap energy in
eV. Band gap energy differs from one cell to another due to the difference in material
used. The relation between band gap energy and temperature is described by the
equation below:

Egi ¼ Eg 0ð Þ � ai � T2

T þ ri
ð5Þ

Where: Eg(0) is the band gap energy at 0 °C, a and r are constants dependent on
the materials used. The band gap energy given in Eq. (6) is strongly affected by the
mixture alloys of the Indium Gallium Arsenide “InGaAs” and Indium Gallium Phos-
phate “InGaP”. However, Germanium “Ge” is referred as pure material.

Egi A1�xBxð Þ ¼ 1� xð ÞEg Að Þþ xEg Að Þþ xEg Bð Þ � x 1� xð ÞP ð6Þ

Where: A1–x Bx is the composition of the alloy material and P is an alloy dependent
parameter that takes into account deviations from the linear approximation in eV. The
voltage at terminals of triple junction solar cell is given in Eq. (7) by the sum of the
voltages of three sub-cells connected in series.

V ¼
X3

i¼1

Vi ð7Þ

Where:

Vi ¼ niKBT
q

ln
Jsc;i � JL

Jo;i
þ 1

� �

� JL ARs;i ð8Þ

Open circuit voltage per cell is achieved by canceling J and it’s described by the
equation below:

Vi ¼ niKBT
q

ln
Jsc;i
Jo;i

þ 1
� �

ð9Þ

The open circuit voltage is inversely proportional to temperature and can be also
demonstrated using I-V curve characteristics representation. The maximum power
point “MPP” is obtained by canceling the term dP/dJL where: P = JLVA.

3 Simulations Results Comparison of Various Solar Cells

The electrical characteristic is very important to well understand the behavior of solar
cells in term of device efficiency. To do that, we had introduced programs under PSpice
software to determine the electrical characteristics I-V and P-V curves of the sub-cells
solar of “InGaP, GaAs, Ge, Si” and that of the triple junction solar cells
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“InGaP/GaAs/Ge” respectively. I-V and P-V curves were the most efficient techniques
for extracting short circuit current density Jsci, open circuit voltage Voci, maximum power
Pm, filling factor FF and the power conversion efficiency of cell η. The influences of
irradiation and temperature on the electrical parameters of cells were investigated.
A comparison between solar cells efficiency was demonstrated to determine the best
choice of solar cell that will be used in space solar panel. In order to simulate and
calculate the filling factor FF and the power conversion efficiency η of solar cells, the
radiation intensity or solar constant of air mass zero (AM0) was considered equal to
1.353 kw/m2 and a given temperature equal to 28 °C for the area of 1 cm2. Figures 3, 4,
5, 6 and 7 shows the simulation results of the electrical characteristics I-V and P-V curves
of the “InGaP”, “GaAs”, “Ge”, “Si” and “InGaP/GaAs/Ge” solar cells respectively.
Simulated and calculated results values of the electrical parameters extracting from the I-
V and P-V curves of each solar cells are shown in Table 1. Where fill factor is the ratio
between the maximum power and the multiplication of open circuit voltage and short
circuit current. Fill Factor’s, maximum power are given by [5, 6]:

Pm ¼ Vm � Jm ð10Þ

FF ¼ Pm

Voc � Jsc ð11Þ

Table 1. Simulated and calculated results values of electrical parameters of solar cells

Electrical parameters of solar cells InGaP GaAs Ge Si InGaP/GaAs/Ge

Voc (V) 1.43 1.04 0.22 0.63 2.69
Jsc (mA/cm2) 16.50 28.80 47.65 38.40 16.52
Vm (V) 1.34 0.94 0.16 0.53 2.55
Jm (mA/cm2) 16.00 27.96 42.12 37.25 16.09
Pm (mW/cm2) 21.44 26.47 6.93 19.99 41.12
FF (%) 90.74 88.39 65,65 82.65 92.53

Fig. 3. Electrical characteristic curve I-V and P-V of InGaP solar cell
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Fig. 4. Electrical characteristic curve I-V and P-V of GaAs solar cell

Fig. 5. Electrical characteristic curve I-V and P-V of Ge solar cell

Fig. 6. Electrical characteristic curve I-V and P-V of Si solar cell
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3.1 Simulation Results Discussion

The above figures show the simulation results of the electrical characteristics I–V and
P–V of each solar sub-cell “GaInP, GaAs, Ge, Si” and that of the triple-junction solar
cell “InGaP/GaAs/Ge”. From Fig. 5; it can be seen that solar sub-cell of “Ge” has a
higher current density than the other solar sub-cells due to its low gap which allows all
absorbed photons that have an energy equal to or greater than its gap to produce a high
current density at this level. As the gap increases, the voltage increases, so that the
photons absorbed by the solar sub-cell have insufficient energy to be all absorbed from
where the density of the current decreases. Figure 7 show that the triple junction solar
cell “InGaP/GaAs/Ge” has a very small short-circuit current density (Jsc) and an
important open circuit voltage (Vco) cause of the series connection of solar sub-cells.

3.2 Typical Comparison Performance of Solar Cells

A typical comparison of performance between the various types of solar cells at given
temperature equal to 28 °C and constant radiation intensity equal to 0.1353 w/cm2 is
shown in Table 2. It is noted that the efficiency of the triple junction solar cell is better
compared to other solar cells. The power conversion efficiency of solar cells equation is
given by [9]:

g ¼ Pm

Pincidente
ð12Þ

Fig. 7. Electrical characteristic curve I-V and P-V of InGaP/GaAs/Ge Triple Junction Solar cells
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4 Conclusion

The aim of this research work was to simulate, investigate and correlate the perfor-
mance of multi-junction solar cells in terms of efficiency, fill factor and other electrical
parameters that used in the design of space power systems. To do this task, we started
by a theoretical study to understand the multi-junction solar cells structure and
equivalent electrical circuit works. Secondly, we had modeled and simulated a various
solar cells under Pspice software program. From the comparison and simulation results
obtained of the electrical characteristics I-V and P-V of each solar cell, we conclude
that the triple junction solar cells deliver a high efficiency compared to other solar cells,
they are also expensive. Due to their high cost, MJSC are the main component for
producing the electricity from solar energy, they are primarily used in the design of
systems in outer space and as concentrator cells where a large amount of sunlight is
reflected onto the cell [8]. The performance of these cells must be also high in space
environment in order to have a minimum mass at equal power. Solar cells being
mounted in satellite and space systems will have to withstand the vibrations of the
launch and then support huge deviations of the temperature as well as devastating
radiations. The highest efficiencies for photovoltaic devices to day are achieved with
triple junction solar cells based on “InGaP/GaAs/Ge”. Depending on the applications in
space or terrestrial concentrator applications, the efficiency is determined either under
AM0 or AM1.5d spectral conditions. Solar cells had a high performance when tem-
perature is low and radiation is high.
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Abstract. The following work represents a propagation and power flow
investigation for different organic liquids of an optical channel drop filter on a
2D photonic crystal flower ring resonator. The structure is composed of
dielectric rods immersed in air and based on photonic crystal ring resonator. The
ring resonator is formed as a flower shape and is sandwiched by two wave
guides. For analyzing this structure, plane –wave expansion (PWE) approach
and finite element method is applied. The numerical results shows the propa-
gation and the power flow variations for different organic liquids used. This
variation is due to their refractive index which varies from one material to
another. In this work, we fixed the radius ‘r’ and the lattice constant ‘a’ by
interesting to the refractive index which is an important parameters of each
materials used.

Keywords: Photonic crystals � Ring resonators � Channel drop filter
Organic liquids

1 Introduction

Photonic crystals are nano-sized periodic structures and devices [1] having refractive
index that is modulated with the wavelength-scale periodicity in one to three dimensions
[2] this periodicity results in a wavelength region in which propagation of optical waves
is prohibited. This wavelength region is called the photonic band gap (PBG) [3] due to
the remarkable importance of the PBG, many applications of PCs depend on their
PBG’s proprieties [4, 5]. By creating appropriate defects, different optical devices based
on PCs can be developed, they include, optical switches [6], optical waveguides [7],
optical converters [8], optical power dividers [9], optical filters [10], optical sensors
[11]. We remove some rods or holes inside the Pc structure in order to have a ring shape.

In recent years, several researches were based on CDF ring resonator of square and
triangular lattices as: David and Abrishamian who work on a multichannel –drop filter
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with PhcRR by using two different refractive indexes in the 2D–PC with square lattice
[12]. Other authors like Mehdizadeh et al. studied the effect of several parameters such
as refractive index of dielectric rods and so on…which are important parameters for
tuning the filter [3].

In our work will study a design of channel drop filter (CDF) based on new con-
figuration of 2D photonic crystal flower ring resonator (PhCFRR) by using finite
element method (FEM).

2 Design of Optical Filter

The finite-element (FEM) numerical method and plane wave expansion method
(PWE) have been used to obtain the photonic band gap (PBG), propagation and the
power flow for different organic liquids in the structure designed by COMSOL soft-
ware. In this paper, we have used a ring resonator as a flower shape to design optical
filter. In the proposed optical filter as shown in Fig. 2, the ring resonator is sandwiched
by two parallel waveguides; one is created by removing a complete row of dielectric
rods in the C-M direction to create the bus waveguide and the second by removing
some rods in the C-M direction to create the output waveguide.

Our proposed structure is a two dimensional photonic crystal composed of 35 � 28
square lattice of dielectric rods immersed in air with lattice constant a = 0.623 lm. The
refractive index of the rods is taken to be 3.46 and for the air background is 1. The
radius of rods of perfect PC (with no defects) is r = 0.19a.

In this paper, we studied the photonic band structure PBGs, propagation and power
flow calculations of 2D photonic by using finite element method (FEM). By solving
Maxwell’s Equations, we studied electromagnetic wave propagation in a photonic
crystal structure where following form for magnetic field is given by [4]:

r� 1
e r!� �r� H r!� � !

¼ x
c

� �2
H r!� �

x is the angular frequency, c is the speed of light in vacuum, and e(r) is the relative
permittivity of material.

The FEM calculation is applied for the dispersion relation of square lattice pattern
for TE and TM polarizations. Light propagation is considered in the (xy) plane of the
square lattice structure. The PBGs of the Phc with aforementioned values is depicted in
Fig. 1. In the next section our simulations are adapted to the proposed structure of a
channel drop filter based on 2D photonic crystal ring resonator.

Figure 1, displays three PBGs, one for TE mode (green zone) and the two for TM
mode (yellow zone). The TE PBGs range ‘a/k’ is [0.85, 0.86] and the TM PBGs have
two ranges, the first ‘a/k’ is [0.32, 0.44] and the second is ‘a/k’ is [0.77, 0.78]. Only the
first PBG in TM mode is large enough for covering the sufficient wavelengths for
optical communication applications. In order to have maximum compatibility with
optical communication ranges, we took a = 623 nm where the study will be in
1415 nm < k < 1946 nm range in TM mode.
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As explained above, to realize the proposed filter in a fundamental platform, we
removed a complete row of dielectric rods in the C-M direction, and some rods in the
G-M direction we created the bus waveguide and the output waveguide respectively.
Next step is creating resonant ring between bus waveguide and the output waveguide,
first we removed from a 15 � 15 array of dielectric rods at the appropriate place some
rods for creating a flower form. This flower shape is created by 13-fold quasi crystal
which is quasi-periodic structure and composed of one central air pore as core rod. The
radius of the flower form is the same as the radius of all other rods in the initial Pc
structure. The final schematic diagram of the proposed filter is depicted in Fig. 2.

The proposed filter has 4 ports: The input port is marked as port (1), the output
waveguide is marked as port (2) and called as the forward transmission terminal. The
port (3) and (4) of waveguide is denoted as forward dropping (see Fig. 2). Optical
waves enter the structure from port (1) to exit from port (2), but at the desired
wavelength the optical wavelengths drop to drop waveguide through the resonant ring
and travel toward port (4). Flower shape has the same radius and refractive index as the
initial structure. Furthermore, as depicted in Fig. 2, The refractive index of the frame
surrounding the flower resonator has been changed for different organic liquids such as
water, Ethanol, Carbon tetrachloride, Benzene and Carbon Disulfide. The refractive
index rods changed are labelled with red circle as shown in Fig. 3.

Fig. 1. The band structure of the proposed structure
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3 Simulation and Results

Our numerical results are obtained from the finite element method using the COMSOL
software [13]. In this work, the study of the propagation and the power flow as a
function of the refractive index for different organic liquids such as Water, Ethanol,
Carbon tetrachloride, Benzene, Carbon disulfide in a structure of a two-dimensional
square lattice based on photonic crystals. The plane of propagation of the electro-
magnetic wave is (xz). This wave is the telecommunications wavelength at 1.55 lm.

Figure 6, the power flow for the two indices of refraction, water (n = 1.333), and
Ethanol (n = 1.361) will pass through maximums. For water, we observe that the

Fig. 2. The final sketch of our structure

Fig. 3. The distribution of the refractive index in
the proposed structure

Fig. 4. The proposed structure with
fine mesh
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(a) Water: (H2O)                                  (b) Ethanol: (Ch3-CH2-OH)

(c) Carbon tetrachloride :( CCl4)            (d) Benzene: (C6H6)

(e) Carbon disulfide: (CS2) 

Fig. 5. The propagation of the field distribution for different refractive index of (a) Water (H2O),
(b)Ethanol (Ch3-Ch2-OH) (c) Carbon tetrachloride(CCl4), (d) Benzene (C6H6) and (e) carbon
disulfide (CS2) respectively at k = 1550 nm
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biggest transfer of the power flow from port 1 to port 4 reaches a maximum of 13.095
nW/m2 versus a cross section line at 2.5 µm (Figs. 5a, 6), as well as for the case of
Ethanol which reaches a medium power flow of 3.4958 nW/m2 for the same a cross
section line (see Figs. 6, 5b) and for Carbon Tetrachloride (n = 1.461), Carbon
disulfide (n = 1.628) and benzene (n = 1.501) they completes a weak power flow
maximum of 0.2885 nW/m2, 0.4458 nW/m2 and 0.6450 nW/m2 respectively, also for
the cross section line (see Figs. 5c–e, 6).

So, Fig. 7 summarizes our work, we note that the two organic liquids Water and
Ethanol are much more important in terms of transfer of power flow to port 4 than
benzene, Carbon Disulfide and Carbon Tetrachloride where the resonance is maximum
for all organic liquids. Knowing that, these maximums intersect in the same cross
section line at 2.5 lm.
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Fig. 6. The power flow of: (a) Water (H2O), (b) Ethanol (Ch3-Ch2-OH) (c) Carbon tetrachloride
(CCl4), (d) Benzene (C6H6) and (e) carbon disulfide (CS2) versus cross section line
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4 Conclusion

In this paper, we proposed a channel drop filter (CDF) based on photonic crystal flower
ring resonator (PhCFRR). We used plane wave expansion method (PWE) and
COMSOL software to simulate the propagation and the power flow of different organic
liquids. From the simulation we observed a different behavior of the signal which
depends on refractive index of each material. This refractive index is a good parameter
that can be used for detection in biosensor for several research areas such as health,
environment…etc.
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Abstract. Electronic and thermoelectric properties of ternary chalcopyrite type
CdSiAs2 were studied using the first principles density functional calculations
performed in the full potential linear augmented plane wave (FP-LAPW)
method as implemented in the WIEN2k code. The thermoelectric properties are
calculated by solving the Boltzmann transport equation within the constant
relaxation time approximation. The calculated band gap using the Tran-Blaha
modified Becke- Johnson potential (TB-mBJ) of CdSiAs2 compound is in good
agreement with the available experimental data. Thermoelectric properties like
thermopower, electrical conductivity scaled by relaxation time and electronic
thermal conductivity scaled by relaxation time are calculated as a function of
temperature.

Keywords: Electronic properties � Thermoelectric properties
FP-LAPW method � TB-MBJ

1 Introduction

Chalcopyrite-type materials are well-known semi-conductors with energy band gap
ranging from 1 to 3 eV [1, 2]. The semiconducting nature of these materials attracts the
present researcher, as these materials find promising applications in solar cells,
detectors, nonlinear optic devices and many more. The important application of the
chalcopyrite-type compounds includes the energy conversion and serve as thermo-
electric and photovoltaic energy converters. Ternary chalcopyrite semiconductors and
pnictide compounds of the form ABC2 have attracted researchers because of their
special physical properties like high melting point, high refractive index, high nonlinear
optical susceptibility, and many more [3, 4]. Because of the above mentioned diverse
properties, both the chalcopyrites and pnictides are identified as promising materials for
different device applications like electronic devices [5], nonlinear optical devices [6, 7],
photovoltaic cell [8] etc. These materials crystallize in the tetragonal structure with
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space group I_42d and are considered as the ternary analogue of zinc blende structure
[9, 10]. In this work; we employ first-principles calculations to study the structural,
electronic and thermoelectric properties of ternary chalcopyrite CdSiAs2.

2 Computational Details

Present calculations are based on the first principles density functional theory. We have
used full potential linearized augmented plane wave (FP-LAPW) method implemented
in WIEN2k package [11, 12]. The calculations using standard Generalized Gradient
Approximation (GGA) schemes for the exchange-correlation potential underestimate
the band gaps of semiconductors, and generally we have used the modified GGA
known as the Tran-Blaha modified Becke-Johnson potential (TBmBJ) [13, 14] which is
good in reproducing the experimental band gaps.

3 Results and Discussion

3.1 Structural Properties

The investigated compound CdSiAs2 crystallize in tetragonal chalcopyrite type struc-
ture with space group I4_2d. Chalcopyrite crystal structure can be considered as the
ternary analogue of zinc blende structure with slight tetragonal distortion. The chal-
copyrite structure is closely related to the zinc blende structure. Generally, the chal-
copyrite lattice is characterized by three structural parameters: the lattice constants “a”
and “c”, as well as the dimensionless anion displacement parameter u (Table 1).

3.2 Electronic Properties

It is a well known fact that LDA and GGA exchange-correlation potentials underes-
timate the band gap of semiconductors [18]. Therefore in order to obtain the band
structure accurately, we have used mBJ potential [19]. In the absence of spin-orbit
interactions our calculated energy band structure of CdSiAs2 along some high sym-
metry directions of Brillouin zone is presented in Fig. 1.

Figure 1 shows the calculated band structure along some high symmetry directions
at the equilibrium lattice parameter for CdSiAs2 using the TB-mBJ. Both the top of the
valence band and the bottom of the conduction band are found to be at C point in the
Brillouin zone (BZ), indicating that the fundamental band gap is direct (C-C). The
computed band gap value for the CdSiAs2 is given in Table 2 along with experimental
data for comparison.

Table 1. Calculated equilibrium lattice constant a (in Å), c/a ratio, distortion parameter (u).

Compound a c/a U

CdSiAs2 5.778
5.885 [15–17]

1.790
1.849 [15–17]

0.232

Insight of Electronic and Thermoelectric Properties of CdSiAs2 553



The total (TDOS) and partial (PDOS) densities of states for CdSiAs2 chalcopyrite
compound are plotted in Fig. 2. In CdSiAs2 chalcopyrite material, the Cd-s electrons
contribute in the energy range from −5.0 to −3 eV while the upper valence band
mainly constructed from As p states. In addition, the lowest conduction band (CB) is
primarily derived from the s and p states of Si atoms.

3.3 Thermoelectric Properties

The temperature dependent thermoelectric properties of CdSiAs2 is obtained by solving
the Boltzmann transport equation as implemented in the BOLTZTRAP [21] code. The
calculated thermoelectric properties are the Seebeck coefficient, the electrical con-
ductivity divided by the scattering time (i.e. (r/s)), the thermal conductivity divided by
the scattering time (i.e. (j=s)), and the merit’s figure as a function of temperature in the
temperature range from 100 K to 1200 K.

We have plotted the Temperature dependence of Seebeck coefficient and is pre-
sented in Fig. 3. For CdSiAs2 compound. It initially increases and reaches its maxi-
mum of about 320 µV K−1 at 650 K, then its decreases down when the temperature
increase, the seebeck coefficient, S for our compound is positive, indicating that the

Fig. 1. Band structure for CdSiAs2

Table 2. Band gap values of CdSiAs2

Compound Exchange Band gap (eV)

CdSiAs2 Tb.mbJ 1.54
exp 1.55 [15–17]

554 N. Si Ziani et al.



CdSiAs2 is p-type semiconductors, where holes are predominant charge carriers. It is
quite evident that our material have maximum thermopower values at low temperature
due to the low carrier concentration contribution, as often the for low band gap
semiconductor and due to the heavy conduction band.

Figure 4 presents the selected results of electrical conductivity measurements
scaled by relaxation time, r/s for CdSiAs2 compound as a function of temperature

Fig. 2. The electronic total and partial density of states for CdSiAs2

Fig. 3. The variation of the Seebeck coefficient as a function of Temperature for the CdSiAs2
compound
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from 100 to 1200 K, One can observe that, the electrical conductivity spectra of the
examined compound increases with increasing, and reaches its maximum values noted
to be 7 � 1018 at the temperature of 1200 K.

The electronic thermal conductivity per relaxation time of the CdSiAs2 compound
each as a function of temperature is shown in Fig. 5. At the temperature of 100 K, the
CdSiAs2 compound have a thermal conductivity value of 0 W/mKs, after this value,
One can observe that, over the entire temperature range, j=s increases with increasing
temperature and reaches its maximum value at 1200 K noted to be 8.5 � 1014

W m−1 K−1 s−1. This shows that the CdSiAs2 compound is a better thermal conductor
at all temperatures.

The dimensionless thermoelectric figure of merit as a function of temperature is
plotted in Fig. 6, this parameter is calculated based on the measured values of the
seebeck coefficient, electrical and electronic thermal conductivities from the equation
ZT ¼ S2rT=j, of the CdSiAs2 ternary chalcopyrite compound. Our ZT values will
first increase with the increasing temperature and reach its maximum value of about
0.857 at the temperature of 200 K. After this temperature value its starts to decrease
with increasing temperature. From our results of the merit’s figure, it is very clear that
the CdSiAs2 is a good thermoelectric compound for low-temperature applications.

Fig. 4. The variation of the electrical conductivity as a function of Temperature for the CdSiAs2
compound

556 N. Si Ziani et al.



4 Conclusion

In this work, we study the structural and electronic properties of pure CdSiAs2, by
means of the density functional theory (DFT) and the linearized augmented plane wave
method (LAPW). The calculated structural parameters obtained are in good agreement
with the experimental reports and other theoretical results. The calculation results of the
electronic properties show that CdSiAs2 has a semi conductor character, which is of
interest for thermoelectric properties.

Fig. 5. The variation of the electronic thermal conductivity as a function of Temperature for the
CdSiAs2 compound

Fig. 6. The variation of the merit’s figure as a function of Temperature for the CdSiAs2
compound
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The electronic properties obtained from Wien 2K calculations and Boltzmann
transport theory implemented in BoltzTrap code were employed to calculate the
thermoelectric properties of CdSiAs2 as function of temperature raging from 100 to
1200 K. Our results reveal that CdSiAs2 has a largest figure of merit (ZTmax) with
value of �0.9 at temperature at low temperature.
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Abstract. The present work dedicated to the study and analysis of a multi stage
study of thermoelectric cooler based on hydrogen liquefier. For this purpose, the
Seebeck and Peltier effect are used for simulate thermoelectric cooler. The
energy equation has been used under the following conditions for prediction the
efficiency of hydrogen liquefier. The properties of semi-conductor materials
corresponding of cryogenics process were defined. A multi stage process has
been proposed for decrease cold temperature of cold exchanger. The obtained
results, including power and coefficient of performance are presented and
discussed.

Keywords: Effect of seebeck � Peltier effect � Thermoelectric
Refrigerator � Cryogenics

1 Introduction

The clean energy has been considered an alternative technology for several industrial
processes; electricity production, water supply, heating and cooling production (Chiba
2017; Chiba et al. 2014). In this research work, we are interested to study the cooling
production by using a thermoelectric process.

Thermoelectric devices are alternative technology which directly converts electrical
energy to cooling energy by using Peltier effect and Seebeck effect by applying a heat
charge for electrical energy production (Goupil et al. 2011; Semenyuk 2014). Ther-
moelectric refrigeration was considered a clean cooling energy compared with other
process recently studied (Pooja 2016).Thermoelectric cooler based on semi-conductor
materials procured by electrical current, this phenomenon produces different heat
exchanger; hot blow and cold blow between two junctions of different semi-conductor
materials (Li et al. 2011). Thermoelectric refrigerators devices based on the Peltier
effect, discovered in 1834 (Pooja 2016). In this subject, the researchers have been
focused for cooling production (Meng et al. 2011) and electrical energy production
(Badillo-Ruiz et al. 2018). The thermoelectric interest as follows area such as numerical
modeling and design of system and experimental and characterization of material used
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for cooling, electrical applications or other application (Waldrop and Morelli 2014).
This paper deals to study a multi stage of thermoelectric cooler based on hydrogen
liquefier. The theory and numerical modeling of hydrogen liquefier by using the energy
equation are analyzed and studied. The operation parameters of thermo electrical cooler
were defined. The main results including coefficient of performance, efficiency has
been discussed and analyzed.

2 Thermoelectric Materials

A multi semi-conductor material is used in thermoelectric devices, according their
domains of applications. The performance of all materials in thermoelectric was
characterized by a factor of merit ZT. Figure 1 illustrates in detail factor of merit ZT for
some various materials (Pooja 2016).

3 Description of Thermoelectric Devices

The Peltier effect phenomenon was used for constructing the thermo cooler device
under following assumption

• A multi stage of the thermoelectric module has been used.
• The heat transfer between two stages has been considered uniform.
• All losses are neglected.
• The heat conduction phenomenon was considered unidirectional.
• Hot blow rejection and cold blow absorption exchanger were characterized by hot

exchanger QH and cold exchanger QC respectively.

Figure 2 shows in detail the description of a multi stage of thermo cooler device.

Fig. 1. Factor of merit ZT for different thermoelectric material (Pooja 2016)
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4 Governing Equations

The relationship using to calculate heat cold blow, heat hot blow, voltage, power and
coefficient of performance can be defined as;

For single stage;

DT1 ¼ TH � TC ð1Þ

QC ¼ a1TcI � 0:5R1I
2 � K1DT1 ð2Þ

V ¼ a1DT1 þR1I ð3Þ

P ¼ VI ð4Þ

QH ¼ PþQC ð5Þ

COP ¼ QC=P ð6Þ

For two-stage;

DT2 ¼ T2 � TC ð7Þ

QC ¼ a2TcI � 0:5R2I
2 � K2DT2 ð8Þ

Fig. 2. Schematic diagram of a multi stage of hydrogen liquefier
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V ¼ a2DT2 þR2Iþ a1 TH � T2ð ÞþR1I ð9Þ

T2 ¼ ð0:5 R2 þR1ð ÞI2 þK1TH þK2TcÞ= a1 � a2ð ÞIþK1 þK2 ð10Þ

The maximum efficiency of thermoelectric cooler can be defined respectively under
expression:

COPC ¼ TC=ðTH � TCÞ ð11Þ

COPmax ¼ COPC

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ZT
p � TC

TH

� �

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ZT
p þ 1
� � ð12Þ

Where,
TH, TC: is temperature of hot and cold source respectively, QH, QC: is heat rejection

and cold absorption respectively, V: is voltage, I: is electrical current, a: is Seebeck
coefficient, P: is electrical power, Z: is factor of merit, COP: is coefficient of perfor-
mance and R: is resistance.

5 Results and Discussion

The numerical simulation of thermoelectric cooler has been carried out under param-
eters presented in Fig. 3. The Fig. 3 illustrates the evolution of Seebeck coefficient and
thermal conductivity as a function of temperature range.

Figure 4 show Change of maximum COP as function of cold temperature of
hydrogen liquefier for different values of merit factor under hot temperature 310 K of
exchanger hot blow. The big difference has been noted between Carnot coefficient and
real coefficient.

Figure 5 illustrate the change of cooling power as a function of electrical current,
the cooling power for hydrogen liquefier increase with different values of electrical
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Fig. 3. Change of Seebeck coefficient and thermal conductivity as a function of temperature
range.

A Multi Stage Study of Thermoelectric Device 563



current until it reaches its maximum value and then begins to decrease Also, the Fig. 6
shows the evolution of efficiency as a function of temperature of hydrogen liquefier.
The efficiency for hydrogen liquefier increase with different of cold temperature until it
reaches its maximum value and then begins to decrease.
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6 Conclusion

The main objective of this study is to predict the performance hydrogen liquefier by
using thermoelectric systems and the purpose the methodology of liquefaction. Based
on the results, the following conclusions are made;

– A multi-stage system is the best solution for hydrogen liquefaction.
– The cost of thermo cooler does not expensive compared with traditional system
– The thermo cooler system works for 12 volts. This system is ecologic and friend to

our environment.
– The produced cooling power of a multi-stage system will still be higher.
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